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Abstract

Reflection due to the shiny surfaces like water or glass being one of the common ar-

tifacts which degrade the image quality significantly. Reflection removal sometimes also

referred as layer separation is a challenging task in the field of image processing and has

practical applications. Different techniques are already proposed for layer separation, but

there is still a room for improvement to remove reflections from degraded images/videos to

get better results.

In this thesis an algorithm is derived that uses single image to remove reflection from de-

graded colour image. Proposed scheme is also is also extended for layer separation of

degraded videos.

The proposed scheme decompose the source image into different levels for better estima-

tion of horizontal and vertical gradients. Noise and blurring artifacts are incorporated by

passing the gradients of the subject image through filters, before passing into the objective

function. The coherence between the different frames are utilized to preserve the color

consistency of the output video. Visual and quantitative analysis verifies the significance

of proposed scheme.



DEDICATION

This thesis is dedicated to

MY FAMILY, FRIENDS AND TEACHERS

for their love, encouragement and endless support



Acknowledgements

All praises and thanks to Almighty Allah who gave me strength and determination to com-

plete this research work.

MS thesis is a demanding task. I am deeply indebted to many people for their support and

guidance during this thesis. I first wish to thank and acknowledge the efforts of my thesis

supervisor Lt Col Dr. Abdul Ghafoor and my co-supervisor Dr Muhammad Mohsin Riaz,

who was always available with a smile, and who encouraged me to think and understand

the topic and provided guidance for timely completion of this project.

I am also thankful to my committee members Dr Naima Iltaf and Dr Muhammad Imran for

their support.

I would like to thank all colleagues of MSEE-19 who always offered helping hand when-

ever I needed them.

Finally no words are sufficient to express my gratitude for the love, prayers and encourage-

ment I got from my parents, and family. Their help throughout my MS has been extremely

valuable to me.

Umair Rafiq



Contents

1 Introduction 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Layer Separation For Degraded Images . . . . . . . . . . . . . . . 3

1.2.2 Layer Separation For Degraded Videos . . . . . . . . . . . . . . . 4

1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Preliminaries 6

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Quantitative Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3.1 Least Mean Square Error . . . . . . . . . . . . . . . . . . . . . . . 9

2.3.2 Peak Signal to Noise Ratio . . . . . . . . . . . . . . . . . . . . . . 10

2.4 summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 An Improved Reflection Removal Technique For Degraded Images 11

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.2 Proposed Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.4 summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

4 An Improved Reflection Removal Technique For Degraded Videos 20

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.2 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

i



4.3 Simulation and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.4 summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 Conclusion and Future Work 29

5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

ii



List of Figures

1.1 Layer separation problem. (a) Image with reflection and noise (b) Back-

ground (c) Reflection. Layers are separated by proposed scheme. . . . . . . 2

3.1 Example 1 (a) original image (b) reflectance obtained using Li and Brown

[4] (c) reflection obtained using [4] (d) reflectance obtained using Retinex

[3] (e) reflection obtained using [3] (f) reflectance obtained using proposed

scheme (g) reflection obtained using proposed scheme . . . . . . . . . . . 15

3.2 Example 2 (a) original image (b) reflectance obtained using proposed scheme

(c) reflection obtained using proposed scheme (d) reflectance obtained us-

ing Li and Brown [4] (e) reflectance obtained using Retinex [3] . . . . . . . 16

3.3 Example 3 (a) original image (b) reflectance obtained using Li and Brown

[4] (c) reflection obtained using [4] (d) reflectance obtained using Retinex

[3] (e) reflection obtained using [3] (f) reflectance obtained using proposed

scheme (g) reflection obtained using proposed scheme . . . . . . . . . . . 18

4.1 Example 1 (a)-(d) original video frames (e)-(h) reflectance obtained using

Li and Brown [4] (i)-(l) reflectance obtained using Retinex [3] (m)-(p) re-

flectance obtained using proposed scheme . . . . . . . . . . . . . . . . . . 23

4.2 Example 1 (a)-(d) original video frames (e)-(h) reflection obtained using Li

and Brown [4] (i)-(l) reflection obtained using Retinex [3] (m)-(p) reflection

obtained using proposed scheme . . . . . . . . . . . . . . . . . . . . . . . 24

4.3 Example 2 (a)-(d) original video frames (e)-(h) reflectance obtained using

proposed scheme (i)-(l) reflectance obtained using Li and Brown [4] (m)-

(p) reflectance obtained using Retinex [3] . . . . . . . . . . . . . . . . . . 26

iii



4.4 Example 2 (a)-(d) original video frames (e)-(h) reflection obtained using

proposed scheme (i)-(l) reflection obtained using Li and Brown [4] (m)-

(p) reflection obtained using Retinex [3] (q)-(t) reflection obtained using

proposed scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

iv



List of Tables

3.1 Quantitative comparison:Image Example 1 . . . . . . . . . . . . . . . . . 14

3.2 Quantitative comparison:Image Example 2 . . . . . . . . . . . . . . . . . 17

3.3 Quantitative comparison:Image Example 3 . . . . . . . . . . . . . . . . . 17

4.1 Quantitative comparison:Video Example 1 . . . . . . . . . . . . . . . . . 25

4.2 Quantitative comparison:Video Example 2 . . . . . . . . . . . . . . . . . 28

v



List of Algorithms

1 Image Layer Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Video Layer Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

vi



Acronyms

FAST FOURIER TRANSFORM FFT

INVERSE FAST FOURIER TRANSFORM IFFT

SUPPORT VECTOR MACHINE SVM

Peak signal-to-noise ratio PSNR

RED GREEN BLUE RGB

LEAST MEAN SQUARE ERROR LMSE

vii



Chapter 1

Introduction

1.1 Introduction

Reflection due to the shiny surfaces like water or glass being one of the common artifacts

which degrade the image quality significantly. Reflection removal sometimes also referred

as layer separation is a challenging task due to unavailability of scene parameters (like

noise and blur level). A lot of work has been done to solve this problem. Many computer

vision algorithms can be formulated to decompose the input image into different layers.

In most cases reflection removal problem occurs when an image is captured behind the

glass or window. Background layer of such images is mostly desired.

Most of the natural images are combination of original scene and reflection of surround-

ing from shinny surfaces or glass. Original scene is also called albedo, background and

reflectance. Reflection is also known as illumination. Desired background layer is denoted

as B and R is the reflection layer that is desired to be removed.Mathematically almost all

the layer separation problems take the form

A = B +R (1.1)
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(a) (b) (c)

Figure 1.1: Layer separation problem. (a) Image with reflection and noise (b) Background
(c) Reflection. Layers are separated by proposed scheme.

where A is the subject image and is a combination of background B and Reflection R.

Figure 1.1 shows a layer separation of a degraded image. Separation is done by proposed

scheme that is discussed in chapter 3.

Layer separation is an ill-posed problem because two unknown layers ie. background

and reflection layer have to be solved but there is one known input image. So infinite num-

ber of solutions are possible. Some additional information is needed to solve the problem.

This ill-posed problem can be solved if there is some additional information given as con-

straint hence two layers can be separated. There are many algorithms that are derived

which use additional information to separate two layers e.g. user assisted methods take

information of one layer by user indication, multiple images as an input can also reduce

the complexity of problem and some techniques learn statistics. Some of the representative

methods will be discussed briefly in chapter 2. From the review of previous schemes it can

be seen that that reflection removal or layer separation for degraded images and videos is

still a challenging task and there is a need to derive more robust and efficient scheme that

can be used for practical layer separation.

In this thesis, an improved image/video reflection removal algorithm is developed. The
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proposed scheme decompose the source image into different levels for better estimation of

horizontal and vertical gradients. Noise and blurring artifacts are incorporated by passing

the gradients of the subject image through filters, before passing into the objective function.

The coherence between the different frames are utilized to preserve the color consistency

of the output video. Visual and quantitative analysis verifies the significance of proposed

scheme.

1.2 Contribution

In this thesis, an improved algorithm is derived to separate the unwanted reflection layer

from the degraded images and videos. Moreover the simulation time of the algorithm is

reduced as compared to some state of the art existing schemes.High level overview of the

proposed scheme is stated below. Detailed overview will be given in the chapters to follow.

1.2.1 Layer Separation For Degraded Images

Whenever a picture is captured, most of them are a mixture of original scenery and a reflec-

tion. Reflection of nearby objects are may be due to the shiny surfaces, water or glass and

is not desirable. This is a well known problem of image processing and is known as layer

separation problem. Many techniques have been already proposed. In real life noise may

be added to input image due to many reasons such as communication channel noise. Most

of the pre-existing techniques do not work well in the the presence of noise. In chapter 3 an

algorithm is derived which can separate two layers (reflection and background) of degraded

image. Image is decomposed into different levels and gradients are calculated.Filters are

applied to remove the effects of noise. Results in chapter 3 shows that the proposed scheme

works better than some state of the art existing schemes.
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1.2.2 Layer Separation For Degraded Videos

The method proposed in chapter 3 for reflection removal of degraded images is extended for

reflection removal of degraded videos. Different frames of a video are treated as separate

images. Noise and blurring artifacts are incorporated by passing the gradients of the subject

frame through filters, before passing into the objective function. The coherence between the

different frames are utilized to preserve the color consistency of the output video. Results

in Chapter 4 shows the significance of the proposed scheme.

1.3 Thesis Outline

This thesis proposal is organized as five chapters.

• Chapter 1: Introduction and contributions are stated in this chapter.

• Chapter 2: Preliminaries are given in this chapter. Some existing scheme relevant to

our topic are discussed

• Chapter 3: This chapter provides complete derivation of the proposed scheme for

degraded image layer separation. Experimental results of proposed scheme and its

comparison with existing schemes are also given.

• Chapter 4: This chapter describes the proposed scheme for degraded video layer

separation. The evaluation based on qualitative and quantitative comparisons with

existing schemes are also provided.

• Chapter 5: This chapter concludes the report with some future work directions.
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1.4 Conclusion

Basic introduction and contributions are stated in this chapter. Brief review of the approach

that is used to solve the problem is provided in this chapter. The organization of this thesis

is also provided in this chapter. Chapter 2 provides the literature review related to this

thesis.
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Chapter 2

Preliminaries

2.1 Introduction

Reflection due to shiny surfaces like water or glass being one of the common artifacts

which degrade the image quality significantly. Reflection removal sometimes also referred

as layer separation is a challenging task due to unavailability of scene parameters (like

noise and blur level). A lot of work has been done to solve this problem. In this chapter

some state of the art layer separation techniques for images and videos are described. In

the second part different quantitative measures are briefly described that are used to check

image quality in this thesis.

2.2 Literature Review

As described in chapter 1 ,There are two main classification of layer separation algorithms.

Most of the layer separation techniques use multiple images as an input to separate layers

to ease the ill-posed problem. Some techniques use single image to separate layers but this

is much harder and complex.

One of the foremost method for estimation of reflection and reflectance is retinex [1],
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which utilizes log of derivative of target image for reflectance estimation. In this tech-

nique reflection and reflectance are characterized by large and small gradients respectively.

Smoothness prior was used for classification of image as completely created by shading

or reflectance changes. Main assumption in retinex based techniques are smoothly vary-

ing reflection layer and abruptly varying reflectance layer. The classical reflection removal

techniques [2, 3, 4, 5, 6] are based on Retinex which utilizes image gradients for reflectance

estimation.

A classical method that estimate reflection layer by classifying the derivatives of image

[6] gives good resuts. It is difficult to correctly classify the derivatives that whether the

derivatives are from reflectance layer or illumination layer. The classifiers of derivatives

are found by training on some random example images. These classifiers exploit the in-

formation from colour images as well as gray scale patterns. When the derivatives are

separated, the background and reflection layers are separated automatically.

Some other methods that are proposed to address layer separation problem include user

markup and multiple images methods. User markup based techniques [7, 8, 9] utilize em-

pirical information provided by the user (i.e. marking points from background and reflec-

tion).

Information of reflected scene is used by[10] and converts the user assisted approach of [7]

to computer base approach to automatically calculate gradients without user markup that

produces good results by automatically removing the reflection.

Global sparsity prior [11, 12, 5] based techniques, unlike gradient histogram are directly

applicable on reflectance values (by assuming the spareness of reflectance coefficients).

Intrinsic and spatio-temporal properties of feature points based reflection removal[13, 14]

requires multiple images of the same scene. Multiscale parallelized solver and gradients

classification based reflectance and illumination [24] severation produces degraded results
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under high frequency effects of lightning.

A method proposed by [15] utilizes total variation method, measure of blur level and seg-

mentation of a region with the help of fuzzy integral method to classify edge pixels that

whether they belong to reflection or reflectance. Multiple images are acquired by rotating

a camera with polarizing filter at different angles [16, 17, 18] . Blind source separation

method [16], independent components analysis [17], and polarization-based decorrelation

[18] are applied to polarization images to separate background and reflection image. In

[19, 20, 21, 22, 23], video sequences were used as input. Contrary to polarization images,

video frames are temporally correlated. The methods of temporal integration [19], layer

information exchange [20], global-to-local time-space alignmen [21], and stereo matching

[22] have successfully separated reflection and background images from video sequences.

Temporal and spatial coherence based reflection removal [26] provides limited performance

in case of variable or dense reflection. This algorithm exploits the temporal and spatial co-

herence of reflection which means the reflection remains static and the background keeps

on changing as in vehicular black box videos. Heavy-tail distribution is imposed as an

image prior to remove reflection. This algorithm works good with the real time black box

videos but is not suitable for the problem where reflection layer is changing with time.

Moreover videos with saturated reflections do not give good results.

A physically-based approach to separate reflection [25] use multiple polarized images cap-

tured behind glass. Three polarized images are taken as input, each captured from different

polarizer angle separated by 45 degrees but from the same view point. A pair of orthogonal

images are extracted from input images and reflection layer is separated by estimating the

spatially-varying incidence angle.

Review shows that most of the reflection removal techniques use multiple images as
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input. Some schemes takes empirical information from the user to solve the layer separa-

tion problem. These types of algorithms may give good quality reflection and background

images but are not feasible to use in most practical cases. These type of algorithms are not

suitable for reflection removal of videos as well.

Reflection removal from a single image automatically is very difficult because of the ill-

posed problem. There are some techniques already proposed that use single image to solve

the problem but to our best knowledge there is no such technique that gives significant re-

sults for degraded images and videos.

An algorithm is proposed in the chapters to follow that gives high quality results in less

computational time using single image for degraded images and videos.

2.3 Quantitative Measures

Output images/Videos are are checked by quantitative measures to get an idea that how

much accurate the results are. There are many quantitative measures that are used. Peak

Signal to Noise Ratio (PSNR), Least Mean Square Error (LMSE) and Structural Similarity

Index (SSIM) are mostly used. Brief review of these quantitative measures is given below.

2.3.1 Least Mean Square Error

Least Mean Square Error, often abbreviated as LMSE is quantitative measure to calculate

the difference or error between two images.

Let A and B are two m×n monochrome images where one of the images is a noisy approx-

imation of the other image. LMSE can be mathematically written as:

LMSE =
1

m× n

m−1∑
i=0

n−1∑
j=0

[A(i, j)−B(i, j)]2 (2.1)
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LMSE is the sum over all squared value differences divided by size of image and by three.

LMSE will be zero when two images are identical.

2.3.2 Peak Signal to Noise Ratio

peak signal-to-noise ratio, often called PSNR, is the ratio between the maximum power of

a signal and the power of corrupting noise that affects the accuracy of its representation.

PSNR is often expressed in terms of the logarithmic decibel scale because most of the sig-

nals have a very wide dynamic range. The PSNR is commonly used as qualitative measure

of reconstruction of lossy compression codecs e.g. image compression. In this case the

original data is signal and noise is the error due to compression.

PSNR is easily defined in terms of LMSE.

PSNR = 10.log(
MAX2

I

LMSE
) (2.2)

Where MAXI is the defined as the maximum pixel value of the image.

2.4 summary

In this chapter some existing layer separation techniques are discussed. Some quantitative

measures used to check the significance of results are also provided. A lot of work has been

done on this problem but still there is a room for improvement. An improved algorithm for

the layer separation of degraded images and videos should be derived. Next chapter provide

the details of the proposed scheme to separate two layers of degraded image.
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Chapter 3

An Improved Reflection Removal Technique For Degraded

Images

3.1 Introduction

In this chapter an improved method is proposed to remove reflection from a degraded im-

age. Layer separation is a challenging task as it is an ill posed problem and cannot be

solved without assuming any priors. The classical reflection removal techniques [1, 3, 4]

are based on Retinex which utilizes image gradients for reflectance estimation. In [1], the

reflection and reflectance are characterized by large and small gradients under the assump-

tion of smooth and abrupt variation respectively. User markup based techniques [7, 8, 9]

utilize empirical information provided by the user (i.e. marking points from background

and reflection). Information of reflected scene is used by[10] to automatically calculate

gradients without user markup. Global sparsity prior [11, 12, 5] based techniques, unlike

gradient histogram are directly applicable on reflectance values (by assuming the spare-

ness of reflectance coefficients). Temporal and spatial coherence based reflection removal

[26] provides limited performance in case of variable or dense reflection. Intrinsic and

spatio-temporal properties of feature points based reflection removal [13, 14] requires mul-
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tiple images of the same scene. Multiscale parallelized solver and gradients classification

based reflectance and illumination [24] severation produces degraded results under high

frequency effects of lightning. It is assumed that one layer is smoother than the other to

remove reflection using one image. Proposed scheme and results are given in the sections

to follow.

3.2 Proposed Methodology

Let A be the input image (of size P × Q × β where p = 1, 2, . . . , P , q = 1, 2, . . . , Q and

β ∈ {Red, Green, Blue} containing a background (albedo or reflectance) image B and a

reflection image R i.e.,

A = B +R ∗ φ (3.1)

where φ is a blurring kernel/filter. Note that the input image A also contains different types

of system and environmental noises. To estimate the reflectance image B, the image A is

downsampled into different levels i.e.,

Ak+1 = Ak ↓ η (3.2)

where η is downsampling factor, k = 1, 2, . . . , K are levels and A1 = A is first level. The

horizontal and vertical gradients are computed as,

G̃k
1 = Ak ∗ ψ

G̃k
2 = Ak ∗ ψT (3.3)
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where ψ = [1,−1] is filter kernel and ∗ is circular convolution operator. Note that when the

input image contains noise, the horizontal and vertical edges concentration are relatively

high. In such cases, a filter is applied on the horizontal and vertical gradients, i.e.,

Gk
i =

 ξ
(
G̃k
i

)
if α > 0.8

G̃k
i otherwise

(3.4)

where α is non-zero value concentration of input image and ξ(.) is Wiener filter followed

by average and median filters. To separate reflection R, the objective function defined in

[4] is utilized, i.e.,

R̃k = F−1
(
κ
(
F(ψ) ∗ F(Gk

1) + F(ψT ) ∗ F(Gk
2)
)
+ λF(ϑ) ∗ F(ϑ)F(A)

κ (F(ψ) ∗ F(ψ) + F(ψT ) ∗ F(ψT )) + λF(ϑ) ∗ F(ϑ) + σ

)
(3.5)

where F and F−1 are Fourier and inverse Fourier transforms respectively, κ and λ are

weighting constants, σ = 10−16 is a stability constant and ϑ is a second order Laplacian fil-

ter [4]. The reflection layer obtained at kth level R̃k is upsampled (for matching dimensions

with B image) to obtain Rk. The final background estimated image B̃ is,

B̃ = A−
K∑
k=1

WkRk (3.6)

where Wk is weighting factor. The whole process is summarized in Algorithm 1.

3.3 Simulation Results

Various simulations are performed on state of art existing (Li and Brown [4] and Retinex

[3]) and proposed techniques. The specifications of system include: Intel i3 1.7GHz pro-

cessor, 4 GB RAM and Matlab 2014a. The comparisons are performed visually and quan-

13



Algorithm 1 Image Layer Separation
Input ← Input Image A, Pyramid Size k , Smoothness Factor λ, Maximum Iteration
Number K, Sampling Rate ηk, βo
Output← Estimation of B and R
Initialization : BK ← A , β ← βo, K ← 0,A← 0 ,ηK ← 1
while K ≤ k do

AK ↓ ηK
Calculate ĜK

1 and ĜK
2 using equation-3.3

if Non zero value density α ≥ 0.8 then
Apply filters using equation 3.4 to get GK

1 and GK
2

else
ĜK

1 = GK
1 and ĜK

2 = GK
2

end if

calculate Rk using 3.5

β = 2 ∗ β, k++
end while

R =
∑

K=1→k
Rk

B = A−R

titatively using least mean square error (LMSE) and simulation time.

Figure 3.1 (a) shows the input image containing reflection and system noise. Figure

3.1 (b) and 3.1 (c) show the reflectance and reflection images obtained by Li and Brown

[4] respectively. The reflectance image obtained using proposed technique (Figure 3.1(d))

provides better visual quality interms of sharp edges and details preservation. Figure 3.1

(e) shows the reflection image extracted by proposed technique.

Table 3.1 shows the quantitative comparison of existing and proposed techniques in

terms of LMSE and computational time for example 1.

Table 3.1: Quantitative comparison:Image Example 1
Techniques Time (sec) LMSE
Li and Brown [4] 17.007 3.04 e−2

Retinex [3] 17.212 3.11 e−2

Proposed 14.31 2.93 e−2

14



(a) (b) (c)

(d) (e) (f)

(g)

Figure 3.1: Example 1 (a) original image (b) reflectance obtained using Li and Brown [4]
(c) reflection obtained using [4] (d) reflectance obtained using Retinex [3] (e) reflection
obtained using [3] (f) reflectance obtained using proposed scheme (g) reflection obtained
using proposed scheme
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(a) (b) (c) (d)

(e)

Figure 3.2: Example 2 (a) original image (b) reflectance obtained using proposed scheme
(c) reflection obtained using proposed scheme (d) reflectance obtained using Li and Brown
[4] (e) reflectance obtained using Retinex [3]
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Figure 3.2 (a) shows another source image corrupted by reflection and system noise.

Figure 3.2 (b) and 3.2 (c) show the reflectance (recovered) images obtained by Li and

Brown [4] and proposed technique respectively. Note that the proposed technique more

efficiently extracts the reflection image (Figure 3.2(d)).

Table 3.2 shows the quantitative comparison of existing and proposed techniques in

terms of LMSE and computational time for example 2.

Table 3.2: Quantitative comparison:Image Example 2
Method Time (sec) LMSE
Li and Brown [4] 80.10 2.09 e−2

Retinex [3] 82.21 2.19 e−2

Proposed 48.44 1.24 e−2

Figure 3.3 (a) shows the image of a book captured behind the showcase glass and con-

tain reflection of the surroundings and system noise. Figure 3.3 (b) and 3.3 (c) show the re-

flectance and reflection images obtained by Li and Brown [4] respectively. The reflectance

image obtained using proposed technique (Figure 3.3(d)) provides better visual quality in

terms of sharp edges and details preservation. Figure 3.3 (e) shows the reflection image

extracted by proposed technique.

Table 3.3 shows the quantitative comparison of existing and proposed techniques in

terms of LMSE and computational time for example 3.

Table 3.3: Quantitative comparison:Image Example 3
Techniques Time (sec) LMSE
Li and Brown [4] 15 2.73 e−2

Retinex [3] 15.7 2.85 e−2

Proposed 10 2.54 e−2
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(a) (b) (c)

(d) (e) (f)

(g)

Figure 3.3: Example 3 (a) original image (b) reflectance obtained using Li and Brown [4]
(c) reflection obtained using [4] (d) reflectance obtained using Retinex [3] (e) reflection
obtained using [3] (f) reflectance obtained using proposed scheme (g) reflection obtained
using proposed scheme
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3.4 summary

In this chapter, an improved layer separation technique is proposed for color images. The

proposed scheme decompose the source image into different levels for better estimation of

horizontal and vertical gradients. To incorporate the noise and blurring artifacts, the gradi-

ents are filtered before passing into the objective function. Visual and quantitative analysis

verifies the significance of proposed scheme as compared to state-of-the-art existing tech-

niques.
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Chapter 4

An Improved Reflection Removal Technique For Degraded

Videos

4.1 Introduction

In this chapter, the scheme proposed in chapter 3 is extended for reflection removal of

degraded colour videos. There is a lot of work being done to get videos of better quality.

Most of the research focus on the resolution of video but there is another important aspect

of video quality that is the readability. Many problems must be tackled to address the issue

of readability. Sometimes reflection of the surroundings and noise are added to video. For

example the videos that are taken by the camera behind the windscreen are often degraded

by the windscreen reflection of objects inside the vehicle. Moreover noise may be added

to it. This unwanted noise and reflection causes poor visibility of the videos. Hence it is

important to remove the background layer and reflection to get a clear video.

Although the schemes discussed in the previous chapters have given significant results but

for the fast moving frames of videos it is very complex to apply these techniques that are

mostly used for images to apply directly to video frames. Therefore an improved method

for the reflection removal of degraded videos is proposed in the sections to follow.
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4.2 Proposed Method

Let Frm(t) are the frames of the degraded video (of size P×Q×β where p = 1, 2, . . . , P ,

q = 1, 2, . . . , Q and β ∈ {Red, Green, Blue} containing a background (albedo or re-

flectance) image B and a reflection image as shown in equation 3.1.

To estimate the reflectance each frame is downsampled to different levels using equation

3.2. Then horizontal and vertical gradients G̃k
1 and G̃k

2 of a frame are calculated using equa-

tion 3.3.

To incorporate the noise artifacts, the gradients are passed through filters using equation

3.4 to get Gk
i .

Frame coherence is exploited to get better results and colour consistency.

Let Gk
i (t), G

k
i (t + 1), . . . , Gk

i (t + τ) be the gradient images (at kth level) obtained at time

instants t, t+ 1, . . . , t+ τ , the final gradient Ġk
i (t) at time t is estimated as,

Ġk
i (t) =

t+τ∑
t1=t

ζ
(
t1
)
Gk
i (t1) (4.1)

where ζ
(
t1
)

are normalizing constants. Note that the weighting average of gradients not

only provide better gradients but also preserves the color consistency in the video.

To separate reflection R, gradients Gk
i are passed to the objective function defined in equa-

tion 3.5. Background B of a frm(t) is then calculated using equation 6.

The whole process is described in Algorithm 2.

4.3 Simulation and Results

Various simulations are performed on state of art existing (Li and Brown [4] and Retinex

[3]) and proposed technique. The specifications of system include: Intel i3 1.7GHz pro-
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Algorithm 2 Video Layer Separation
Input ← Input Video Frames Frm(t),Window Size τ , Pyramid Size k , Smoothness
Factor λ, Sampling Rate ηk, βo, α, Number Of Frames NOF
Output← Estimation of B(t) and R(t)
Initialization :t←0, BK(t)← Frm(t) , β ← βo, K ← 0, ,ηK ← 1, α← 0.8
while t ≤ NOF do

calculate ˆGK
1 (t) and ˆGK

2 (t) using equation-3.3
while K ≤ k do

FrmK(t) ↓ ηK
if Non zero value density ≥ α then

Apply filter using equation 3.4 to get GK
1 (t) and GK

2 (t)
else
ĜK

1 (t) = GK
1 (t) and ĜK

2 (t) = GK
2 (t)

end if
Update GK

1 (t) and GK
2 (t) using equation 4.1

calculate Rk(t) using 3.5

β = 2 ∗ β, k++
end while

R(t) =
∑

K=1→k
Rk(t)

B(t) = Frm(t)−R(t)

t=t+1
end while

22



(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 4.1: Example 1 (a)-(d) original video frames (e)-(h) reflectance obtained using Li
and Brown [4] (i)-(l) reflectance obtained using Retinex [3] (m)-(p) reflectance obtained
using proposed scheme

cessor, 4 GB RAM and Matlab 2014a. The comparisons are performed visually and quan-

titatively using least mean square error (LMSE) and simulation time. Results shows the

significance of proposed scheme.

Figure 4.1 (a)-(d) shows original video frames that are degraded with the salt and pep-

per noise of density 0.01. Figure 4.1 (e)-(h) shows reflectance obtained using Li and Brown

[4], (i)-(l) shows reflectance obtained using Retinex [3] and (m)-(p) shows reflectance ob-

tained using proposed scheme.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 4.2: Example 1 (a)-(d) original video frames (e)-(h) reflection obtained using Li
and Brown [4] (i)-(l) reflection obtained using Retinex [3] (m)-(p) reflection obtained using
proposed scheme
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Figure 4.2 (a)-(d) shows original video frames that are degraded with the salt and pepper

noise of density 0.01. Figure 4.1 (e)-(h) shows reflection obtained using Li and Brown [4],

(i)-(l) shows reflection obtained using Retinex [3] and (m)-(p) shows reflection obtained

using proposed scheme.

Table 4.1 shows the quantitative comparison of existing and proposed techniques in terms

of LMSE and computational time for example 1.

Table 4.1: Quantitative comparison:Video Example 1
Method Time (sec) LMSE
Li and Brown [4] 500.2 3.96 e−2

Retinex [3] 480.0 4.17 e−2

Proposed 450.3 2.71 e−2

Figuure 4.3 (a)-(d) show some input frames of video that are degraded with the salt and

pepper noise of density 0.01, (e)-(h) show the reflectance obtained using proposed scheme,

(i)-(l) show reflectance obtained using Li and Brown [4], (m)-(p) gives reflectance obtained

using Retinex [3].

Figuure 4.4 (a)-(d) show some input frames of video that are degraded with the salt and

pepper noise of density 0.01, (e)-(h) show the reflection obtained using proposed scheme,

(i)-(l) show reflection obtained using Li and Brown [4], (m)-(p) gives reflection obtained

using Retinex [3]. It is interesting to note that the the proposed scheme exploits frame con-

sistency which helps in better reflection removal and preservation of color consistency.

Table 4.2 shows the quantitative comparison of existing and proposed techniques in

terms of LMSE and computational time for example 2.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 4.3: Example 2 (a)-(d) original video frames (e)-(h) reflectance obtained using pro-
posed scheme (i)-(l) reflectance obtained using Li and Brown [4] (m)-(p) reflectance ob-
tained using Retinex [3]
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 4.4: Example 2 (a)-(d) original video frames (e)-(h) reflection obtained using pro-
posed scheme (i)-(l) reflection obtained using Li and Brown [4] (m)-(p) reflection obtained
using Retinex [3] (q)-(t) reflection obtained using proposed scheme
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Table 4.2: Quantitative comparison:Video Example 2
Method Time (sec) LMSE
Li and Brown [4] 603.65 8.8 e−2

Retinex [3] 610.3 8.9 e−2

Proposed 434.32 7.7 e−2

4.4 summary

In this chapter image layer separation technique is extended for videos. Noise and blur-

ring artifacts are incorporated by pre-processing the gradients of the source image through

filters. The coherence between the different frames are utilized to preserve the color con-

sistency of the output video. Simulation results evaluated visually and quantitatively verify

the significance of proposed scheme.
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Chapter 5

Conclusion and Future Work

In this chapter summary of the work that is presented in this thesis is given. Direction to

future research that can be carried is also provided.

5.1 Conclusion

In this thesis a method is proposed to extract two layers from a degraded image/video

automatically assuming that one layer is smoother than the other. Proposed scheme works

by decomposing the noisy image into different levels for better estimation of horizontal

and vertical gradients. Filtering is applied on the gradients of subject image before passing

them to objective function to reduce the effect of noise and blurring artifacts. For videos

spatial as well as temporal correlations of frames are taken into account for color prese

rvance and to get better results. Results demonstrates the superiority of proposed scheme

when compared with state of the art layer separation schemes.

5.2 Future Work

This work can be extended to following direction.
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• Colour consistency in videos can further be improved by using different colour spaces

and temporal-spatial characteristics.

• Vertical and horizontal gradients can be calculate with the help of novel techniques.

• Reflection in case of video is static. Research can be carried on to remove moving

reflection in videos.

• Improved pyramid decomposition techniques can be explored to increase accuracy

and efficiency.

• The algorithms can be suggested for mono-colour (gray scale) videos for different

security applications (IR vision etc).

• More accurate filters can be explored to estimate correct noise free gradients.

• Image depth can also be incorporated for more accurate reflection removal.
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