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ABSTRACT

e-Healthcare is an emerging field that provides mobility to its users. The protected health in-

formation of the users are stored at a remote server (Telecare Medical Information System) and

can be accessed by the users at anytime. Many authentication protocols have been proposed to

ensure the secure authenticated access to the Telecare Medical Information System. These proto-

cols are designed to provide certain properties such as: anonymity, untraceability, unlinkability,

privacy, confidentiality, availability and integrity. They also aim to build a key exchange mech-

anism, which provides security against some attacks such as: identity theft, password guessing,

denial of service, impersonation and insider attacks. This thesis reviews these proposed authen-

tication protocols and discusses their strengths and weaknesses in terms of ensured security and

privacy properties, and computation cost. The schemes are divided in three broad categories of

one-factor, two-factor and three-factor authentication schemes. Inter-category and intra-category

comparison has been performed for these schemes and based on the derived results we propose a

hybrid solution based on the roles of the users. The propose solution ensures security and privac

properties for physicians and ensure easiness for patients. The research also presents future re-

search directions and recommendations that can be very helpful to the researchers who work on

the design and implementation of authentication protocols.
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Chapter 1

INTRODUCTION

1.1 Introduction

Chapter 1 presents the introduction, architecture and operations of e-Healthcare services. It also

contain brief description of motivation of the chosen research area, problem statement, objectives

and methodology of research, contributions and arrangement of the research work.

1.2 e-Healthcare Architecture and Operation

With the advancement of technology, healthcare services can be provided remotely, where sensors

measure the patient’s condition, feed the data to mobile devices such as PDAs or cell phones and

from where it is transmitted to heath provider’s Telecare Medicine Information System (TMIS).

TMIS has provided the leverage of movement to both patients and physicians. Patients can login

to the system to check their medical records, get test results and history of prescribed medicines.

Physicians can check the history of prescribed medicines, test results and on the basis of those

can always change the prescription [1, 2].

As the communication between a cell phone/smart card and TMIS takes place on the public In-

ternet, the whole system is vulnerable to threats associated with open Internet [2]. Privacy and

especially anonymity is the biggest hurdle in implementation of an e-Healthcare system glob-

ally. In e-Healthcare, a patient registers with the TMIS to access health services remotely. Then,

he/she needs to login to the server, which requires proper authentication so that the services are

1



not abused [2, 3, 4, 5].

Many authentication mechanisms have been proposed starting from a simple password to two-

factor and three-factor authentication schemes. The first remote computer authentication scheme

was proposed by Lamport [6]. The scheme was very simple and required only the username and

the password from the users to access the system. The authentication schemes, which were pro-

posed for a remote computer/machine, tended to protect the user password and did not consider

the privacy and anonymity, which are the main concerns for a user in the e-Healthcare envi-

ronment. Later on, more complex and secure authentication schemes were proposed.The first

two-factor authentication scheme was proposed by Hwang [7] in 1990, and early in the 21st cen-

tury, the three-factor authentication schemes were proposed. In e-Healthcare, all authentication

schemes start with the registration phase where the user registers remotely with the TMIS. Af-

ter successful registration, the user needs to be authenticated before being granted access to the

TMIS. The one-factor authentication protocols provide easiness as the user only needs to remem-

ber his/her password for the authentication purposes. Two-factor authentication requires smart

card in addition to the ID and password, which decreases the user’s comfort level. In three-factor

authentication, the user needs to provide his/her biometric information in addition to smart card,

ID and password.

The authentication schemes consist of the following phases:

• Registration Phase: In this phase, the user registers with the TMIS by providing personal

information and identity. A password can be chosen at a later stage or at the registration

phase and it is subject to change after the first login.

• Login and Authentication Phase: In this phase, the user accesses the services provided by

the TMIS by giving his/her identity.

• Password Change Phase: This phase is introduced so that the user can update his/her pass-
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word regularly, which minimizes the probability of attacks due to using the same password.

• Revocation Phase: In this phase, the user credentials are revoked in case of any compro-

mise.

A basic architecture of e-Healthcare is described in Figure 1.1. Bio-sensors measure the patient’s

physiological conditions and feed that information to a smart phone/ PDA, from where they are

transmitted to health provider’s servers using the public Internet. The storage server holds the

patient’s Protected Health Information (PHI), and access to PHI is granted under the implemented

policies by the policy server and only after the successful authentication from the authentication

server. The area of interest is shown inside the red block, which contains the user, physician,

authenticating server and the TMIS. In e-Healthcare, the patient accesses the PHI for monitoring

his/her health condition, the physician accesses for prescription and pharmacist accesses it to

verify the prescribed medicines [8]. In emergency situations an ambulance can also be called to

provide timely first aid to the patient before reaching the hospital. Research and development

wing deeply analyzes the sensors input for behavioral analysis to predict emergency conditions.

1.3 Motivation

e-Healthcare is an emerging field of science which focuses on providing healthcare facilities to

all, specially to those who do not have physical access to medical facilities. The architecture pro-

vides a framework where medical condition of a patient can be measured remotely all the time

and treated accordingly. As a new field of science it has a vast scope of research and demands

the attention of the research community for its continuous evaluation so that it can gain the users

trust as an alternate where users do not have physical access to medical facilities. To be globally

accepted by the users the domain requires that researchers explore the weakness in the proposed

architecture, propose solutions for identified weaknesses and finally make the architecture effi-
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Figure 1.1: e-Healthcare Architecture
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cient and secure for the users.

1.4 Problem Statement

To access the services provided by the e-Healthcare provider, users need to register with the ser-

vice provider so that the service provider can authenticate and differentiate between legitimate

users. To make the registration and authentication process secure, many researchers have pro-

posed authentication schemes. Some proposed two-factor authentication schemes, whereas others

have presented three-factor authentication schemes. Both have their advantages over one another

but none is found secure enough to be advocated. The proposed schemes do not differentiate

between patients and physicians and offers the same level of security for both, whereas both have

different roles and impact in the e-Healthcare architecture. So there is a need for an authentication

scheme that addresses the above mentioned issues.

1.5 Objectives

The objectives of the research are as following:

1. Design a criteria for authentication schemes

2. Evaluate existing authentication schemes based on the designed criteria

3. Evaluate different category schemes and highlight their advantages as well as their weak-

nesses

4. Propose a solution that can take the benefits of different categories and can also differentiate

between patients and physicians

5. Propose a secure authentication scheme that can also provide privacy and anonymity to its

users

6. Propose an authentication scheme that meets and satisfy the designed criteria
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7. Propose future research directions based on the present research work

1.6 Research Methodology

Descriptive, associational, qualitative and problem oriented methodologies have been adopted

while conducting the research. Several research and surveys papers have been studied and au-

thentication schemes have been evaluated qualitatively. Several statistical data sources have been

analyzed to get the holistic picture of the stated problem. Few practical implementations of the

e-Healthcare systems and implemented standards have also been studied for practical approach.

The focus of the research is to find the solution for the stated problem and meet the objectives

defined in objective section.

1.7 Contribution

As e-Healthcare is a new service delivery mechanism in the field of healthcare services, it has

comparatively vast scope for contribution than other established fields. Contribution of our re-

search work in the field of e-Healthcare is described as follows:

1. We have designed a performance criteria for authentication schemes, the criteria serves as a

guideline for the researchers in designing their authentication schemes for the e-Healthcare.

2. We have evaluated several well-known authentication schemes against the proposed perfor-

mance matrix and ranked them accordingly, which provides a holistic view of the existing

authentication schemes and also highlights the areas of improvement in those authentication

schemes.

3. We have evaluated and highlighted the advantages and disadvantages of different authen-

tication categories, which helps the researchers choosing a category for designing their

authentication schemes.
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4. We have proposed a role based novel solution, that takes the benefits of all categories to

meet the user expectations from the e-Healthcare services.

5. We have proposed two different authentication schemes, one for the patients and the other

for the physicians. The security analysis proves that the proposed schemes meet and satisfy

the proposed performance criteria designed for the evaluation of authentication schemes.

1.8 Thesis Organization

The thesis is arranged in following chapters:

Chapter 1 presents the introduction of the research, Chapter 2 presents the preliminaries and

Chapter 3 presents performance metrics. Chapter 4, Chapter 5, and Chapter 6 cover the evaluation

of one-factor, two-factor and three-factor authentication schemes respectively. Chapter 7 presents

the proposed hybrid model of authentication schemes, Chapter 8 presents the security analysis of

the authentication schemes presented in Chapter 7 and finally, Chapter 9 presents the conclusion

of the research work and also presents guidelines for future research directions based on the

research work.

1.9 Conclusion

Chapter 1, presented the introduction, architecture and operations of e-Healthcare services. It

also contained brief description of motivation of the chosen research area, problem statement,

objectives and methodology of research, contributions and arrangement of the research work.
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Chapter 2

PRELIMINARIES

2.1 Introduction

Chapter 2 is divided in three sections. Section 2.1 contains the introduction of the chapter. Section

2.2 briefly reviews the concepts of security and privacy properties e.g anonymity, untraceabil-

ity, unlinkability, pseudonymity, session key verification, forward secrecy and efficient password

update. Section 2.3 reviews adversary attacks on authentication schemes e.g. password guess-

ing attack, replay attack, privileged insider attack, denial-of-service attack, impersonation attack,

stolen verifier attack and stolen smart card attack. Section 2.4 briefly describes the cryptographic

algorithms, e.g. one-way hash function, bio-hashing, Rivest-Shamir-Adleman and elliptic curve

cryptography. Finally, Section 2.5 presents the conclusion of the chapter.

2.2 Security and Privacy Properties

Any given authentication scheme should ensure the following security and privacy properties:

2.2.1 Anonymity

This property refers to the protection of the user’s real identity and ensures privacy. It ensures

that the user’s real identity is not revealed, and does not travel on the communication channel [9].

The adversary and the server cannot learn the real identity of the user from the authentication

messages [10].
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2.2.2 Untraceability

This property ensures that the server or the adversary cannot trace the communication back to the

user [10], i.e., keeping the user anonymous.

2.2.3 Unlinkability

This property ensures that any transmitted data by the user cannot be linked to the user by any

means [11, 12], e.g., medical records possessed by the TMIS cannot be linked to the relevant user

of the TMIS.

2.2.4 Pseudonymity

This property ensures that the true identity of the user does not travel on the communication in

any circumstances. False or fake identity of user is used to access the TMIS [11, 12] instead of

the true identity to keep the user anonymous.

2.2.5 Session Key Verification

A session key is a symmetric key, which is used to secure the communication between two par-

ties and shared after successful authentication. The verification of the session key ensures the

legitimacy of communicating parties [13, 14].

2.2.6 Forward Secrecy

This is a property of a secure communication protocol, which ensures that compromise of the

long term keys does not compromise the past session keys and hence the whole communication

[15, 16, 17].
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2.2.7 Efficient Password Change

This is a property of an efficient communication protocol where an old password is required and

matched when changing the password [18]. The password is not sent on the communication

channel in plain [19]. The password is always verified at the end-user before communicating it to

the server.

2.3 Attacks on Authentication Schemes

The adversary exploits the vulnerabilities present in an authentication protocol by using different

attacks. One of the basic objectives of the researchers while proposing an authentication protocol

is to make sure that the proposed protocol is resilient against these attacks.

2.3.1 Password Guessing Attack

This attack is possible when an adversary gets a copy of the encrypted password from the com-

munication channel or from the smart card. In this attack, the adversary guesses thousands of

passwords per second and matches them with the captured one until the guessing operation suc-

ceeds [20]. The adversary can also use precomputed password dictionaries to enhance this process

substantially [21]. Online password guessing has limited scope as applications do not allow in-

finite attempts and block the malicious user after a few unsuccessful attempts, whereas in offline

password guessing there is no such limitation [22]. The successful execution of this attack will

enable the attacker to access the information on TMIS, compromising the confidentiality and user

privacy.
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2.3.2 Replay Attack

In a replay attack, the adversary eavesdrops the communication channel and captures the au-

thentication messages. The authentication messages, which contain the user response against the

server’s challenge are maliciously replayed to get access and abuse the TMIS [23, 24, 25, 26]. Re-

play attacks can also affect the availability of the system as the attacker can send replay messages

in bulk and the target system processes every message before it can make any decision.

2.3.3 Privileged Insider Attack

This attack is perpetrated by a person who has an authorized system access [27, 28, 29]. An insider

can steal the user’s sensitive information from the TMIS, and hence user’s privacy, anonymity and

untraceability can easily be compromised by the attacker [29, 30]. An insider who has privileged

system access can also affect the integrity of the information.

2.3.4 Denial-of-Service Attack

In this attack, an attacker sends a huge amount of replay or false packets to the server to keep it

busy and prevent it from providing services to legitimate users [31]. As the server processes each

packet (legitimate or illegitimate) resources such as memory, processing power and bandwidth

are consumed. Under such an attack, the false messages consume all the resources of the server

to its full capacity and therefore the server cannot process any further requests (legitimate or

illegitimate), [32, 33, 34, 35]. This attack compromises the availability of the TMIS by depriving

the the access to its legitimate users.
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2.3.5 Impersonation Attack

In an impersonation attack, the adversary steals the identity of one of the legitimate parties to get

access to the TMIS [36, 37]. In a server impersonation attack, the adversary assumes the identity

of the server and tricks a legitimate user to get his/her secret information that can later be used

to access the TMIS [38]. In the user impersonation attack, the adversary assumes the identity

of the legitimate user to abuse services provided by the TMIS [38]. The successful execution

of this attack will enable the attacker to get access the information on TMIS, compromising the

confidentiality and user privacy.

2.3.6 Stolen verifier attack

In this attack, the attacker steals the verification data from the server of a current or past success-

ful authentication sessions [39, 40]. The adversary uses the stolen data to generate authentication

messages and sends it to the server. If the server accepts the authentication messages, the adver-

sary impersonates as a legal user. The successful execution of this attack will enable the attacker

to get access the information on TMIS, compromising the confidentiality and user privacy.

2.3.7 Stolen Smart Card Attack

In a stolen smart card attack, the adversary extracts the information from the stolen smart card

by monitoring its power consumption during different operations [41, 42, 43, 44, 45, 46]. Infor-

mation can also be extracted by monitoring the time it takes to perform a certain operation. This

attack challenges the implementation of the encryption algorithm and not the algorithm itself. The

successful execution of this attack will enable the attacker to get access the information on TMIS,

compromising the confidentiality and user privacy.
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2.4 Cryptographic Functions

2.4.1 One-Way Hash Function

A cryptographic one-way hash function takes input of an arbitrary length string and maps it to a

fixed length output.

H(x) = y

Where x = {0, 1}∗ and y = {0, 1}n, that is, x a binary string of an arbitrary length and y is a

binary string of fixed length n. A cryptographic hash function satisfies the following properties.

1. Given m ∈ x: it is hard in polynomial time to find the input m for the given output y.

2. It is hard to find the input m′ ∈ x such that m′ 6= m and H(m) = H(m
′
).

3. It is hard to find a pair (m,m
′
) ∈ x ∗ x such that H(m) = H(m

′
), where m 6= m

′ .

2.4.2 Bio-Hashing

Biometric information has a great significance in authentication mechanisms. Biometric-based

authentication schemes, provide access to the remote system on the basis of the user’s biometric

(fingerprint, retina scan, face, palmprint etc.) information. Generally, the user biometric informa-

tion do not remain the same for each session [47, 48], which leads that the user faces a high rate

of false rejection. Jina et al. [49] addressed this issue and proposed a set of user specific compact

codes, also known as bio-hashing, produced from user specific biometric features and tokenised

pseudo-random number. Later, Lumini and Nanni [50] proposed the improvement of bio-hashing,

and other improvement efforts include [51, 52, 53].
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2.4.3 Rivest-Shamir-Adleman (RSA)

RSA is a public key cryptosystem designed by Rivest Shamir and Adelman [54] in 1978. Com-

ponents of RSA are N, p, q, e and d. The security of a system is based on the complexity of the

factorization problem, i.e, the adversary is unable to factorize the composite number N in polyno-

mial time. RSA cryptogram uses two separate but mathematically linked keys, public and private

keys. Public key is used to encrypt the messages, whereas private key is used to digitally sign

the message. RSA is widely used for signing messages such as in Internet browsers [55], where

a secure connection is required over an insecure channel. If public key is used to encrypt the

message, then private key will be required to decrypt it. RSA ensures confidentiality, integrity,

authenticity and non repudiation [56, 57, 58].

2.4.4 Elliptic Curve Cryptography (ECC)

Due to large computation problems in RSA, ECC was proposed by Neil Kobleitz [59] and Miller

[60] in 1985. ECC was designed for resource constrained environments. It offers equivalent

security to RSA with far smaller key size, and hence reduces the processing overhead. ECC is

widely used in cell phone applications as it requires less storage space, RAM and processing as

compared to other cryptograms [61, 62, 63, 64, 65]. It is worth mentioning that not all the elliptic

curves are secure, some of them are highly vulnerable, so it is necessary to verify the curves before

using them. Elliptic curves are described by cubic equations similar to those used for ellipses and

also known as Weierstrass equation.

E : Y 2 + axy + by = X3 + cx2 + dx + e
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Where a, b, c, d, e are real numbers and x and y take on values in the real numbers. The above

equation can be reduced to the following form:

E : Y 2 = X3 + ax + b

Security of ECC relies on point scalar multiplication in additive group. For a point P of primitive

order on curve Ep(a, b) such that Q = dP , where Q, P remains public and d is a private parameter.

It is relatively easy to determine Q given d and P but it is very hard to determine d given Q and P

and this is called the discrete logarithm problem for elliptic curves.

2.5 Conclusion

This chapter 2, presents basic concepts of security and privacy properties, adversary attacks and

cryptographic algorithms used in the reviewed authentication schemes, which helps the reader in

understanding the next chapters, where we have used these basic concepts for the evaluation of

proposed authentication schemes. This chapter provides the basic foundation to understand the

research work, presented by other authors while proposing their authentication schemes and also

presented by the thesis author in this research work.
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Chapter 3

PROPOSED PERFORMANCE METRICS

3.1 Introduction

Chapter 3 is divided in three sections. Section 3.1 contains the introduction of the chapter. In

Section 3.2, the proposed performance metrics have been designed for the evaluation of authenti-

cation schemes. Computation cost, communication cost, delay, user efficiency, server efficiency,

resistance against known attacks, ensured security, privacy properties, security index and mobil-

ity are the main components of designed metrics against which authentication schemes can been

evaluated. Finally, Section 3.3 contains the conclusion of chapter 3.

3.2 Proposed Performance Metrics

The performance of any given authentication scheme can be evaluated in terms of its resilience

against known attacks, security and privacy properties it ensures, computation cost, delay, com-

munication cost, user easiness etc. The performance metrics we use in this thesis are given in

[66, 67, 68, 69, 70, 71]. The authentication scheme must be resilient against all known attacks

e.g. impersonation attack, replay attack, offline password guessing attack, privileged insider at-

tack, stolen verifier attack, denial-of-service attack [68] etc. The protocol must provide the desired

properties, e.g., forward secrecy, revocation mechanism for stolen or lost smart cards, efficient

password update, user privacy, session key verification [72, 73] etc. In addition, we propose a

new performance metric, called security index, defined as the number of security and privacy
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properties ensured by the scheme. An authentication scheme with higher security index ensures

more security and privacy properties, and hence is more favorable for practical use.

As e-Healthcare provides mobility to its users [74, 75, 76, 77], the authentication may take place

between a resource constrained device and the TMIS [78, 79, 80, 81], so the protocol should

be light enough in terms of computation and communication (bandwidth) to support resource

constrained devices [82, 83]. For this purpose, we compare the authentication schemes in terms

of:

• User computation: It measures the number of operations performed by the end-user’s host

during the login and authentication phase.

• Server computation: It measures the number of operations performed by the server during

the login and authentication phase.

The efficiency of the schemes presented in Table 5.2 and 6.2 refers to their computation cost. It

only includes the computation cost the scheme incurs during the login and authentication phase,

as the computation cost of the registration phase occurs only once and it also does not impact on

the overall efficiency of the given scheme. The authentication protocol should be easy for users

to use [84, 85, 86]. It should support flexibility to remember passwords [87] and does not require

ideally anything else for the authentication purpose. Surveys [86, 88] have shown that the usabil-

ity index of an authentication scheme drops while increasing the user interaction. Generally, users

do not feel comfortable in providing their biometric information [89], hence three-factor authen-

tication schemes are the least comfortable in terms of user easiness [88]. Healthcare services are

critical and require urgent attention, which makes the delay factor more important.

In one-factor authentication schemes, the user provides his/her username along with the pass-

word and the TMIS grants or rejects the access request on the basis of the provided input. In

17



two-factor authentication schemes, the user inserts his/her smart card into the smart card reader,

the TMIS authenticates the smart card, and then the user proceeds further as for the one-factor

authentication schemes. In three-factor authentication schemes, the user proves his/her identity

first by providing biometric information and proceeds further as for the two-factor authentication

schemes.

It can be observed that two-factor authentication schemes have added delay as the user interacts

with the TMIS twice, once for the authentication of the smart card and then for the verification

of the username and password. Three-factor authentication schemes incur more delay [90] as

the user interacts with the TMIS three times, once for biometric information, then for the smart

card and finally for the username and password. Computation cost of an authentication scheme

is directly proportional to delay, as each computation operation requires time, which adds delay

to the scheme and contributes to the overall latency of the scheme. This thesis reviews the per-

formance of the proposed protocols on the basis of the provided security and privacy properties,

the user computation cost, and evaluates the authentication methods on the basis of user easiness,

computation cost, communication cost, delay, ensured security and privacy properties, and their

ability to facilitate mobility. The above mentioned performance metrics are summarized in Table

3.1 for better understanding.

Each authenticating method has its own advantages over the others, a tradeoff that has to be ac-

counted while choosing any one of them. Our proposed hybrid solution, presented in Chapter 7,

Section 7.6, focuses on user easiness, comfortableness and available resources when authenticat-

ing a user, as we have proposed and presented a two-factor authentication scheme in Chapter 7,

Section 7.7. On the contrary, the hybrid solution focuses on complexity and enhanced security

when authenticating a physician, as we have proposed and presented a three-factor authentication

scheme in Chapter 7, Section 7.6 that adds user biometric information to two-factor authentication
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scheme. The hybrid solution offers different authentication methods to patients and physicians

as both have different access levels to the TMIS [91, 92]. Authenticating the user with an easy,

comfortable and less resourced authenticating method has some disadvantages, similarly, authen-

ticating a physician with a complex and enhanced security method also has some disadvantages.

The advantages and disadvantages of different authentication methods are discussed in detail in

7, in Section 7.6, and summarized in Table 7.2.

Metric Role

Resistance against known attacks It indicates whether the authentication scheme is able to defend

against all known attacks or not e.g., impersonation attack, re-

play attack, offline password guessing attack, privileged insider

attack, stolen verifier attack, denial-of-service attack [68].

Ensured security properties It indicates whether the security properties are ensured or not

by the authentication scheme, e.g., forward secrecy, revocation

mechanism for stolen or lost smart cards, efficient password

update and session key verification [72, 73].

Ensured privacy properties It indicates whether the privacy properties are ensured or not

by the authentication scheme, e.g., anonymity, untraceability,

unlinkability and pseudonymity [9, 10, 11, 12].

Computation cost It evaluates the efficiency of the scheme during the login and

the authentication phase in terms of the number of operations

performed by the user’s device and the server [82, 83, 93].

Table 3.1: Performance metrics
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Metric Role

Communication cost It evaluates the efficiency of the authentication scheme with re-

spect to the amount of data exchanged between the user and

the server and takes three qualitative values: low, medium, and

high [67, 82, 83].

Delay It evaluates the efficiency of the scheme in terms of latency

incurred during the login and authentication phase, and takes

three qualitative values: low, medium, and high [67].

User easiness It evaluates the efficiency of the scheme with respect to level of

user interaction and easiness during the login phase, and takes

three qualitative values: low, medium, and high [84, 85, 86].

Security Index It represents the rank of the authentication scheme, which is

defined as the number of security and privacy properties any

authentication scheme ensures.

Mobility It indicates the level of mobility, which is allowed by the au-

thentication scheme, and takes three qualitative values: low,

medium, and high [74, 75, 76, 77].

Table 3.1: Performance metrics

3.3 Conclusion

In this chapter 3, we have have proposed a performance metrics for the evaluation of authenti-

cation schemes. The performance metrics is based on the the computation cost, communication

cost, delay, user efficiency, server efficiency, resistance against known attacks, ensured security,
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privacy properties, security index of the proposed schemes, and also their ability to provide mo-

bility to their users. The proposed metrics serves as a basic foundation for the researchers in

proposing an authentication scheme for e-Healthcare. It also provides a criteria to the researchers

for the evaluation of already proposed scheme.
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Chapter 4

ONE-FACTOR AUTHENTICATION SCHEMES

4.1 Introduction

In Section 4.2, one-factor authentication schemes have been evaluated. Pros and cons of authen-

tication schemes have been described in detail and later in the section a detailed analysis is also

given for the one-factor authentication schemes. The last Section 4.4 contains the conclusion of

the chapter based on the evaluation of the proposed one-factor authentication schemes.

4.2 One-Factor Authentication Schemes

4.2.1 Lamport’s scheme

Leslie Lamport [6] proposed the first ever remote system authentication scheme in 1981. The

scheme was proposed to solve the two basic problems of that time. (1) An intruder can access the

remote system physically and extract or modify the user credentials. (2) The adversary can also

get the credentials by eavesdropping on the communication channel.

The first problem was addressed by taking the hash of the password before storing it in the system.

Now, the user will have to send his/her password in plain to the remote system. The latter will

compute the hash of the password and compare it with the stored one. If the two hashes are

equal, then access is granted to the user. Otherwise, access is denied. An intruder can still get

the credentials by eavesdropping as they are sent in clear. As the credentials are sent in clear, the

scheme also does not provide the privacy and anonymity to the user.
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Lamport addressed the 2nd problem by proposing a sequence of passwords, in which the next

session password depends on the last session password used. This sequence is only known to the

user and to the server. The scheme was good enough to solve the stated problems but it burdened

the server as too many passwords are required for each user, and one password for each session.

The scheme is vulnerable to insider threat, as the password sequence is stored at the remote side

in plain form and can be used by the insider to abuse the services. At the failed attempt, the the

scheme does not inform the user whether the sequence or the password is incorrect.

4.2.2 Shimizu’s scheme

Shimizu [94] proposed improvements to the Lamport scheme [6]. The latter [6] incurs an addi-

tional burden as it computes the hash function n times if the user logs for the nth time. Shimizu’s

scheme [94] only computes the hash function once and attaches the last authenticated hash as a

reference to prove its authenticity. The strength of the scheme lies in the one-way hash function

as it cannot be reversed to obtain the input password.

The scheme claims to resist against the eavesdropping, as the hash of the password is transmitted

on the channel instead of the plain password. The scheme is vulnerable to replay attack as it does

not verify the freshness of the messages, an adversary can replay the previous authenticated mes-

sages to achieve access to the remote system. The scheme is vulnerable to insider threat, as the

password and the last authenticated hash are stored at the remote side and can be used to abuse

the services.

4.2.3 Harn’s scheme

Harn [95] proposed a public key cryptography based dynamic password scheme that uses digital

signatures to bind the user identity with its respective password. The user registers and receives
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a password from the registration authority. In the login phase, the digital signatures are used to

determine the legitimacy of the user. Harn proved in [6] that the user will have to acquire another

set of passwords after exhausting all the given passwords at the registration time. He also proved

that the remote system will have to apply the hash function several times for authentication, which

compromises the efficiency of the scheme.

He proposed his scheme [95] to address the dictionary attack problem on the encrypted password

file stored on the remote system. His proposed scheme does not store any password in any form

in the remote system and the user password is dynamic, i.e., it changes after every login.

4.2.4 Steiner’s scheme

Steiner proposed [96] a service-based model for an authentication scheme. In his scheme, to ac-

cess any service, the user needs to identify and prove its identity. When a user requires services,

his/her identity is established by presenting a ticket to the server along with a proof that the ticket

belongs to the desired user and not to a stolen one.

Authentication through Kerberos has three phases. In the first phase, the user obtains the creden-

tials to be used for accessing the remote system. In the second phase, the user requests authentica-

tion for a specific service, and in the third and final phase, the user presents the given credentials

to the authenticating server and the access to the desired service is granted. This scheme does not

verify the freshness of the messages, so the adversary can replay the previous session’s authenti-

cated messages to impersonate as a legitimate user to get access to the remote system.

4.2.5 Bellovin et. al scheme

Bellovin et al. [97] proposed a password-based authentication scheme that uses both symmetric

and asymmetric cryptography. This scheme was presented to thwart the dictionary attack due to
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weak passwords chosen by the users. The scheme encrypts the randomly generated public key or

session key with the shared secret to start the session and exchange information on insecure chan-

nel. The shared secret is the password in this scheme, known also as Encrypted Key Exchange,

or EKE. The scheme is vulnerable to insider threat as password is known to both parties: the user

and the server. The scheme does not ensure user anonymity as user name is sent in clear along

with encrypted key. The scheme is also vulnerable to replay attack as both parties do not verify

the freshness of the received messages.

4.2.6 Haller et al. scheme

Haller et al. [98] proposed a one-time password system to solve the growing problem of eaves-

dropping. He stated that his scheme does not store or retain any kind of information about the

password on both sides, the password is never sent on the network, and it resists the modification

and replay attack. The security of the scheme lies in the 64 bit one-time password secret generated

at the end-user. In the login phase, the user presents his/her identity and the remote system issues

a challenge and the sequence number of the one-time password, which also works as the seed.

The user enters the sequence followed by the one-time password related to that sequence.

4.2.7 Gwoboa’s scheme

Gwoboa [99] proposed an authentication scheme and argued that the user name or ID must also

be protected along with the password to improve the overall security of the scheme. In this

scheme, one-way function is used to hide the password and one-way trapdoor function is used

to hide the identity of the user. The scheme maintains polynomial table of the ID and password

to resist against the brute force attack. This is one of the first scheme, which tried to hide user

ID to increase the workload of the attacker. The scheme does not verify the freshness of the
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authentication messages and hence, vulnerable to replay attack. As the server stores the secret

information, an insider attack is also possible.

4.3 Analysis

One-factor, password-based authentication schemes appeared when Internet was very limited in

efficiency, and the ability and resources of the adversary were also very limited. The primary

problem, which researchers tried to solve is the storage of the password or verification table.

A password or verification table was maintained at the remote server so that the user’s given

credentials can be matched and the access can be granted. An adversary can get access to the

server and can compromise the stored credentials. In early solutions, researchers proposed to store

encrypted passwords instead of the plain ones. After doing this, the adversary cannot learn the

credentials but he/she can delete, modify or replace them with another set of encrypted passwords.

This problem leads the researchers to propose solutions where the remote computer does not have

to store a verifier table to authenticate users. Researchers proposed schemes where authentication

can be performed without the verifier table. The secondary problem was eavesdropping where an

adversary listens to the communication, captures user password and uses it to get access to the

remote server. As the password is transmitted in plain, researchers proposed to send an encrypted

one instead of the plain one. Encrypted passwords failed to resist against dictionary attacks as

the length and the strength of the password was used to be weak at that time. Then researchers

proposed solutions where a sequence and its associated encrypted password would be sent to a

remote computer and that password would never be used again. This approach was secure but it

put a burden on communication as it is known that at the early days of Internet, the communication

channel capacity was also an issue. After the emergence of public key cryptography, researchers

proposed solutions based on the user-signature.
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All the one-factor password-based authentication schemes were proposed to thwart the pass-

word storage, eavesdropping and unauthorized resource usage problems. Anonymity, privacy,

and untraceability were never taken into consideration. Comparison of one-factor authentication

schemes is presented in Table 4.1 and in Figure 4.1. It can be seen in the table that all one-factor

authentication schemes fail to provide adequate security and if the password is compromised

then there is no other protection to save the server from the abuser. Most of the one-factor au-

thentication schemes suffer from impersonation attack as the adversary can replay the previous

authentication messages to impersonate as legitimate user.

The one-factor authentication schemes only aim to hide the password and transmits the username

in plain, which compromises the privacy and anonymity. The computation cost for most of the

one-factor authentication schemes is approximately the same, as all of them take only the hash

of the password at both ends. Table 4.1 refers to the number of security and privacy properties

ensured by the scheme. From Table 4.1, it is evident that there is no scheme that provides

adequate security. There is also no scheme in the Table 4.1 with adequate security index.

The proposed authentication schemes in Table 4.1 have been evaluated against the security and

privacy properties mentioned in Chapter 2 and listed as follows:

A1: Ensure user anonymity A2: Resist insider attack

A3: Ensure efficient password update A4: Ensure session key verification

A5: Ensure forward secrecy A6: Resist denial of service attack

SI: Security index
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Table 4.1: Comparison of one-factor authentication schemes

Scheme A1 A2 A3 A4 A5 A6 SI

Lamport [6] × × × × × 1

Shimizu [94] × × – × × × 0

Harn [95] × × 4

Steiner [96] × × × × × 1

Bellovin et al. [97] × × × × × 1

Haller et al. [98] × × × 3

Gwoboa [99] × × × × 2

4.4 Conclusion

After the evaluation and analysis of one-factor authentication schemes, it is concluded that one-

factor authentication schemes do not provide adequate security and also fail to ensure user privacy

as well. Due to the insufficient security and privacy properties, the one-factor authentication

schemes are strongly discouraged for e-Healthcare systems.
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Figure 4.1: Comparison of one-factor authentication schemes
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Chapter 5

TWO-FACTOR AUTHENTICATION SCHEMES

5.1 Introduction

Chapter 5 contains the evaluation of two-factor authentication schemes. In Section 5.2, two-factor

authentication schemes have been evaluated. Pros and cons of authentication schemes have been

described in detail and comparison of two-factor authentication schemes have been made on the

basis of their security and privacy properties as well as on their computation cost. A tabular

comparison have also been presented in Table 5.1 and 5.2 for better understanding of the reader.

Later in the Section 6.3, a detailed analysis is given for the two-factor authentication schemes and

based on the analysis a conclusion has also been drawn for the readers.

5.2 Two-Factor Authentication Schemes

The first ever two-factor authentication scheme was proposed by Hwang et al. [7] in 1990. In

two-factor authentication schemes, a smart card is used as the second layer of security in addition

to a password. Figure 5.1 explains the process of two-factor authentication. First, the user inserts

his/her smart card into the smart card reader, the TMIS verifies the legitimacy of the smart card.

After that, the TMIS asks for the username and password for the second layer of security, the user

provides the requested credentials, the smart card processes them before sending them to TMIS,

the TMIS checks the authenticity and approves or disapproves the access request. Some of the

two-factor authentication schemes are discussed below:
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Figure 5.1: Two-factor authentication architecture

5.2.1 Hwang et al. scheme

The first ever smart card based two-factor authentication scheme was proposed by Hwang et al.

[7] in 1990. It was a non-interactive password authentication scheme without the password tables.

The scheme is based on Shamir’s ID-based signature scheme [54] to solve the password storage

problems and has equivalent security to that of Shamir’s scheme. Hwang’s [7] scheme does not

contain any password table; the remote machine does not contain any secret for authentication

phase; the scheme is non interactive; no one can masquerade as the legitimate user even after

capturing the authentication messages; and it can verify login requests very easily and resist the

replay attack.

5.2.2 Chang’s scheme

One of the early two-factor authentication schemes was proposed by CC Chang [100] in 1991.

In his scheme, he introduced the concept of a smart card where each user gets the smart card

after successful registration and is essential for the login purpose. In the initial/registration phase

of this scheme, the user registers with the remote system, which generates the password for the
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user according to the presented identity. The password and the smart card containing the secret

information are delivered to the user by a secure channel after successful registration. In the login

phase, the user inserts the smart card into the smart card reader terminal and submits the ID and

password. The remote system verifies the submitted ID and password by the user after validating

the smart card, and on the basis of that it grants or rejects the access request. The scheme [100]

solves the problem of password tables or verifier tables for each user at the remote server as it

does not store the password at the server.

5.2.3 Das et al. scheme

One of the first dynamic ID-based remote user authentication scheme was proposed by Das et

al. [23]. The proposed scheme gives an option to users to choose and update their password

freely and does not store or retain any verifier table at the remote server. In 2009, Wang et

al. [101] showed that Das et al’s scheme is independent of a password. For authentication, an

adversary requires only the smart card, and the scheme accepts all passwords because it does

not verify the user password. Any password in the presence of a legitimate smart card will be

accepted and the user will be granted access. The scheme had many advantages over the schemes

[6, 15, 102, 103, 104, 105, 106, 107] presented in the last two decades. However, the scheme

[23] does not ensure mutual authentication as the user cannot verify the remote server. Thus, the

scheme fails to resist against the server impersonation attack.

5.2.4 Wang et al. scheme

To overcome the weaknesses presented in Das et al’s scheme [23], Wang et al. [101] proposed

their own scheme and stated that it is more secure, provides complete anonymity and more ef-

ficient than that is [23], as it solves the password independence issue presented in [23] and also
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provides mutual authentication. Additionally, the security and secrecy of the password is strength-

ened, as the password is chosen by the remote system, which reduces the chances of user choosing

a weak password. However, Khan et al. [108] proved that this scheme fails to ensure resistance

against the insider attack, does not ensure user anonymity during authentication phase, has no

revocation mechanism in case of a lost or stolen smart card, and does not provide freedom to the

user in choosing a password. In the verification phase, the user’s ID is transmitted in plain to the

server through an insecure channel, which compromises the user anonymity.

5.2.5 Khan et al. scheme

Khan et al. [108] proposed an authentication protocol and stated that their protocol addresses all

the weaknesses presented in [101] and offers more security features that were not present in [101].

The scheme in [108] provides an anonymous identity for the user at each login attempt to preserve

user anonymity. The scheme binds the session key with timestamps to resist against replay attack.

Chen et al. [109] and Jiang et al. [110] highlighted the weaknesses in [108] and proved that the

scheme does not ensure resistance against the insider attacks, the secret key is shared among all

insiders and hence fails to ensure user anonymity as an insider can obtain other users ID via a

simple XOR operation. The scheme does not verify the correctness of the password at the smart

card end and hence any password can be provided by the adversary in the password update phase.

The scheme in [108] is vulnerable to identity guessing, as an adversary can guess the identity of

the legitimate user via an offline exhaustive guessing attack. The scheme [108] also suffers from

the tracking attack, as the different authenticated sessions of the user can be linked to a particular

smart card.
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5.2.6 Chen et al. scheme

Chen et al. [109] stated that their scheme addresses all the issues presented in [108]. The pro-

posed scheme [109] hides the user’s real identity by a random number in order to provide user

anonymity. It provides mutual authentication by using the server’s secret parameter, which can

only be known to the user. The user sends the secret parameter to the server, which authenti-

cates the user and the server sends the authenticated message to the user so that the user can also

authenticate the server. The scheme also resists against impersonation attack, replay attack, man-

in-the-middle attack, insider attack and also provides a revocation mechanism for stolen or lost

smart cards. However, Jiang et al. [110] proved that the scheme does not ensure user anonymity,

untraceability and also suffers from identity guessing attack.

5.2.7 Jiang et al. scheme

Jiang et al. [110] proposed an authentication scheme that allows the user to update their temporary

identity after the successful login to preserve user privacy. The scheme uses cipher block chaining

mode, in order to resist against insertion, deletion and modification attacks. However, Wu et al.

[72] and Kumari et al. [111] exposed weaknesses in [110]. Wu et al. [72] proved that in the login

phase of the scheme in [110], the user inserts the smart card in the terminal and inputs their ID

and password for authentication purposes, but the smart card does not use the given ID. Instead,

it uses the stored ID within the card, which makes the inserted user ID useless and enables an

adversary to use the smart card without any knowledge of the legitimate user ID to access the

remote server. Thus, the scheme fails to ensure resistance against the impersonation attack and

the offline password guessing attack. Once the adversary successfully logins, he/she can get the

next authentication message necessary for the next session login. The legitimate user will not

34



be able to login to a new session, as he/she does not own the authentication messages and will

have to register again with the system. In the password change phase, the scheme [110] does not

verify the old password before allowing the user to choose the new one, so the password change

phase is insecure. Kumari et al. [111] proved that the scheme [110] is excellent in providing

user anonymity and untraceability but overlooked some other security features and hence, fails to

ensure resistance against the impersonation attack, guessing attack and DoS attack.

5.2.8 Wu et al. scheme

Wu et al. [72] proposed an authentication scheme that addresses issues presented in [110]. It uses

a random number along with the password, in order to resist against the offline password guessing

attack, it does not use any verifier table and the password is also one-way hash protected in the

registration phase, in order to resist against the insider attack. The scheme [72] resists against

DoS attack, replay attack and stolen verifier attack. He et al. [112] exposed the weaknesses in

the scheme proposed in [72] and proved that it is vulnerable to impersonation attack as the user

identity is independent of secret values in the login phase. In the first step of the registration phase,

the legitimate user password is revealed to the server, which enables any insider privileged to have

access to the server to steal the password and use it to access the other servers as a legitimate user.

As users usually use the same password to access multiple servers, an administrator of one server

can use the legitimate user’s credentials to access the services offered by other servers.

5.2.9 He et al. scheme

He et al. [112] proposed an authentication scheme to address the weaknesses presented in [72].

The proposed scheme depends on the user identity, which is missing in the scheme in [72]. It

does not reveal the user password to the server, instead its hash is presented to the server in
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the registration phase, in order to resist against the insider attack. Due to the use of a random

number along with the password, the chances of a successful offline password guessing attack is

very limited. The scheme resists against replay attack as it checks the freshness of the received

messages. However, Wei et al. [73] and Lee et al. [113] proved later that the scheme in [112] fails

to ensure resistance against the offline password guessing attack, as the data in the smart card can

be compromised. The scheme [112] also does not ensure mutual authentication as the user does

not authenticate the remote server during the authentication process.

5.2.10 Wei et al. scheme

Wei et al. [73] proposed an authentication scheme and stated that it is more secure and efficient

than the other proposed schemes. The scheme in [73] uses a random number along with the pass-

word during the hash calculation. The random number does not travel on the channel and also it

is never stored in order to resist against the offline password guessing attack. The hash of the user

password concatenated with the random number are sent to the server instead of the plain pass-

word during the registration phase, in order to resist against the insider attack. Using the remote

system’s secret key during the authentication phase makes the protocol resistant against the server

impersonation attack, as no one can have the server’s secret key except the server itself. However,

Zhu et al. [114] showed that the scheme [73] does not solve the offline password guessing attack

problem in case the smart card is stolen or lost. The random number concatenated with password

is required for login purpose, as server matches the hash received during the registration phase,

without the random number the user cannot compute the same hash again for the login purpose.
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5.2.11 Lee et al. scheme

Lee et al. [113] proposed an authentication scheme to address the weaknesses presented in [73].

The proposed scheme provides mutual authentication, as both the user and the server authenticate

each other during the authentication phase. The session key is protected by a one-way hash

function during its transmission, so an adversary cannot derive it from the revealed messages.

The user ID is protected by encrypting it with the one-way hash function during transmissions,

in order to provide user anonymity. Das et al. [115] later proved that the scheme in [113] has

weaknesses in the authentication phase, where a user mistakenly enters the wrong password and

the server terminates the session instead of asking the correct password again and considers the

user as a malicious one, and on the other hand the user does not know why his request is rejected

and may consider the server as a cheater. In the password update phase, the server does not verify

the correctness of the old password before accepting the new one from the user.

5.2.12 Xu et al. scheme

Xu et al. [116] proposed a two-factor authentication and key agreement scheme based on elliptical

curve cryptography. The scheme preserves the user anonymity by ensuring the channel security

during the submission of the user ID to the TMIS in the registration phase, and uses dynamic IDs

during the authentication phase. It provides mutual authentication as the server can authenticate

the user and vice versa. The scheme generates unique session keys, so the compromise of one

session key does not impact the other sessions. The strength of the scheme lies on the fact that

the ID of the user travels only on the secure channel, and hence it ensures resistance against

the online and offline password guessing attacks, stolen smart card attack and the impersonation

attack. However, Islam et al. [117] exposed weaknesses in [116] and proved that during the login
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phase, the scheme [116] does not achieve a strong authentication. For example, when the user

inserts his/her smart card into the smart card reader and inputs his/her ID and password, the smart

card forwards the ID and password to the server without verifying it at its own end, so when a user

enters the wrong credentials by mistake then the session is rejected by the server, which leads to an

increase in computational and communication cost. The password change phase is independent of

the user ID so anyone with the knowledge of only the password can change it without submitting

the valid ID to TMIS. The scheme in [116] also does not verify the old password at the smart

card level in the password update phase, and also vulnerable to replay attacks.The revocation

mechanism in case of a lost or stolen smart card is not taken into consideration by the scheme.

5.2.13 Islam et al. scheme

Islam et al. [117] proposed their own scheme to address all the issues presented in [116]. In

their scheme the user ID is dynamically changed using the timestamp for each session and also

kept secret, in order to provide user anonymity. It uses a random number and TMIS’s secret key

along with an ID and password, in order to resist against the offline password guessing attack.

The proposed scheme provides mutual authentication, where at first the TMIS validates the user

and then the user validates the server on the basis of current timestamps. In the registration

phase, the password and a randomly chosen random number is kept secret even from the TMIS,

in order to resist against the insider attack. However, Chaudhry et al. [118] and Zhang et al. [119]

exposed weaknesses in [117] and proved that the scheme does not resist against the server and

user impersonation attack, as the adversary can extract the secret information from the smart card

using power analysis.
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5.2.14 Jiang et al. scheme

Jiang et al. [120] proposed an authentication scheme that encrypts the user ID with the server

secret key to ensure user anonymity during the authentication phase. It provides mutual authenti-

cation, as the user and the server both authenticate each other before starting any kind of commu-

nication. Authentication messages in each session are unique so that the attacker cannot use them

to track the user. In the registration phase, the hash of the password along with a random number

are sent to the server, in order to resist against the insider attack. However, Mishra et al. [121]

exposed weaknesses in [120] and proved that the scheme in [120] efficiently resists the imperson-

ation attack, password guessing attack, privileged insider attack, stolen smart card attack and also

ensures forward secrecy. Unfortunately, the scheme [120] does not verify the correctness of the

user identity and password at the end-user during the password update phase. If a user mistakenly

inputs wrong credentials during the password update phase, then the password is updated at the

end-user and the session is rejected by the server. As a result, the user will face denial of service.

5.2.15 Zhang et al. scheme

Zhang et al. [119] proposed an authentication scheme to address the weaknesses presented in

[117]. The proposed scheme [119] uses a secret value along with the user ID and does not reveal

that to the server, in order to resist against the insider attack. Using the secret value along with the

ID and password make the scheme resistant against the offline password guessing attack as in this

case the user is required to guess the secret value in addition to the ID and password, which makes

the attack infeasible. The strength of the scheme lies on the fact that it uses the secure channel

while submitting the user ID to the TMIS in the registration phase, the password update phase,

and in the revocation phase. Due to this, the scheme provides user anonymity and an efficient
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password update phase, and also resists against the online and offline password guessing attacks.

However, Tu et al. [122] proved that the scheme fails to resist against the impersonation attack.

5.2.16 Tu et al. scheme

Tu et al. [122] proposed a scheme that is 75% replica of Zhang et al. [119] scheme. Their

cryptanalysis shows that the scheme in [119] only fails to resist against the impersonation attack.

So, they proposed an improvement only for this issue as the scheme in [119] resists against all

other known attacks. In their proposed scheme, the user uses a secret value to generate the legal

messages during the authentication phase, in order to resist against the user impersonation attack.

However, Chaudhry et al. [123] and Farash et al. [124] exposed weaknesses in this scheme and

proved that the scheme in [122] is vulnerable to impersonation attack, user anonymity, replay

and denial of service attack. An adversary can impersonate as a legitimate user without knowing

the private/secret key. This attack can be successfully performed by an adversary by intercepting

the authentication messages. Tu et al. [122] did not discuss the privacy and anonymity issue in

their scheme. As the login request does not contain any timestamps, an adversary can replay the

intercepted login messages later on. By sending login requests in bulk, an adversary can launch a

denial of service attacks as there are no timestamps.

5.2.17 Farash et al. scheme

Farash et al. [124] proposed an authentication scheme to address the weaknesses presented in

[122]. The scheme uses a secret value to compute the authentication messages in contrast to

the scheme in [122], in order to resist against the impersonation attack and offline password

guessing attack . However, Kumari et al. [125] proved that the scheme does not resist against

the impersonation attack, which is performed by an adversary intercepting the login requests and
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computing username to get secret parameters and impersonate as the legitimate user. It is also

vulnerable to the password guessing attack in case of stolen or lost smart card, anonymity and

session specific temporary information attack.

5.2.18 Wen et al. scheme

Wen et al. [126] proposed an authentication scheme that hides the user identity in authentication

messages, in order to provide the user privacy. As the ID is hidden, the adversary needs to guess

the ID of the user as well as the password, which makes the attack infeasible. It resists against

the replay attack, as each message contains the tiestamps and a random nonce. However, many

researchers found several vulnerabilities in this scheme. So, Wen proposed another scheme [127]

to address the weaknesses found in the previous scheme [126]. However, Xie et al. [128] proved

that the scheme in [127] does not provide user anonymity and perfect forward secrecy and also

vulnerable to off-line password guessing attack.

5.3 Analysis - Comparison of Two-Factor Authentication Schemes

Early smart card based schemes were based on the assumption that the information stored in the

smart card cannot be extracted. The strength of those schemes lies on this assumption. So, Hwang

and Chang [7, 100] did not even bother to encrypt the information stored on the smart card. The

user identity and password are stored in the plain, inside the memory of the card. In 1999, Paul

C Kocher proposed a method [129] for the extraction of information stored in the smart card.

Later, many researchers proposed different models for extracting the information from the smart

card [130, 42, 131, 132, 133, 134, 135]. After Kocher, researchers started using one way hash

functions to encrypt the information stored on the smart card.

As the early schemes did not consider TMIS as the remote system, these schemes did not dis-
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cuss the anonymity, privacy and untraceability issues. In our study, we left those schemes and

mentioned only few of them for the sake of understanding. The biggest challenge in two-factor

authentication schemes is to resist against stolen or lost smart card attacks, as the adversary in this

case could have physical access to the card and can extract the stored information.

A new factor of security is needed to strengthen the authentication schemes that cannot be easily

guessed, stolen or lost. Comparison of the security and privacy properties provided by the two-

factor authentication schemes is presented in Table 5.1 and in Figure 5.2 while the computation

cost comparison is given in Table 5.2 and in Figure 5.3. The security index in Table 5.1 refers to

the number of security and privacy properties ensured by the scheme. From Table 5.1, it is evident

that there is no scheme that provides complete security. There are only few schemes that have a

higher security index with a high user efficiency.

The proposed authentication schemes in Table 5.1 have been evaluated against the security and

privacy properties mentioned in Chapter 2, Section 2.3 and listed as follows:

A1: Ensure user anonymity

A2: Resist insider attack

A3: Ensure efficient password update

A4: Ensure session key verification

A5: Ensure forward secrecy

A6: Resist denial of service attack

A7: Resist off-line password guessing attack

A8: Resist stolen smart card attack

A9: Resist user impersonation attack

A10: Resist stolen verifier attack

A11: Resist replay attack
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SI: Security index

Similarly, user and server efficiency have been divided in three categories. The proposed schemes

in Table 5.2 have been evaluated against the designed performance metrics mentioned in Chapter

3 and listed as followed:

Efficiency : The total number of operations performed by the user and the server

High efficiency : Total number of operations ≤ 05

Medium efficiency : 08 ≥Total number of operations ≥ 06

Low efficiency : Total number of operations ≥ 08

There is a reason that Table 5.2 highlights the user and server efficiency in separate columns,

in the login phase, the user inserts his/her smart card into the smart card reader, once the smart

card is authenticated by the TMIS, the user is asked to provide his/her username along with the

password, and then the algorithm in the smart card computes operations as designed and forwards

them to the TMIS for authentication. In the authentication phase, TMIS verifies the forwarded

information and approves or disapproves the access request.

The user efficiency is measured by the computations performed by the smart card at the end-user,

while server efficiency is measured by the computations performed by the TMIS at the remote

server. It is also worth mentioning that at any given time TMIS authenticates several users at a

time while a user can only send one access request at a time. At peak times the user may face

denial of service as TMIS may not process new requests due to exhaustion, therefore user and

server efficiency should be discussed separately.

After the evaluation and analysis of two-factor authentication schemes, it is concluded that there

are only few schemes in Table 5.2, which have high user efficiency and also ensure seven or more

security properties. It can also be noted that these schemes are either not widely scrutinized by the

researchers or they do not verify the user legitimacy at the end-user, which saves lot of operations
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Figure 5.2: Security performance comparison of two-factor authentication schemes

and therefore results in high user efficiency, e.g, the scheme in [111] has a moderate user efficiency

and ensures eight security properties but it is not widely crypt-analyzed, and similarly the scheme

in [116] has very high user efficiency and also ensures six security properties but the scheme does

not verify the user legitimacy at the end-user.

5.4 Conclusion

After the evaluation and analysis of two-factor authentication schemes, it is concluded that current

two-factor authentication schemes tend to provide sufficient security and privacy properties at

the cost of computation cost, communication cost and user easiness, however, the current two-

factor authentication schemes fail to ensure complete security and privacy properties mentioned in

performance metrics. The two-factor authentication schemes can be improved to ensure security

and privacy properties. The well designed two-factor authentication schemes which can also

satisfy the performance metrics may be used for user authentication in e-Healthcare system.
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Table 5.1: Security and privacy properties of two-factor authentication schemes

Scheme A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 SI

Wu et al. [72] – × × – × × × × × 2

Wei et al. [73] × × × × × 6

Wang et al. [101] × × × × – – × – 3

Khan et al. [108] × × × – – × 5

Chen et al. [109] × × × × × 6

Jiang et al. [110] – × × × × × 5

kumari et al. [111] – × × 8

Debiao et al. [112] × – × × × × 5

Lee et al. [113] – × × – × × 5

Zhu et al. [114] × × – × 7

Das et al. [115] × – – 8

Xu et al. [116] × – × × × 6

Islam et al. [117] – – × × × 6

Chaudhry et al. [118] – – – – 7

Zhang et al. [119] × × × × × 5

Jiang et al. [120] – × × × 7

Mishra et al. [121] × × × 8

Tu et al. [122] × × × × × 5

Farash et al. [124] × × – × × × × 4

Wen et al. [126] × – × × × – 5

Wen et al. [127] × – – × × – 5
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Table 5.2: Computation cost of two-factor authentication schemes

Scheme UC UE SC SE

Wu et al. [72] 6Th + 2Ts M 5Th + 2Ts M

Wei et al. [73] 5Th + 1Tpm + 1Tme M 5Th + 1Tpm + 1Tme M

Wang et al. [101] 2Th H 4Th H

Khan et al. [108] 3Th H 5Th H

Chen et al. [109] 5Th H 5Th H

Jiang et al. [110] 3Th + 1Ts H 3Th + 3Ts M

kumari et al. [111] 5Th + Ts M 3Th + Ts H

Debiao et al. [112] 5Th + 1Tme M 4Th + 1Tpa + 1Tminv M

Lee et al. [113] 7Th + 2Tch L 8Th + 2Tch L

Zhu et al. [114] 4Th + 1Tme H 4Th + 1Tme H

Das et al. [115] 7Th + 1Tme M 7Th + 1Tme M

Xu et al. [116] 2Th + 2Tpm H 9Th + 4Tpm L

Islam et al. [117] 6Th + 2Tpm M 3Th + Tpm H

Zhang et al. [119] 6Th + 4Tpm + 1Tpa L 5Th + 4Tpm + 1Tpa + 1Tminv L

Jiang et al. [120] 2Th + Ts + 3Tch M 1Th + 2Ts + 3Tch M

Mishra et al. [121] 5Th + 1Tch M 5Th + 1Tch M

Tu et al. [122] 5Th + 4Tpm + 1Tpa L 5Th + 3Tpm L

Chaudhry et al. [123] 5Th + 3Tpm M 3Th + 1Tpm H

Farash et al. [124] 5Th + 4Tpm + 1Tpa L 5Th + 3Tpm M

kumari et al. [125] 5Th + 4Tpm + 1Tpa L 6Th + 2Tpm M

Wen et al. [126] 3Th + 2Ts + 4Tme + 1Tpm L 2Th + 2Ts + 4Tme + 1Tf L
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Figure 5.3: Computation performance comparison of two-factor authentication schemes
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Chapter 6

THREE-FACTOR AUTHENTICATION SCHEMES

6.1 Introduction

Chapter 6 contains the evaluation of three-factor authentication schemes. In Section 6.2, three-

factor authentication schemes have been evaluated. Pros and cons of authentication schemes have

been described in detail and comparison of three-factor authentication schemes have been made

on the basis of their security and privacy properties as well as on the basis of their computation

cost. A tabular comparison have also been presented for better understanding. Later in the Section

6.3, a detailed analysis is given for the three-factor authentication schemes. The last Section ??

contains the conclusion of the chapter based on the evaluated schemes.

6.2 Three-Factor Authentication Schemes

In three-factor authentication schemes, the user’s biometric information is used as the third layer

of security in addition to a smart card and password. In this method, the user proves his/her

identity by providing his/her biometric information before proving the authenticity of the smart

card and secret password. Figure 6.1 explains the process of three-factor authentication, and some

of the three-factor authentication schemes are discussed below:
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Figure 6.1: Three-factor authentication architecture

6.2.1 Chang et al. scheme

Chang et al. [136] proposed one of the first three-factor authentication schemes for TMIS and

stated that the existing two-factor authentication schemes do not protect user privacy as the user

can be traced using the data they transmit. In addition, the verification tokens used by these

schemes to authenticate the user or server are not unique and only the password and the smart

card/RFID tag are unique. These verification tokens are easy to copy and one legitimate user can

impersonate as another legitimate user. The scheme in [136] depends on the biometric information

of the user as the third layer of the security. The scheme resists to stolen smart card attack, as

the smart card is not enough to access the TMIS, and the adversary requires the legitimate user’s

biometric information as well. The scheme uses a secret random value along with the user ID and

encrypts them using a one-way hash function before transmitting them on the channel, in order to

resist against the impersonation attack. It uses dynamic IDs for each session, in order to provide

user anonymity. However, Das et al. [137] proved that in the login phase, the smart card does

not verify the user password, and hence the rejection is issued by the server, which increases the

computational and communication cost. As the password is not verified at the smart card level, so

if the user inputs a wrong password by mistake, the smart card will update the new password but
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as the old password is not correct, the session will be rejected by the server. Consequently, two

different passwords will be stored at the end-user and the server, and hence the user will not be

able to login to the TMIS ever again. The only solution to resolve this problem is to renew the user

registration with TMIS and get another smart card. In their proposed scheme, the password of the

user is revealed to the server considering it trustworthy, so an insider having access to the server

can use the password and impersonate as a legal user. Generally, users use the same password

for multiple services, hence, the adversary can impersonate as a legitimate user to access all the

services, for which the user has the same password. As a result, the scheme fails to resist against

privileged insider attack. The validity of the login messages relies only on the format of the user

identity and corresponding random number given to the user by the server. Since the scheme fails

to verify the validity of the authentication messages, this provides an opportunity to any adversary

to tamper the message. As a result, it leads the user to believe that the server is a cheater, which

is actually not true.

6.2.2 Das et al. scheme

Das et al. [137] exposed weaknesses in [136] and proposed improvements. The improved scheme

[137] always verifies the user biometric information, the corresponding smart card, ID and pass-

word at the end-user before forwarding them to the server during the login phase. It gives freedom

to the user to update their password even in server’s absence during the password update phase,

and the scheme does not reveal the user biometric information and password to the server in or-

der to resist against any insider attack. Das et al. [137] claimed that their scheme addresses all

the vulnerabilities found in [136] and provides better security against active and passive attacks.

However, Kim and Lee [138], and also Wen et al. [139] proved that the scheme is vulnerable to

user impersonation attack, offline password guessing attack and also does not ensure forward se-
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crecy and user anonymity. Kim and Lee [138] proved that if an attacker obtains the master secret

key from the compromised server and eavesdrops an authentication messages then the attacker

can use the master secret key to reveal the user’s identity by plotting the dictionary attack and

derive previous session keys.

6.2.3 Xie et al. scheme

Xie et al. [128] proposed a scheme to address the weaknesses in [127]. The proposed scheme

does not store the user identity at the smart card, which makes the stolen smart card attack harder,

as the adversary also requires the ID of the user in addition to the password and biometric in-

formation, in order to access the TMIS. The scheme does not transmit the user ID in plain on

the communication channel and also uses a secret value along with the user ID, in order to resist

against the impersonation attack. However, Xu et al. [140] proved that the scheme is vulnerable

against de-synchronization attack, and also puts too much storage burden on the server. As Xie et

al. [128] do not use a bio-hash function to deal with the user biometric information, it is obvious

that the biometric information that travels on the communication channel during the login and

authentication phase would be different from the stored information at the server, and hence, the

login request will be denied by the TMIS. In the login phase, the user’s chosen random identity

is only updated when the server receives all the authentication messages in sequence, and if an

attacker blocks or delays one of the intermediate messages then the update will only happen at

the user side, and the session will be rejected by the server as it did not receive all the messages

or not in a correct sequence. Xie et al. [128] use a verifier table, which consumes a lot of storage

space and puts an extra burden on the server as compared to other schemes.
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6.2.4 Xu et al. scheme

Xu et al. [140] proposed an authentication scheme to address the weaknesses of [128]. In the

login phase of the scheme, the user only submits a random identity to the server, so that the

eavesdropper and the insider cannot learn the real identity of the user, in order to resist against

the insider attack and impersonation attack. The scheme uses a random number along with the

password in the login and authentication phases in order to resist against the insider attack, offline

password guessing attack, user impersonation attack, server spoofing attack and replay attack,

as the adversary also needs to guess the random number in addition to the password and ID to

make these attacks successful. However, Amin et al. [141] proved that the scheme in [140] has

a design flaw, in the password update phase as it asks for the old password before accepting the

new one but it does not verify the old password. This is disastrous if the smart card is stolen,

because the adversary can change the password without the knowledge of the old password, as

the scheme does not verify the old password. It also fails to achieve strong authentication in the

authentication phase, fails to provide revocation mechanism for stolen or lost smart cards, and

fails to resist against the strong replay attack.

6.2.5 Awasthi et al. scheme

Awasthi et al. [142] proposed an authentication scheme that focuses more on the efficiency to

make it lighter and faster. The scheme in [142] uses a non invertible chaotic hash function in

order to resist against the guessing attack. It uses an encrypted password with an appropriate

nonce in the registration phase to hide the user identity and the corresponding password from the

server, in order to resist against the insider attack. However, Tan et al. [143] exposed weaknesses

in [142] and proved that the scheme fails to resist against the reflection attack, and also fails to
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ensure user anonymity and three-factor authentication. Suppose that, an adversary is monitoring

the channel and intercepts the response messages during the authentication phase, and then it uses

these authentication messages and sends a login request to the server immediately. The server

checks the legitimacy of the requests by verifying the format of the request messages, including

the identity and the timestamps. In the given scenario, the format of the authentication messages

is correct, the timestamps holds the current time when the remote system receives the request.

So, the requirements for the authentication are met and the server believes that the login request

is from the registered user and hence, the server sends a response message to the adversary and

grants access to the remote server. In the scheme the user identity is sent in plain text over the

network during the login phase, which compromises the user anonymity.

6.2.6 Tan et al. scheme

Tan et al. [143] proposed an authentication scheme to address the weaknesses presented in [142].

In the scheme [143], the user identity, password, and biometric information are verified at the

end-user, and due to the use of a collision resistant one-way hash function during the authentica-

tion phase, the user ID, password and biometric information are hidden from the server and the

eavesdropper, and only the user knows the correct identity, password and biometric information,

in order to protect the scheme against the insider and the DoS attacks.

In the authentication phase, the server signs the reply messages with its private key, so that the user

can also authenticate the server. In the password update phase, the user identity, password, and

biometric information are verified first before updating them at the end-user side. In the scheme,

the update can also take place without the server participation. The user sends an encrypted

password to the remote server in the registration phase in order to resist against the insider attack.

Arshad et al. [144] and Yan et al. [145] proved that the scheme in [143] has several security
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weaknesses. As the TMIS fails to ensure the freshness of the messages, replay attack is possible.

Due to the avalanche effect of the hash functions, the biometric information of the same user may

vary each time and the server will not be able to authenticate the user in scheme [143], and hence

the registered user may not be able to access the server and face a denial of service.

6.2.7 Arshad et al. scheme

Arshad et al. [144] proposed an authentication scheme to address all the weaknesses presented in

[143] . The scheme proposed in [144] uses timestamps and two fresh random numbers in order

to resist against replay attack, it uses the symmetric parametric function to verify the biometric

information, and in order to reduce the computational complexity it uses two 160-bit modular

multiplications and one 160-bit modular inversion. However, Lu et al. [146] proved that the

scheme fails to resist against offline password guessing attack and once successful, an adversary

can impersonate as a legitimate user of the TMIS.

The attack’s success is based on the assumption that the adversary is completely monitoring the

communication channel, and can eavesdrop, delete, insert or modify any message transmitted us-

ing the public channel. The password and identity have low entropy, which enhances the chances

of successful offline attack, and if adversary succeeds, he/she can impersonate as a legitimate user.

6.2.8 Lu et al. scheme

Lu et al. [146] proposed a scheme to address the weaknesses presented in [144]. The scheme

proposed in [146] conceals user’s identity by a one-way hash function in transmitting messages,

in order to ensure user anonymity during the login and authentication phase. The scheme uses the

server’s private key and user’s biometric information in login messages, which makes the offline

password guessing attack very hard because only the user and the server knows the biometric
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information and the private key respectively. Chaudhry et al. [147] exposed the weaknesses of

[146] and proved that the scheme does not ensure anonymity, and is vulnerable to the user and the

server impersonation attack and does not provide user untraceability, when the adversary registers

itself with the TMIS and acts as a dishonest user. A dishonest user D can easily break other users

anonymity, as D registers with the TMIS system, gets his/her smart card containing the secret

information and extracts them by means of power analysis. When an honest user pledges the

authentication requests, D captures them and extracts user’s ID by using the extracted information

from his/her own smart card. Hence, D can successfully compromise the user’s anonymity.

6.2.9 Chaudhry et al. scheme

Chaudhry et al. [147] proposed an authentication scheme to address the weaknesses in [146]. In

the proposed scheme, in order to provide mutual authentication the server authenticates the user

after verifying his/her smart card, password, and biometric information, and the user authenticates

the server after verifying the messages that they are signed by the server by its private key. In

the login phase, the user sends pseudo identity instead of the real one, in order to ensure user

anonymity. To impersonate as the user, the adversary needs to generate the valid messages that

cannot happen without the valid ID, password and biometric information of the legitimate user,

and to impersonate as the TMIS, the adversary needs to generate the valid response messages that

cannot be generated without the TMIS’s secret key. In the registration phase, the password and

biometric information are not revealed to the TMIS, and the TMIS also does not store any verifier

table, in order to resist against the insider attack.
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6.2.10 Yan et al. scheme

Yan et al. [145] proposed their scheme that uses a predetermined threshold for biometric verifi-

cation in order to resist against the Denial-of-Service attack. In the registration phase, the user

sends an encrypted password to the server, in order to resist against the privileged insider attack.

The scheme does not use any verifier table, therefore it can resist against the stolen verifier attack.

In the scheme, the server uses its private key to verify the user password, which makes the offline

password guessing attack very hard, as the adversary cannot verify the correctness of the guessed

password without the server secret key. However, Mishra et al. [148] exposed weaknesses in

[145] and proved that the scheme fails to resist against the offline password guessing attack, it

does not protect the user identity, and is vulnerable to the fake password change attack and the

DoS attack. In the scheme [145], the user’s real identity associates with the login messages, which

reveals the sender information to any eavesdropper who listens to the channel. Hence, it does not

protect user anonymity, the adversary can also guess the legitimate user’s password with the help

of the information extracted from the smart card and captured authentication messages. In the

login phase, the identity and password are not verified at the end-user, therefore in the password

update phase, if the user by mistake enters the wrong ID or password, the change will only take

place at the end-user, and the session will be rejected by the server and the user will face denial

of service every time he/she tries to login to access the server.

6.2.11 Mishra et al. scheme

Mishra et al. [148] proposed their own scheme to address all the weaknesses presented in [145].

In the login phase, the scheme [148] uses the user password along with biometric information to

generate valid login messages, in order to resist against the stolen smart card attack and online
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password guessing attack,as the adversary cannot generate valid login messages without the user

password and biometric information, and guessing both of these information at the same time

is infeasible. In login messages, the user’s dynamic identity is used instead of the real one to

ensure the user anonymity. However, Amin et al. [141] exposed weaknesses in [148] and proved

that the scheme fails to ensure resistance against the offline password guessing attack and user

impersonation attack. In the scheme in [148], an adversary can impersonate as a legitimate user

by intercepting the authentication messages between the server and the legitimate user and later

replaying them. The adversary can also impersonate as a valid user of the TMIS after getting the

legitimate user’s smart card by some means and replacing the server’s secret key inside the smart

card, as the smart card also contains the user password. As the adversary only changes the server

secret key, the user password and user identity remains unchanged, and the format of the secret

key is also valid, thus the adversary can access the remote server as a legitimate user.

6.2.12 Giri et al. scheme

Giri et al. [149] showed weaknesses in the scheme in [150] and proved that the scheme fails to

ensure resistance against the offline password guessing attack and does not provide any revocation

mechanism. An adversary can modify the intercepted authentication messages because of their

low entropy. Giri et al. proposed their scheme [149] to address all the weaknesses presented

in [150]. The proposed scheme is based on the RSA to make it efficient and practical. The

scheme works on the assumption that the adversary cannot extract any secret information from

the smart card and captured authentication messages, which is obviously not a true assumption

as information stored in the smart card can be extracted using different ways [42, 130, 131, 132,

133, 134, 135].
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6.2.13 Amin et al. scheme

Amin et al. [14] exposed a weakness in the scheme in [150] and proved that it suffers from offline

password guessing attack, user anonymity and privileged insider attack. In [150], the server

can trace the user, so the adversary can also trace the user by intercepting the login messages

during the authentication phase, which compromises the user anonymity. Most users use the same

password for multiple services, and if the adversary gets the user password he/she can access all

the services, for which the user has the same password. An insider who can somehow get access

to the user smart card and extract the password using offline password guessing attack, can use

that password to access the other services subscribed by the user with the same password.

Amin et al. [151] also presented a novel idea recently, whereas all the present authentication

schemes address the authentication issue between two parties, i.e., the user and the TMIS. They

proposed an architecture of multiple authentication servers. In this architecture, the end-users can

directly communicate with each other, e.g., a patient can directly communicate with the doctor

or vice versa. Amin et al. [152] also proposed a new architecture for authentication schemes, in

which three parties participate simultaneously for authentication.

6.3 Analysis - Comparison of Three-Factor Authentication Schemes

The comparison of security and privacy properties and computation costs among three-factor

authentication schemes is given in Table 6.1 and in Table 6.2 respectively. The comparison of

security and privacy properties and computation costs among three-factor authentication schemes

in graphical form is given in Figure 6.2 and in Figure 6.3 respectively. Table 6.1 is very much

similar to Table 5.1, as there is not a single scheme that ensures all the security and privacy

properties. It can also be observed that the three-factor authentication schemes provide equivalent
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security to two-factor authentication schemes at the cost of more computations. There are only

three schemes [148, 141, 149] in Table 6.2 that have high user efficiency but among them the

schemes in [148, 149] have a very low security index.

The security index in Table 6.1 refers to the number of security and privacy properties ensured by

the scheme. From Table 6.1, it is evident that there is no scheme that provides complete security.

There are only few schemes that have a higher security index with a high user efficiency.

The proposed authentication schemes in Table 6.1 have been evaluated against the security and

privacy properties mentioned in Chapter 2, Section 2.3 and listed as follows:

A1: Ensure user anonymity

A2: Resist insider attack

A3: Ensure efficient password update

A4: Ensure session key verification

A5: Ensure forward secrecy

A6: Resist denial of service attack

A7: Resist off-line password guessing attack

A8: Resist stolen smart card attack

A9: Resist user impersonation attack

A10: Resist stolen verifier attack

A11: Resist replay attack

SI: Security index

The only scheme in Table 6.2 that has high user efficiency and also have high security index is the

one in [141] but it is due to the fact that it has not been so far crypt-analyzed by any researcher

and therefore it has a high security index. Most of the schemes in Table 6.2 have medium or low

user efficiency and this is due to the added computations of bio-hashing.
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Similarly, user and server efficiency have been divided in three categories. The proposed schemes

in Table 6.2 have been evaluated against the designed performance metrics mentioned in Chapter

3 and listed as followed:

Efficiency : The total number of operations performed by the user and the server

High efficiency : Total number of operations ≤ 05

Medium efficiency : 08 ≥Total number of operations ≥ 06

Low efficiency : Total number of operations ≥ 08

There is a reason that Table 6.2 highlights the user and server efficiency in separate columns,

in the login phase, the user inserts his/her smart card into the smart card reader, once the smart

card is authenticated by the TMIS, the user is asked to provide his/her username along with the

password, and then the algorithm in the smart card computes operations as designed and forwards

them to the TMIS for authentication. In the authentication phase, TMIS verifies the forwarded

information and approves or disapproves the access request. The user efficiency is measured by

the computations performed by the smart card at the end-user, while server efficiency is measured

by the computations performed by the TMIS at the remote server. It is also worth mentioning that

at any given time TMIS authenticates several users at a time while a user can only send one access

request at a time. At peak times the user may face denial of service as TMIS may not process new

requests due to exhaustion, therefore user and server efficiency should be discussed separately.

6.4 Conclusion

After the evaluation and analysis of three-factor authentication schemes, it is concluded that cur-

rent three-factor authentication schemes tend to provide sufficient security and privacy properties

at the cost of computation cost, communication cost and user easiness. The current three-factor

authentication schemes fail to ensure complete security and privacy properties mentioned in per-
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Table 6.1: Security and privacy properties of three-factor authentication schemes

Scheme A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 SI

Amin et al. [14] – – – 8

Xie et al. [128] – × – 8

Chang et al. [136] × × × × × × 5

Das et al. [137] – × × × × 6

Wen et al. [139] – – – 8

Xu et al. [140] × × – × × – × 4

Amin et al. [141] – – – – 7

Awasthi et al. [142] × × × – 7

Tan et al. [143] × – × – × 6

Arshad et al. [144] × × × × × 6

Yan et al. [145] × × × – × × 5

Lu et al. [146] × – × × 7

Mishara et al. [148] × – – × × – × 4

Giri et al. [149] × × – – × × × 4

Khan et al. [150] × – × × – – 5
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Figure 6.2: Security performance comparison of three-factor authentication schemes

Figure 6.3: Computation performance comparison of three-factor authentication schemes
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Table 6.2: Computation cost of three-factor authentication schemes

Scheme UC UE SC SE

Amin et al. [14] 5Th + 1Tme M 8Th + 1Tme L

Xie et al. [128] 7Th + 2Tpm + 1Ts L 6Th + 2Ts + 2Tpm L

Chang et al. [136] 5Th + TH M 4Th H

Das et al. [137] 9Th + 1TH L 7Th M

Wen at el. [139] 7Th + 1TH M 6Th + 1TH M

Xu et al. [140] 7Th + 1Ts + 1TH + 2Tpm L 7Th + 1Ts + 2Tpm L

Amin et al. [141] 4Th + 1Tpm H 7Th + 2Ts + 4Tpm L

Awasthi et al. [142] 4Th + 4Txor M 4Th + 4Txor M

Tan et al. [143] 5Th + 3Txor + 3Tpm L 4Th + 1Txor + 3Tpm M

Arshad et al. [144] 6Th + 9Txor + 3Tpm L 9Th + 6Txor + 3Tpm + 1Tminv L

Yan et al. [145] 6Th + 1Txor M 5Th H

Lu et al. [146] 5Th + 2Tpm M 6Th + 2Tpm M

Chaudhry et al. [147] 4Th + 2Tpm M 3Th + 2Tpm H

Mishra et al. [148] 3Th + 1TH H 10Th + 2Ts L

Giri et al. [149] 5Th H 1Tme + 4Th H

Khan et al. [150] 6Th + 2Tme M 3Th + 3Tme M
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formance metrics, however, they add another layer of security that makes the task of an adversary

more tougher than for the two-factor authentication schemes. The well designed three-factor au-

thentication schemes which can also satisfy the performance metrics is highly recommended for

user authentication in e-Healthcare system.
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Chapter 7

PROPOSED MODEL

7.1 Introduction

Chapter 7 is divided in eight sections. First Section 7.1 contains the introduction of the chapter,

second contains the comparison of the authentication categories between one-factor, two-factor

and three-factor authentication schemes, third contains the proposed hybrid model based on two-

factor and three-factor authentication schemes, fourth contains the proposed three-factor authen-

tication scheme with registration phase, login and authentication phase, password update phase

and revocation phase. Similarly, fifth Section contains the proposed two-factor authentication

scheme containing registration phase, login and authentication phase, password update phase and

revocation phase. Section six contains the criteria for ∆T , Section seven contains the emergency

handling mechanism, that can be initiated at the time of any emergency by the patient or by the

e-Healthcare service provider, and finally Section eight contains the conclusion of the chapter.

7.2 Comparison of Authentication Categories

After thoroughly reviewing several authentication schemes of each category (one-factor, two-

factor, three-factor), it has been observed that one-factor authentication schemes are the least

expensive one among all the categories in terms of computation cost, communication cost and

complexity, but they are also least secured compared to other category schemes. The security of

one-factor authentication depends only on the secrecy of the ‘ID’ and password. The two-factor
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authentication schemes provide better security as compared to one-factor authentication schemes

at the cost of more delay, high bandwidth, computation cost, communication cost and complexity.

In order to minimize the computation cost, some two-factor authentication schemes do not verify

the user identity and password at the end-user, however this increases the communication cost

incase the user mistakenly enters the wrong credentials. In that case, a session is rejected by

the server after consuming the required bandwidth. This consumed bandwidth can be saved by

verifying the user credentials at the smart card end before sending them to the server, and if this

mistake occurs in the password update phase, the smart card updates the password at the end-user,

whereas the session is rejected by the server at its end due to the false input, and hence the user

faces denial of service every time he/she tries to access the TMIS.

Three-factor authentication schemes improve the overall security in a sense that it makes the

execution of the attacks harder, as the adversary needs the biometric information of the user in ad-

dition to the‘ID’and password. Three-factor authentication schemes consume more bandwidth,

computation cost and are more complex as compared to other categories. In e-Healthcare, mo-

bility is the most important factor, which enables users to access the healthcare services remotely

from their PDAs or cell phones. Two-factor authentication schemes can be implemented using a

smart card or a smart phone. Each one has its own advantages and disadvantages. The smart card

requires the smart card reader which restricts user mobility as users do not travel with smart card

readers in their pockets. On the other hand, the cell phone facilitates user mobility as users keep

their cell phones with them all the time.

There is only the algorithm in the smart card that computes user operations for the login purpose

and any other data cannot be added to the smart card, whereas a cell phone usually has a lot of

applications for different purposes. Any malicious application can record user activity, location
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and have access to the cell phone storage, which can compromise user anonymity, untraceability,

unlinkability and confidentiality. The mobility of a cell phone comes with a price. There is a

tradeoff between mobility and ensured security. In case of a smart card, security is ensured but

mobility is restricted whereas in case of a cell phone, mobility is an advantage at the cost of

ensured security.

The proposed schemes in the literature treat smart card and cell phone at the same level and claim

that the same authentication scheme can be used for both, however it is clear from the above

discussion that both of them face different challenges and provide different advantages. All the

proposed two-factor authentication schemes are based on the smart card with the claim that they

can also be implemented on a cell phone, however the proposed schemes do not use any artifact

of the cell phone that can bind them together and take advantage of its mobility.

The same case is with three-factor authentication schemes, as a biometric scanner restricts user

mobility whereas a cell phone can compromise ensured security. The results of the study are pre-

sented in Table 7.2, Figure 7.1 and 7.2 for better understanding. Table 7.2 presents the properties

of authentication categories in tabular form whereas Figure 7.1 and 7.2 presents the properties

of authentication categories in graphical form. Figure 7.1 ranks the positive properties of the au-

thentication categories where High represents highest positive rank and Low represents the lowest

rank. Similarly, Figure 7.2 represents the negative rank of the authentication categories, where

High rank represents the most negative and Low represent the least negative rank of the authen-

tication category. Authentication categories in Table 7.2 are evaluated against the design criteria

established in Chapter 3, Section 3.2 and listed in Table 7.1. As a cell phone/smart card is a

resource constrained device in terms of processing power, RAM and power source, it requires a

lightweight scheme, on the contrary, the three-factor authentication schemes incur more compu-
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Table 7.1: Authentication Categories Comparison Metrics

Comparison Metric Description

B1 User easiness

B2 Scheme complexity

B3 Computation cost

B4 Delay

B5 Communication cost

B6 Mobility in case of smart card/ Biometric scanner

B7 Mobility in case of smart phone

B8 Severity of user compromise

B9 Severity of physician compromise

B10 Provide desired security

B11 Ensure privacy

H High

M Medium

L Low

Table 7.2: Comparison of authentication categories

Category B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11

One-Factor H L L L L – H M H L L

Two-Factor M M M M M L M M H M M

Three-Factor L H H H H L M M H H M
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Figure 7.1: Comparison of positive properties of authentication categories

Figure 7.2: Comparison of negative properties of authentication categories

69



tation cost, delay and bandwidth cost. There is a tradeoff between required resources and desired

security. Though three-factor authentication schemes do not provide the desired security but at

least they add another layer of security at the cost of more computations and bandwidth.

7.3 User Acceptance For The Third Factor Of Authentication

Cell phone market is moving towards biometric sensor embedded cell phones [153], but still

there are millions of cell phones in use and in market that do not have the biometric sensor [153].

Until and unless, only biometric sensor embedded cell phones are left, we need a hybrid solution.

Where patient can use his/her non-biometric cell phone to access information on TMIS. The

increase in the demand of biometric sensor embedded cell phones reflect that the users are now

more comfortable than ever before in using a biometric sensor embedded cell phones [154]. In

2013, only 46 million biometric sensor embedded cell phones were manufactured [153]. The

number has sharply increased in recent few years and it is expected that in 2020 there will be 1600

million biometric sensor embedded mobile phone users [153]. In 2014, only 19 percent users had

the biometric sensor enabled cell phones [153], the number has gone up sharply and reached to

67 percent this year (2018) [153]. The gradual increase in the biometric sensor embedded cell

phones can be seen in Figures 7.3, 7.4 and 7.5. It is expected that in year 2020 all new cell phones

will have a biometric sensor embedded in them [153, 155], and in year 2025 all phones will have

biometric sensor embedded in them [153, 155], till then we need a hybrid solution to attract more

users and make this e-Healthcare revolution globally accepted.

7.4 Proposed Model

We propose a hybrid solution that considers the tradeoff between ensured security, user easiness

and availability. Our proposed authentication model is based on the role of the users and presented
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Figure 7.3: Biometric sensor embedded cell phone users

Figure 7.4: Biometric sensor embedded cell phone users’s percentage
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Figure 7.5: Rise of biometric sensor embedded cell phone users in years

Figure 7.6: Proposed Authentication Model
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in Figure 7.6. As physicians have rights to change the information on TMIS, security should be

priority in any authentication scheme designed for physicians. On the contrary, patients do not

have any right to change the information on TMIS, user easiness should be priority. We proposed a

hybrid solution, where physicians will use three-factor authentication scheme and the rest of users

will use the two-factor authentication scheme. Generally, physicians have elevated access to the

TMIS after successful authentication, and they can prescribe medicine or can change the previous

prescribed ones. In contrast, patients can only view the information, as they do not have the

authority to change any information on the TMIS. As patients do not have the authority to change

anything on the TMIS, so the integrity of the information on TMIS cannot be compromised. This

becomes very critical when the authentication information of the physician is compromised, in

that case, the adversary will be able to compromise the integrity of the information on the TMIS,

in addition to confidentiality, anonymity and privacy. This requires more security measures for

the physicians than the ordinary users of e-Healthcare.

To elaborate the hybrid solution advantages over the existing schemes, we take the example of a

diabetic patient. Diabetic patients inject insulin to control sugar level in their blood. The amount

of injecting insulin depends on the sugar level, high sugar level demands high dose of insulin

and vice versa. In e-Healthcare, patient’s blood sugar is monitored regularly and the physician

prescribes the amount of insulin dose on the basis of the blood sugar results.

Consider that the user credentials are compromised by an adversary, in that case the adversary will

be able to see the blood sugar results and the corresponding insulin dose. The adversary cannot

change the test results and the prescribed dose of insulin as he/she does not have the permission

to change anything on the TMIS.

Now, consider the case where the physician’s credentials are compromised by the adversary, this
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Figure 7.7: Severity comparison of an authentication breach between patients and physicians

becomes critical because now adversary can also change the amount of insulin dose for the user.

The user does not know anything about the compromise and takes the dose as he/she sees on

the TMIS. The wrong dose can severely affect the blood sugar level and can even claim the

life of of the patient. From this example, it is clear that the physician’s credentials compromise

affects the system and the patient more severely than any other user’s credentials compromise.

Figure 7.7 shows the severity comparison between the patients and the physicians in case of any

authentication breach. It can be observed in Figure 7.7 that only availability, confidentiality and

privacy of the patient can be compromised in case of any breach due to patient’s authentication

credentials, whereas any authentication breach due to physician’s authentication credentials, the

integrity of the information can also be comprised in addition to availability, confidentiality and

privacy.

This demands more security measures for physician authentication, therefore we recommend

three-factor authentication scheme for the physicians and two-factor authentication scheme for
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the rest of the users. Current authentication schemes holds the same criteria for physicians and

for rest of the users of e-Healthcare. Two-factor authentication schemes are more efficient but fails

to ensure the desired security, whereas three-factor authentication schemes are close to approach

the desired security at the cost of efficiency. Our proposed approach meets the requirements of

both parties, as users need efficiency and physicians need desired security to make the system

successful and globally accepted.

Mobility is another factor which restricted the use of three-factor authentication schemes for mo-

bile users in recent past, as mobile phones with biometric sensors were very rare and expensive

[153, 156, 92], due the fact of their poor performance and high false rejection rate [157], whereas

it is the main objective of the e-Healthcare provider to facilitate the user mobility. Similarly,

users do not keep a smart card reader with them when they are mobile, therefore smart card is

not an efficient solution to facilitate user mobility. To facilitate user mobility, smart card can be

replaced with a cell phone as a second layer of security because users always tend to keep their

cell phones with them, and to reap the benefits of three-factor authentication schemes in mobility,

users should have a biometric scanner with them or the biometric sensor should be embedded in

the smart phone. Thus, it was comparatively difficult to provide the desired security (three-factor

authentication scheme) to mobile users in recent past.

This demands a tradeoff between the desired security and the available resources and also the

tradeoff between the mobility and the ensured security. As cell phones ensure less security as

compared to a smart card or biometric scanner. Our proposed solution is the best for these kind

of situations, as it is very hard to provide the required resources to every user, and it is also

very hard for the user to manage multiple resources in mobility. So, it is expected that in the

future, we will mostly encounter hybrid solutions, where physicians will use more secure and
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resource demanding authentication schemes, and ordinary users will use less secure and less

resource demanding authentication schemes as required.

7.5 e-Healthcare Authentication Mechanism

e-Healthcare authentication mechanism consists of five phases as shown in figure7.8. Registra-

tion phase is the first phase, where users register their selves for e-Healthcare services. This

phase occurs only once and elaborated in Figure 7.9, in this phase, service providers gather users

information for their record, so that users can be authenticated later for e-Healthcare services.

After successful registration, users request offered services from service provider. The service

providers authenticate the users before granting access to the offered resources as shown in Fig-

ure 7.10. This request phase is the second phase while the request authentication is the third phase,

as both these phases are connected with each other and also occur together, they can be combined

and referred as one. Service provider approves or disapproves the login request after verifying

the user information. For security purposes, users are required to change / update their password

regularly, password update phase provides users an option to update their password when they

deem necessary or according to the policies of the service providers. User can also revoke his/

her registration incase of lost / stolen authentication credentials or authenticated device.

7.6 Proposed Three Factor Authentication Scheme

Our proposed three factor authentication scheme has five phases.

• Registration Phase

• Login Phase

• Authentication Phase

• Password Update Phase
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Figure 7.8: e-Healthcare Authenticationion Mechanism

Figure 7.9: e-Healthcare Registration Phase
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Figure 7.10: e-Healthcare Login / Authentication Mechanism
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• Revocation Phase

7.6.1 Registration Phase

In registration phase, the user first downloads the e-Healthcare provider application from a legit-

imate platform for accessing the services provided by the service provider. On downloading the

application, the cell phone also downloads the server’s public key Spub, functions such as hash

function h(.), bio-hash function H(.), encryption Ekey and decryption functions Dkey. The down-

loaded keys and functions are the part of the application and application cannot execute properly

without these keys and functions.

In this phase user registers with the service provider as a physician. In the 1st step, user

registers his/her biometric information Bi by imprinting his/her fingerprint, cell phone com-

putes Fi=H(Bi) of provided biometric information. Bi is the provided biometric information

and Fi is the bio-hash of the given input. In the 2nd step, user keys his/her ‘ID’, password

‘PWD’ and trusted cell phone number ‘N ’. Cell phone application on receiving the said in-

put computes RPWD = h(r||PWD), where ‘r’ is a random nonce. Cell phone also computes

Spub(ID,N,RPWD,Fi, Tuc), where Tuc is the current timestamp of the user and Spub is the

public key of the server. Cell phone transmits the following information to server:

• U → S = Spub(ID,N,RPWD,Fi, Tuc)

On receiving information from the user, the server decrypts the received information using its

private key Spri and extract the ‘ID’, cell phone number ‘N ’ of the registering user, password

of the user hashed with a random nonce ‘RPWD’, bio-hash of the user’s biometric information

Fi and the registration timestamp Tuc. At first, the server verifies the ∆T = (Tsc − Tuc), where

Tsc is the current timestamp at the server end, ∆T should be in the permissible range to thwart
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any replay attack. Server then verifies the format of the ‘ID’, the cell phone number ‘N ′ and also

verifies uniqueness of them and computes the following:

Spri(Spub(ID,N,RPWD,Fi, Tuc))

P = h(R||ID)

Q = P ⊕RPWD

Y = h(P ||RPWD||ID)

RID = Spub(ID||R)

K = R⊕RPWD

where ‘R’ is a random nonce generated at server end and Spub is the public key of the server.

After these computations server stores ‘RID’ in its registration database and sends the verifi-

cation code ‘K’ through GSM message to the user’s given cell phone number for verification

purpose. On receiving the verification message, the user application first retrieves ‘R’ by com-

puting R = K ⊕ RPWD, then asks the user device for its serial number ‘Ser’ and computes

Spub(R||Ser||Tuc). The application then sends the computed parameter to the server. Server de-

crypts Spri(Spub(R||Ser||Tuc)) the response from the user, first verifies the ∆T = (Tsc−Tuc) and

then the random nonce ‘R’, where Tuc is the current timpestamp at the user end, Tsc is the current

timpestamp at the server end and ∆T is the permissible range of time after which the message

will expire. On the successful verification, the server stores ‘Ser’ (serial number of the device)

and sends the following to the user.

• S → U = Spri(Q,RID, Y, Tsc)

On receiving the above information from server, the user first decrypts the message by using the

server’s public key Spub. After successful decryption the user verifies the ∆T=(Tuc−Tsc), where

Tuc is the current timestamp at the user end and Tsc is the current timestamp at the server end, ∆T
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should be in the permissible range to thwart any replay attack. The successful decryption verifies

the authenticity of the message that it came from the server and cannot come from anywhere else

as no one can have server’s private key Spri. After verifying the authenticity, the user computes

Z = h(ID||PWD) ⊕ r and saves the output in its database and discards all other values except

these (Fi, Q,RID, Y, Z).

7.6.2 Login Phase

This phase is more important than the registration phase in respect of communication cost, com-

putation cost and delay, because registration phase occurs once whereas this phase occurs when-

ever a user attempts to access the services provided by the e-Healthcare provider. To access the

services, user presents its biometric information by placing his/her registered finger on the cell

phone fingerprint sensor. The e-Healthcare provider application installed in the cell phone com-

putes Fi = H(Bi) and compares it with the stored one in its database. On successful verification,

application asks for the associated username ‘(ID)’ and password ‘PWD’. User keys his/her

‘ID’ and password ‘PWD’, on receiving the desired information, the user’s application first

retrieves the random nonce ‘r’ and computes other parameters by performing the following oper-

ations:

r = Z ⊕ h(ID||PWD)

RPWD = h(r||PWD)

P = Q⊕RPWD

Y = h(P ||RPWD||ID)

Where ‘r’ is the retrieved nonce and ‘P ’ is the shared secret between user and server and never

traveled on the communication channel during the registration phase instead Q = P ⊕ RPWD

was transmitted. Cell phone matches the computed ‘Y ’ with the stored one to verify the given
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‘ID’and password ‘PWD’. If it does not match, the application ends the current login session

otherwise application computes Ju = h(Tuc||P ), where Tuc is the current timestamp at user end.

User sends the following information to the server.

• U → S = Spub(RID, Ju, Tuc, Fi)

7.6.3 Authentication Phase

In this phase server authenticates the user on the basis of the given information by the user. On

receiving information Spub(RID, Ju, Tuc, Fi) from the user, the server first decrypts it with its

private key Spri and retrieves (RID, Ju, Tuc, Fi), server then verifies the freshness of the mes-

sage by computing ∆T = (Tsc − Tuc), once freshness is guaranteed server verifies the biometric

information Fi from its database. If the verification of freshness of the message or the biometric

information Fi fails, the server terminates the current session or otherwise computes the follow-

ing:

Spri(Spub(ID||R)) Retrieves user ‘ID’ and server generated nonce ‘R’

P = h(Spri||ID) Retrieves shared secret ‘P ’

J
′
u=h(Tuc||P )

RID
′=Spri(ID||R)

Js=Ep(RID
′ , J ′

u, Tsc) Encryption using shared secret ‘P ’ as symmetric encryption key

Where ‘P ’ is the shared secret and ‘R’ is the retrieved nonce generated at server end. After com-

puting ‘J ′
u’ server checks its equivalency with the received one from the user. Equivalency implies

that the user is a legitimate user of the TMIS. If equivalency does not hold, server terminates the

current session. If equivalency holds then server computes RID
′ , Js and sends it to user so that

user can also authenticate the server. After performing the above mentioned operations, server
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sends the following information to the user:

• S → U = (Js, Tsc)

On receiving the response message from the server, the user performs the following operations to

authenticate the server:

Dp(Js)=Dp(Ep(RID
′ , J ′

u, Tsc)) Decryption using shared secret ‘P ’ as symmetric decryp-

tion key

∆T=(Tuc-Tsc)

Check the equivalency of J ′
u=Ju , if does not hold terminate the session otherwise verify the

equivalency of stored RID with the received RID
′ , if does not hold terminate the session,

otherwise the legitimacy of the server is achieved. After the mutual authentication user and

server both compute the session key as follows: Sk=h(P ||Tuc||Tsc)

Cell phone first verifies that ∆T is within the permissible range, then checks the equivalency of

received J
′
u with the computed one at its end. If ∆T is not within the permissible range or J ′

u

does not match, cell phone application terminates the current session or otherwise server identity

is verified along with message freshness . After verifying the server identity, user computes the

session key Sk for current session. Server also computes the session key Sk at its end. Our

authentication scheme does not only successfully achieves the mutual authentication but it also

verifies the legitimacy of the user device. For the verification of the user device, server sends a

verification code ‘K’ to the registered number ‘N ’ of the user. On receiving the verification code

‘K’ from server, user retrieves ‘R’ by computing R = K ⊕RPWD, retrieves the device’s serial

number Ser, computes Spub(R||Ser||Tuc) and sends it to the server. After receiving the input

from user, the server decrypts the message using its private key Spri and verifies the ‘R’ and the
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received serial number with with the stored ones. On successful verification of both, the server

grants the access to the TMIS.

7.6.4 Password Update Phase

In this phase, the user updates his/ her password, the password should be changed and updated

at both ends in an efficient manner. The password change should be properly communicated to

the server before updating at the user end. Consider a scenario in which user changes his/ her

password and fails to communicate the update to the server due to the loss/ unavailability of the

communication channel. In such a situation, the user and server will have a different password,

hence he/ she will not be able to login to the server and will face denial of service.

Our proposed password update mechanism updates the user password at the user end after get-

ting approval from the server. In password update phase, the user first logs in to the server and

requests to initiate the password change mechanism. The password update wizard will ask the

user to provide a new password PWD
′ , on receiving the input from the user the wizard com-

putes RPWD
′=h(r

′||PWD
′
), where ’r′’ is a new random nonce. The update wizard computes

Spub(RPWD
′ , Tuc), where Tuc is the current timestamp of the user and Spub is the public key of

the server. Cell phone transmits this computed information to the server:

• U → S = Spub(RPWD
′ , Tuc)

On receiving the above information from the user, the server decrypts the received information

using its private key Spri and extracts the updated password RPWD
′ of the user hashed with a

new random nonce ’r′’ and the user timestamp. At first, the server verifies the ∆T =(Tsc-Tuc),

where Tsc is the current timestamp at the server end, ∆T should be in the permissible range to

thwart any replay attack. Server then generates a new random nonce ‘R′’ and compute K
′

=R′

84



⊕RPWD and sends the verification code ‘K ′’ to the user’s registered cell phone number through

GSM channel, On receiving the verification code ‘K ′’ the application retrieves ‘R′’ by computing

R
′

= K
′ ⊕ RPWD. The application also retrieves the serial number Ser of the device, then

computes Spub(R
′||Ser||Tuc) and sends it to the server. Server decrypts Spri(Spub(R

′||Ser||Tuc))

the response message from the user. The user then verifies the ∆T =(Tsc-Tuc), serial number

Ser of the device and random nonce ‘R′’. On successful verification, the server computes the

following and sends to the user:

Spri(Spub(RPWD
′ , Tuc))

P
′
= h(R

′||ID)

Q
′=P ′ ⊕RPWD

′

Y
′=h(P

′ ||RPWD
′ ||ID)

• S → U = Spri(Q
′ , Y ′ , Tsc)

On receiving the information from the server, the cell phone first decrypts the message by using

the server’s public key Spub, then verifies the ∆T =(Tuc-Tsc). The successful decryption using

server’s public key Spub verifies the authenticity of the message that it came from the server and

cannot come from anywhere else. After verifying the authenticity of the server, the user computes

Z
′=h(ID||PWD

′
) ⊕ r and saves the new computed values of Q′ , Y ′ and Z

′ and discards the

previous computed ones.

In password update phase, the service provider application installed in cell phone computes a new

random ‘r’ that is very critical in computing the shared secret ‘P ’, therefore frequent update of

user password becomes very important.Therefore, in proposed model, the server will force the

user to update his/her password after every 30 days or after every 50 successful authentication

requests, whichever comes first. This will be very helpful in mitigating online password guessing
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attack, offline guessing attack, replay attack and will also protect user anonymity against attacks

on user identity.

The complete flow of the proposed three-factor authentication scheme is presented in Table 7.4

and the notations used in the scheme are given in Table 7.3 for better understanding.
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Table 7.3: Description of used notations in proposed schemes

Notation Description

Bi User biometric information

Fi Bio-hash of given biometric information

ID User chosen identification/ username

PWD User chosen password

N Cell phone number of the user

Ser Serial number of the user device

RPWD Hash of user password after concatenated with ‘r’ for insider attack protection

R Random nonce generated at server end

r Random nonce generated at user end

P Shared secret

RID Encrypted user ID after concatenated with ‘R’, securing user ID for anonymity

Y Cell phone matches to verify the user ID and PWD during login phase

Spri Server’s private key

Spub Server’s public key

Sk Session key

Ep Encryption function using shared secret P as encryption key

Dp Decryption function using shared secret P as decryption key

K Verification code sent through GSM

Tuc Current time at user end

Tuc Current time at server end

∆T Permissible time after which the message will expire
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Table 7.4: Proposed three-factor authentication scheme

Phase User TMIS

Registration Fi=H(Bi)

‘ID’, ‘PWD’

RPWD = h(r||PWD)

Spub(ID,N,RPWD,Fi, Tuc)

U
Spub(ID,N,RPWD,Fi, Tuc)−−−−−−−−−−−−−−−−→ S

Spri(Spub(ID,N,RPWD,Fi, Tuc))

T = (Tsc − Tuc)

P = h(R||ID)

Q = P ⊕RPWD

Y = h(P ||RPWD||ID)

RID = Spub(ID||R)

K = R⊕RWPD

U
Verification Code ‘K’ Through GSM←−−−−−−−−−−−−−−−−−− S

R = K ⊕RWPD

Retrieves serial number

‘Ser’ of the device

Spub(R||Ser||Tuc)

U
Spub(R||Ser||Tuc)−−−−−−−−−−→ S

Spri(Spub(R||Ser||Tuc))

∆T =(Tsc-Tuc)

Verify the random none ‘R’

U
Spri(Q,RID, Y, Tsc)←−−−−−−−−−−− S

Spub(Spri(Q,RID, Y, Tsc))

∆T =(Tuc-Tsc)

Z = h(ID||PWD)⊕ r

Login and Authentication Fi = F
′
i = H(Bi)

r=Z ⊕ h(ID||PWD)

RPWD = h(r||PWD)

P = Q⊕RPWD
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Table 7.4: Proposed three-factor authentication scheme

Phase User TMIS

Y = h(P ||RPWD||ID)

Ju = h(Tuc||P )

Spub(RID, Ju, Tuc, Fi)

U
Spub(RID, Ju, Tuc, Fi)−−−−−−−−−−−−→ S

Spri(Spub(RID, Ju, Tuc, Fi))

∆T = (Tsc − Tuc)

Check if

Fi=Fi (Stored in DB)

Spri(Spub(ID||R))

P = h(R||ID)

J
′
u=h(Tuc||P )

Check if

J
′
u=Ju

RID
′= Spri](ID||R)

Js=Ep(RID
′ , J ′

u, Tcs)

U (Js, Tcs)←−−−− S

Dp(Ep(RID
′ , J ′

u, Tsc))

∆T =(Tuc-Tsc)

Check if

J
′
u=Ju

Check if

RID=RID
′

Sk = h(P ||Tuc||Tsc) Sk = h(P ||Tuc||Tsc)

Password Update RPWD
′=h(r

′||PWD
′
)

Spub(RPWD
′ , Tuc)

U
Spub(RPWD

′
, Tuc)

−−−−−−−−−−−→ S

Spri(Spub(RPWD
′ , Tuc))

∆T=(Tsc-Tuc)

K
′
= R

′ ⊕RWPD
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Table 7.4: Proposed three-factor authentication scheme

Phase User TMIS

U
Verification Code ‘K

′
’ Through GSM←−−−−−−−−−−−−−−−−−− S

R
′
= K

′ ⊕RWPD

Retrieves serial number

‘Ser’ of the device

Spub(R
′||Ser||Tuc)

U
Spub(R

′ ||Ser||Tuc)
−−−−−−−−−−→ S

Spri(Spub(R
′||Ser||Tuc))

∆T=(Tsc-Tuc)

Verify Random nonce ‘R′’ and

serial number ‘Ser’ of the device

P
′
= h(R

′ ||ID)

Q
′=P ′ ⊕RPWD

′

Y
′=h(P

′ ||RPWD
′||ID)

U
Spri(Q

′
, Y

′
, Tsc)←−−−−−−−−− S

Spub(Spri(Q
′ , Y ′ , Tsc)

∆T=(Tuc-Tsc)

Z
′=h(ID||PWD

′
)⊕ r

7.6.5 Revocation Phase

Users only go through from this phase when they want to revoke their registration due to regis-

tered device loss/stolen, ‘ID’ compromise or password compromise. For an efficient revocation

mechanism, user must provide his/her backup cell phone number or email address which he/she

can access at an appropriate time accordingly. The backup cell phone number or email address

must be provided by the user when he/she login for the first time, the application will not offer its

services until backup cell phone number or email address is provided. Incase of device loss, the
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user downloads the application on any device and goes to the revocation section, this section asks

the username, password and registered cell phone number of the user and encrypts them with the

server’s public key Spub and sends it to the server. Server upon receiving the message from user,

decrypts the message using its private key Spri. Server verifies the ‘ID’, password and cell phone

number, after successful verification, the server demands the backup cell phone number or email

address previously provided by the user so that a verification code can be sent to the user. On pro-

viding the valid backup cell phone number or email address, the server sends the verification code

to the provided input. On receiving the verification code user encrypts the verification code with

server’s public key Spub and sends it to the server, server upon receiving the message from user

decrypts the message using its private key Spri. Server verifies the verification code by matching

it with the sent one and on successful verification revokes/terminates the user account so that it

cannot be misused by anyone. All the messages sent to user or server contain timestamp so that

the freshness of every message can be guaranteed.

7.7 Proposed Two Factor Authentication Scheme

The proposed two-factor authentication is very similar to the proposed three-factor authentication

scheme with few minor differences. As we have proposed a two-factor authentication scheme for

the patients in our hybrid model, we have removed the biometric information verification from

the proposed two-factor authentication scheme. The scheme does not also dully verify the device

identity by sending the verification code to the patient, a verification code is sent to the patient

only when he/she wants to change his/her password, revokes his/her identity or when bypasses

authentication mechanism incase of emergency. Our proposed two-factor authentication scheme

also have five phases.

• Registration Phase
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• Login Phase

• Authentication Phase

• Password Update Phase

• Revocation Phase

7.7.1 Registration Phase

In registration phase, the user first downloads the e-Healthcare provider application from a legit-

imate platform for accessing the services provided by the service provider. On downloading the

application, the cell phone also downloads the server’s public key Spub, functions such as hash

function h(.), bio-hash function H(.), encryption Ekey and decryption functions Dkey. The down-

loaded keys and functions are the part of the application and application cannot execute properly

without these keys and functions.

In this phase user registers with the service provider as a physician. In the 1st step, user keys

his/her ‘ID’, password ‘PWD’ and trusted cell phone number ‘N ’. Cell phone application on

receiving the said input computes RPWD = h(r||PWD), where ‘r’ is a random nonce. Cell

phone also computes Spub(ID,N,RPWD, Tuc), where Tuc is the current timestamp of the user

and Spub is the public key of the server. Cell phone transmits the following information to server:

• U → S = Spub(ID,N,RPWD, Tuc)

On receiving information from the user, the server decrypts the received information using its

private key Spri and extract the ‘ID’, cell phone number ‘N ’ of the registering user, password

of the user hashed with a random nonce ‘RPWD’ and the registration timestamp Tuc. At first,

the server verifies the ∆T = (Tsc − Tuc), where Tsc is the current timestamp at the server end,

∆T should be in the permissible range to thwart any replay attack. Server then verifies the format
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of the ‘ID’, the cell phone number ‘N ′ and also verifies uniqueness of them and computes the

following:

Spri(Spub(ID,N,RPWD, Tuc))

P = h(R||ID)

Q = P ⊕RPWD

Y = h(P ||RPWD||ID)

RID = Spub(ID||R)

K = R⊕RPWD

where ‘R’ is a random nonce generated at server end and Spub is the public key of the server.

After these computations server stores ‘RID’ in its registration database and sends the verifi-

cation code ‘K’ through GSM message to the user’s given cell phone number for verification

purpose. On receiving the verification message, the user application first retrieves ‘R’ by com-

puting R = K ⊕ RPWD, then asks the user device for its serial number ‘Ser’ and computes

Spub(R||Ser||Tuc). The application then sends the computed parameter to the server. Server de-

crypts Spri(Spub(R||Ser||Tuc)) the response from the user, first verifies the ∆T = (Tsc−Tuc) and

then the random nonce ‘R’, where Tuc is the current timpestamp at the user end, Tsc is the current

timpestamp at the server end and ∆T is the permissible range of time after which the message

will expire. On the successful verification, the server stores ‘Ser’ (serial number of the device)

and sends the following to the user.

• S → U = Spri(Q,RID, Y, Tsc)

On receiving the above information from server, the user first decrypts the message by using the

server’s public key Spub. After successful decryption the user verifies the ∆T=(Tuc−Tsc), where

Tuc is the current timestamp at the user end and Tsc is the current timestamp at the server end, ∆T
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should be in the permissible range to thwart any replay attack. The successful decryption verifies

the authenticity of the message that it came from the server and cannot come from anywhere else

as no one can have server’s private key Spri. After verifying the authenticity, the user computes

Z = h(ID||PWD) ⊕ r and saves the output in its database and discards all other values except

these (Q,RID, Y, Z).

7.7.2 Login Phase

This phase is more important than the registration phase in respect of communication cost, compu-

tation cost and delay, because registration phase occurs once whereas this phase occurs whenever

a user attempts to access the services provided by the e-Healthcare provider. To access the ser-

vices, user keys his/her ‘ID’ and password ‘PWD’, on receiving the desired information from

user the user’s application first retrieves the random nonce ‘r’ and computes other parameters by

performing the following operations:

r = Z ⊕ h(ID||PWD)

RPWD = h(r||PWD)

P = Q⊕RPWD

Y = h(P ||RPWD||ID)

Where ‘r’ is the retrieved nonce and ‘P ’ is the shared secret between user and server and never

traveled on the communication channel during the registration phase instead Q = P ⊕ RPWD

was transmitted. Cell phone matches the computed ‘Y ’ with the stored one to verify the given

‘ID’and password ‘PWD’. If it does not match, the application ends the current login session

otherwise application computes Ju = h(Tuc||P ), where Tuc is the current timestamp at user end.

User sends the following information to the server.
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• U → S = Spub(RID, Ju, Tuc)

7.7.3 Authentication Phase

In this phase server authenticates the user on the basis of the given information by the user. On

receiving information Spub(RID, Ju, Tuc) from the user, the server first decrypts it with its private

key Spri and retrieves (RID, Ju, Tuc, server then verifies the freshness of the message by comput-

ing ∆T = (Tsc − Tuc), once freshness is guaranteed, then the server verifies the other presented

parameters. If the verification of freshness of the message fails, the server terminates the current

session or otherwise computes the following:

Spri(Spub(ID||R)) Retrieves user ‘ID’ and server generated nonce ‘R’

P = h(Spri||ID) Retrieves shared secret ‘P ’

J
′
u=h(Tuc||P )

RID
′=Spri(ID||R)

Js=Ep(RID
′ , J ′

u, Tsc) Encryption using shared secret ‘P ’ as symmetric encryption key

Where ‘P ’ is the shared secret and ‘R’ is the retrieved nonce generated at server end. After com-

puting ‘J ′
u’ server checks its equivalency with the received one from the user. Equivalency implies

that the user is a legitimate user of the TMIS. If equivalency does not hold, server terminates the

current session. If equivalency holds then server computes RID
′ , Js and sends it to user so that

user can also authenticate the server. After performing the above mentioned operations, server

sends the following information to the user:

• S → U = (Js, Tsc)

On receiving the response message from the server, the user performs the following operations to

authenticate the server:
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Dp(Js)=Dp(Ep(RID
′ , J ′

u, Tsc)) Decryption using shared secret ‘P ’ as symmetric decryp-

tion key

∆T=(Tuc-Tsc)

Check the equivalency of J ′
u=Ju , if does not hold terminate the session otherwise verify the

equivalency of stored RID with the received RID
′ , if does not hold terminate the session,

otherwise the legitimacy of the server is achieved. After the mutual authentication user and

server both compute the session key as follows: Sk=h(P ||Tuc||Tsc)

Cell phone first verifies that ∆T is within the permissible range, then checks the equivalency of

received J
′
u with the computed one at its end. If ∆T is not within the permissible range or J ′

u

does not match, cell phone application terminates the current session or otherwise server identity

is verified along with message freshness . After verifying the server identity, user computes the

session key Sk for current session. Server also computes the session key Sk at its end. Our

authentication scheme does not only successfully achieves the mutual authentication but it also

verifies the legitimacy of the user device. For the verification of the user device, server sends a

verification code ‘K’ to the registered number ‘N ’ of the user. On receiving the verification code

‘K’ from server, user retrieves ‘R’ by computing R = K ⊕RPWD, retrieves the device’s serial

number Ser, computes Spub(R||Ser||Tuc) and sends it to the server. After receiving the input

from user, the server decrypts the message using its private key Spri and verifies the ‘R’ and the

received serial number with with the stored ones. On successful verification of both, the server

grants the access to the TMIS.
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7.7.4 Password Update Phase

In this phase, the user updates his/ her password, the password should be changed and updated

at both ends in an efficient manner. The password change should be properly communicated to

the server before updating at the user end. Consider a scenario in which user changes his/ her

password and fails to communicate the update to the server due to the loss/ unavailability of the

communication channel. In such a situation, the user and server will have a different password,

hence he/ she will not be able to login to the server and will face denial of service.

Our proposed password update mechanism updates the user password at the user end after get-

ting approval from the server. In password update phase, the user first logs in to the server and

requests to initiate the password change mechanism. The password update wizard will ask the

user to provide a new password PWD
′ , on receiving the input from the user the wizard com-

putes RPWD
′=h(r

′||PWD
′
), where ’r′’ is a new random nonce. The update wizard computes

Spub(RPWD
′ , Tuc), where Tuc is the current timestamp of the user and Spub is the public key of

the server. Cell phone transmits this computed information to the server:

• U → S = Spub(RPWD
′ , Tuc)

On receiving the above information from the user, the server decrypts the received information

using its private key Spri and extracts the updated password RPWD
′ of the user hashed with a

new random nonce ’r′’ and the user timestamp. At first, the server verifies the ∆T =(Tsc-Tuc),

where Tsc is the current timestamp at the server end, ∆T should be in the permissible range to

thwart any replay attack. Server then generates a new random nonce ‘R′’ and compute K
′

=R′

⊕RPWD and sends the verification code ‘K ′’ to the user’s registered cell phone number through

GSM channel, On receiving the verification code ‘K ′’ the application retrieves ‘R′’ by computing
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R
′

= K
′ ⊕ RPWD. The application also retrieves the serial number Ser of the device, then

computes Spub(R
′||Ser||Tuc) and sends it to the server. Server decrypts Spri(Spub(R

′||Ser||Tuc))

the response message from the user. The user then verifies the ∆T =(Tsc-Tuc), serial number

Ser of the device and random nonce ‘R′’. On successful verification, the server computes the

following and sends to the user:

Spri(Spub(RPWD
′ , Tuc))

P
′
= h(R

′||ID)

Q
′=P ′ ⊕RPWD

′

Y
′=h(P

′ ||RPWD
′ ||ID)

• S → U = Spri(Q
′ , Y ′ , Tsc)

On receiving the information from the server, the cell phone first decrypts the message by using

the server’s public key Spub, then verifies the ∆T =(Tuc-Tsc). The successful decryption using

server’s public key Spub verifies the authenticity of the message that it came from the server and

cannot come from anywhere else. After verifying the authenticity of the server, the user computes

Z
′=h(ID||PWD

′
) ⊕ r and saves the new computed values of Q′ , Y ′ and Z

′ and discards the

previous computed ones.

In password update phase, the service provider application installed in cell phone computes a new

random ‘r’ that is very critical in computing the shared secret ‘P ’, therefore frequent update of

user password becomes very important.Therefore, in proposed model, the server will force the

user to update his/her password after every 30 days or after every 50 successful authentication

requests, whichever comes first. This will be very helpful in mitigating online password guessing

attack, offline guessing attack, replay attack and will also protect user anonymity against attacks

on user identity.
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The complete flow of the proposed two-factor authentication scheme is presented in Table 7.6 and

the notations used in the scheme are given in Table 7.5 for better understanding.
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Table 7.5: Description of used notations in proposed schemes

Notation Description

ID User chosen identification/ username

PWD User chosen password

N Cell phone number of the user

Ser Serial number of the user device

RPWD Hash of user password after concatenated with ‘r’ for insider attack protection

R Random nonce generated at server end

r Random nonce generated at user end

P Shared secret

RID Encrypted user ID after concatenated with ‘R’, securing user ID for anonymity

Y Cell phone matches to verify the user ID and PWD during login phase

Spri Server’s private key

Spub Server’s public key

Sk Session key

Ep Encryption function using shared secret P as encryption key

Dp Decryption function using shared secret P as decryption key

K Verification code sent through GSM

Tuc Current time at user end

Tuc Current time at server end

∆T Permissible time after which the message will expire

100



Table 7.6: Proposed two-factor authentication scheme

Phase User TMIS

Registration ‘ID‘, ‘PWD’

RPWD = h(r||PWD)

Spub(ID,N,RPWD, Tuc)

U
Spub(ID,N,RPWD,Tuc)−−−−−−−−−−−−−−→ S

Spri(Spub(ID,N,RPWD, Tuc))

T = (Tsc − Tuc)

P = h(R||ID)

Q = P ⊕RPWD

Y = h(P ||RPWD||ID)

RID = Spub(ID||R)

K = R⊕RWPD

U
Verification Code ‘K’ Through GSM←−−−−−−−−−−−−−−−−−− S

R = K ⊕RWPD

Retrieves serial number

‘Ser’ of the device

Spub(R||Ser||Tuc)

U
Spub(R||Ser||Tuc)−−−−−−−−−−→ S

Spri(Spub(R||Ser||Tuc))

∆T =(Tsc-Tuc)

Verify the random none ‘R’

U
Spri(Q,RID, Y, Tsc)←−−−−−−−−−−− S

Spub(Spri(Q,RID, Y, Tsc))

∆T =(Tuc-Tsc)

Z = h(ID||PWD)⊕ r

Login and Authentication ‘ID‘, ‘PWD’

r=Z ⊕ h(ID||PWD)

RPWD = h(r||PWD)

P = Q⊕RPWD

Y = h(P ||RPWD||ID)
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Table 7.6: Proposed two-factor authentication scheme

Phase User TMIS

Ju = h(Tuc||P )

Spub(RID, Ju, Tuc)

U
Spub(RID, Ju, Tuc)
−−−−−−−−−−→ S

Spri(Spub(RID, Ju, Tuc))

∆T = (Tsc − Tuc)

Check if

Spri(Spub(ID||R))

P = h(R||ID)

J
′
u=h(Tuc||P )

Check if

J
′
u=Ju

RID
′= Spri](ID||R)

Js=Ep(RID
′ , J ′

u, Tcs)

U (Js, Tcs)←−−−− S

Dp(Ep(RID
′ , J ′

u, Tsc))

∆T =(Tuc-Tsc)

Check if

J
′
u=Ju

Check if

RID=RID
′

Sk = h(P ||Tuc||Tsc) Sk = h(P ||Tuc||Tsc)

Password Update RPWD
′=h(r

′ ||PWD
′
)

Spub(RPWD
′ , Tuc)

U
Spub(RPWD

′
, Tuc)

−−−−−−−−−−−→ S

Spri(Spub(RPWD
′ , Tuc))

∆T=(Tsc-Tuc)

K
′
= R

′ ⊕RWPD

U
Verification Code ‘K

′
’ Through GSM←−−−−−−−−−−−−−−−−−− S

R
′
= K

′ ⊕RWPD
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Table 7.6: Proposed two-factor authentication scheme

Phase User TMIS

Retrieves serial number

‘Ser’ of the device

Spub(R
′ ||Ser||Tuc)

U
Spub(R

′ ||Ser||Tuc)
−−−−−−−−−−→ S

Spri(Spub(R
′||Ser||Tuc))

∆T=(Tsc-Tuc)

Verify Random nonce ‘R′’ and

serial number ‘Ser’ of the device

P
′
= h(R

′||ID)

Q
′=P ′ ⊕RPWD

′

Y
′=h(P

′ ||RPWD
′ ||ID)

U
Spri(Q

′
, Y

′
, Tsc)←−−−−−−−−− S

Spub(Spri(Q
′ , Y ′ , Tsc)

∆T=(Tuc-Tsc)

Z
′=h(ID||PWD

′
)⊕ r

7.7.5 Revocation Phase

Users only go through from this phase when they want to revoke their registration due to regis-

tered device loss/stolen, ‘ID’ compromise or password compromise. For an efficient revocation

mechanism, user must provide his/her backup cell phone number or email address which he/she

can access at an appropriate time accordingly. The backup cell phone number or email address

must be provided by the user when he/she login for the first time, the application will not offer its

services until backup cell phone number or email address is provided. Incase of device loss, the

user downloads the application on any device and goes to the revocation section, this section asks

the username, password and registered cell phone number of the user and encrypts them with the
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server’s public key Spub and sends it to the server. Server upon receiving the message from user,

decrypts the message using its private key Spri. Server verifies the ‘ID’, password and cell phone

number, after successful verification, the server demands the backup cell phone number or email

address previously provided by the user so that a verification code can be sent to the user. On pro-

viding the valid backup cell phone number or email address, the server sends the verification code

to the provided input. On receiving the verification code user encrypts the verification code with

server’s public key Spub and sends it to the server, server upon receiving the message from user

decrypts the message using its private key Spri. Server verifies the verification code by matching

it with the sent one and on successful verification revokes/terminates the user account so that it

cannot be misused by anyone. All the messages sent to user or server contain timestamp so that

the freshness of every message can be guaranteed.

7.8 ∆T Criteria

All message transactions between server and user during the authentication process contain ∆T

for message freshness validation. ∆T is the maximum permissible life-time of any authentication

message in transit, after which the message will expire and will not be considered for any legiti-

mate authentication request. The expired message receiving party will initiate the retransmission

request to the sending party so that the authentication request can be further processed.

∆T is set for 30 seconds for all messages transmitted through Internet and 90 seconds for all

messages transmitted through GSM channel. Only three requests for retransmissions are allowed

during the authentication process, after which the session will be rejected by both parties.

The criteria can also be made flexible in such a way that the ∆T , the life-time of a message can be

increased at geographical locations where Internet bandwidth is thin and speed of communication
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is slower than usual, so that users do not face denial of service at remote areas due to bandwidth

issues. Similarly, the number of retransmission requests can be made flexible such that it can be

increased at remote locations where communication is slower than usual and can also be decreased

where communication is more faster and reliable than usual.

7.9 Emergency Handling Mechanism

Emergency situations must be accounted for while designing the security mechanism for access-

ing the TMIS. In an emergency, the physician should be able to easily access the TMIS on the

behalf of the patient so that treatment can be started timely and accordingly. The emergency

mechanism should also not so weak that it can be accessed or compromised by an adversary in

healthy conditions. So, there is a tradeoff between designing a strong security mechanism and

designing a mechanism that can be easily accessed or bypassed. Emergency mechanism should

be designed such that it can be activated by the patient himself/herself or by the service provider’s

trusted staff at the time of emergency on patient’s behalf.

We propose an emergency option at the home screen of e-healthcare provider cell phone appli-

cation. When patient chooses this option, application asks for the registered cell phone num-

ber/email for patient identification and verification. The emergency request is authenticated by

sending a verification code to the registered cell phone number/email.

There can be a scenario, where patient reaches to hospital/physician in unconscious condition.

Physician requires access to the PHI of the patient for his investigation about the condition of the

patient. In this scenario, user cannot be asked for the registered cell phone number/email address.

The authentication mechanism requires bypassing, so that access to critical information can be

acquired in time.
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In our proposed model physicians have a strict registration criteria, physician’s registration re-

quest only approved by the service provider after his/her physical verification on duty by the

e-Healthcare provider. So, a physician is also a more trusted user of the e-Healthcare service

provider. In emergency conditions, where user cannot be asked for the registered cell phone num-

ber/email, physician can use his/her registered cell phone number/email on the patient’s device for

getting access to patient’s PHI. The server approves the access request after verifying the identity

of the physician. The server sends the verification code to the physicians registered cell phone

number. The event will be recorded in the e-Healthcare service provider database and the alarm

notification will also be sent to the user’s registered cell phone number/email address irrespective

of the fate of the request i.e approved or denied.

The authentication mechanism can also be bypassed or temporarily deactivated by the service

provider’s trusted staff, who have administrative access to the service provider’s database. This

temporary deactivation sends the alarm notification to patient as well as to his/her physician.

The authentication mechanism will remain deactivated until the patient recovers and leaves the

hospital.

The application emergency mechanism can be accessed at any stage or condition (locked) of

the cell phone, for this the application must have permissions such that it can be accessed even

when the phone is locked, this enables the physician to access the patients PHI by using his/her

credentials as he/she does not know the unlock key of the cell phone. It is also necessary because

it only enables physician to access the patients PHI not patients personal data which is stored in

the cell phone and also prohibited for the physician.
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7.10 Conclusion

Chapter 7 covered comparison of authentication categories, proposed hybrid model for authenti-

cation, three-factor and two-factor authentication schemes and emergency handling mechanism.

From the comparison of authentication categories, it is concluded that three-factor authentication

scheme is more secure as compared to two-factor and one-factor authentication schemes. Three-

factor authentication scheme provide more security at the cost of more delay, computation cost,

communication cost and user easiness. It is also learned that the users are now more comfortable

with biometric enabled three-factor authentication schemes, therefore number of devices with

biometric feature has increased at an alarming rate recently.

The proposed hybrid model presents separate authentication mechanism for users on the basis

of their role in the e-Healthcare architecture. Therefore, for patients, two-factor authentication

scheme have been proposed, whereas for physicians three-factor authentication scheme have been

proposed in this Chapter 7.

Finally, at the end of the Chapter 7, an emergency handling mechanism have been proposed.

The emergency mechanism will help the e-Healthcare provider staff to bypass the authentication

mechanism in emergency situations.
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Chapter 8

SECURITY ANALYSIS OF PROPOSED SCHEMES

8.1 Introduction

Chapter 8 is divided in four sections. First Section 8.1 contains the introduction of the chapter,

second contains the security analysis of the proposed authentication schemes against the online

password guessing attack, offline password guessing attack, user impersonation attack, denial-of-

service attack, session key disclosure attack, stolen verifier attack and privileged insider attack.

Third section presents the computation cost of the proposed schemes, the computation cost of the

user and the server have been evaluated separately. Finally, Section four summarizes the Chapter

8 and also presents its conclusion.

8.2 Security Analysis of Proposed Authentication schemes

This section presents the security analysis of proposed schemes (three-factor authentication, two-

factor authentication) in the light of proposed performance metrics presented in Chapter 3. The

security analysis of the proposed authentication schemes is as follows:

8.2.1 Online Password Guessing Attack

The proposed scheme resists online password guessing attack, as the attacker cannot guess the

user password in the absence of random nonce ‘r’. The cell phone application does not store the

user password in plain, instead it stores in the form of RPWD = h(r||PWD). The attacker

cannot get the password even he/she gets the physical access to the user’s phone, because it
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requires random nonce ‘r’ to compute the RPWD = h(r||PWD), which in not stored in plane

by the application instead it is stored in the form of Z = h(ID||PWD)⊕r. Therefore, the attacker

cannot guess the ‘ID’ and password of the user by mounting online password guessing attack. To

retrieve ‘r’, the attacker must provide the ‘ID’ and password to compute r = Z⊕h(ID||PWD)

which he/she obviously does not know that is why he/she requires the random nonce ‘r’.

8.2.2 Offline Password Guessing Attack

The proposed scheme resists offline password guessing attack, as the attacker cannot retrieve

the shared secret ‘P ’ and random nonce ‘r’ from the application as they are not stored in plain,

instead stored as Q = P ⊕ RPWD, Y = h(P ||RPWD||ID) and Z = h(ID||PWD) ⊕ r.

Incase, attacker gets the physical access to the cell phone application and retrieves the stored

parameters i.e Q, Y, Z even then he/she would not be able to retrieve the the shared secret ‘P ’ and

random nonce ‘r’ because of the involvement of server generated random nonce R in the shared

secret P = h(R||ID). The only way to retrieve the shared secret from Q = P ⊕ RPWD is

to retrieve the random nonce ‘r’ first, so that RPWD = h(r||PWD) can be calculated. The

only parameter stored in cell phone containing ‘r’ is Z = h(ID||PWD)⊕ r, to retrieve ‘r’ from

Z = h(ID||PWD) ⊕ r attacker must know the ‘ID’ and ‘PWD’, therefore we can verify that

attacker cannot retrieve ‘r’ as all three parameter in Z = h(ID||PWD) ⊕ r are unknown to the

attacker.

8.2.3 User Impersonation Attack

The proposed scheme resists the user impersonation attack, as the attacker cannot compute the

valid login request containing Ju = h(Tuc||P ) without the knowledge of the shared secret ‘P ’.

Beside, before sending the login request to the server, the cell phone application authenticates
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the user at its end. To be authenticated by the cell phone, the attacker must guess the ‘ID’ and

password ‘PWD’ pair simultaneously, which is not possible in polynomial time. In addition,

each valid login request contain timestamp, which makes the impersonation attack by the attacker

by replaying the login request also makes it impossible, therefore the attacker cannot impersonate

as a valid user.

8.2.4 Denial-of-Service Attack

The proposed scheme resists the denial-of-service attack, as the cell phone application does not

send the login request to the server until it authenticates at its end. In the login phase, user keys

his ‘ID’ and password, the cell phone application retrieves r = Z⊕h(ID||PWD) and computes

RPWD = h(r||PWD), P = Q ⊕ RPWD and Y = h(P ||RPWD||ID) and matches it with

the stored ‘Y ’, if it matches the application forwards the the login request to the server, otherwise

it terminates the login session at its end. Therefore, the attacker cannot mount denial-of-service

attack without being authenticated at the cell phone end first.

8.2.5 Session Key Disclosure

The proposed scheme resists the denial-of-service attack, as session key cannot be computed by

the adversary. The session key is computed using the shared secret Sk = h(P ||Tuc||Tsc), the

shared secret is computed using the server generated random number ‘R’ which is only known to

server, therefore session key cannot be computed by the attacker.

8.2.6 Stolen Verifier Attack

The proposed scheme resists the stolen verifier attack, as attacker cannot obtain user identity from

server’s database. The server does not store user ‘ID’ in plain, instead it stores the ‘ID’ in the
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form of P = h(R||ID), therefore without the knowledge of server generated random nonce ‘R’

an attacker cannot obtain the user ‘ID’.

8.2.7 Privileged Insider Attack

The proposed scheme resists the privileged insider attack, as attacker cannot obtain user password

‘PWD’ from server’s database. User does not provide his/her password in plain to the server,

instead password is provided in the form of RPWD = h(r||PWD). The insider cannot obtain

the password without the knowledge of the user generated random nonce ‘r’, which was never sent

to the server, therefore, any privileged insider cannot retrieve password from server’s database.

8.2.8 Ensures User Anonymity

The proposed scheme ensures user anonymity, as the cell phone application does not store the

user ‘ID’ in plain, instead, the user ‘ID’ is stored in the form of Z = h(ID||PWD) ⊕ r,

Q = P ⊕ RPWD, Y = h(P ||RPWD||ID) and RID = Spub(ID||R). During the registration

phase, the user ‘ID’ does not travel on the communication channel in plain, instead, the cell phone

application encrypts it with the server’s Spub, Spub(ID,N,RPWD,Fi, Tuc) before its transmis-

sion on the public channel. The attacker cannot retrieve the user ‘ID’ from RID = Spub(ID||R)

without the knowledge of server’s private key Spri. During the login and authentication phase, the

user ‘ID’ also does not send the ‘ID’ on communication channel in plain, instead, it travels in

the form of RID = Spub(ID||R) and Js=Ep(RID
′ , J ′

u, Tsc), therefore an attacker cannot retrieve

the user ‘ID’ from RID = Spub(ID||R) without the knowledge of server’s private key Spri and

similarly cannot retrieve it from Js=Ep(RID
′ , J ′

u, Tsc) without the knowledge of the shared secret

‘P ’.
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8.2.9 Initial Authentication at Cell Phone

The proposed scheme authenticates the user at the user end first, before sending any login request

to the server to guard against DOS attacks. It sends the login request to the server only after the

successful authentication at the user end. The application computes the RPWD = h(r||PWD)

and Y = h(P ||RPWD||ID) from the received ‘ID’ and password ‘PWD’ provided by the user

and matches the stored ‘Y ’ with the computed one, the successful match verifies that the user is

the valid user of the application, otherwise the session is rejected. The cell phone application does

not send any authentication request to the server, until the computed ‘Y ’ matches with the stored

one. Hence, the cell phone authenticates the user at the user end before sending any authentication

request to the server.

8.2.10 Mutual authentication

The proposed scheme ensures mutual authentication and resists user impersonation attack as well

as server impersonation attacks. The server computes J
′
u = h(Tuc||P ) and matches it with the

received one ‘Ju’ from the user, the successful match ensures the legitimacy of the user, because

no one else can have the shared secret ‘P ’. Similarly, the user matches ‘RID’ with the received

one from the server ‘RID
′’, the equivalency verifies the legitimacy of the server, because no

one else can have the shared secret ‘P ’ to compute Js=Ep(RID
′ , J ′

u, Tsc). Hence, the scheme

achieves mutual authentication using the shared secret ‘P ’.

8.3 Computation Cost

This Section 8.3 presents the computation cost of the proposed scheme. The proposed scheme is

designed such that the computation cost remains within the low or in the medium category for all

of the phases of the authentication scheme. The computation cost of the login and authentication
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phase is more important than the registration phase, which occurs only once while the login and

authentication phase occurs whenever user attempts to access the TMIS. The computation cost of

the login and authentication phase is computed by calculating the number of operations performed

during these phases. The computation cost of user and server during the registration, login and

authentication phase are presented as follows.

8.3.1 User Computations

The user computation cost is computed by calculating the number of function operations per-

formed by the user during the login and authentication phase. During the login and authentication

phase, hash function calculations have have been performed eight times, encryption and decryp-

tion function operations have been performed six times while ignoring XOR operations as they

do not take considerable time for computation. Among eight hash operations, six operations have

been performed by the user. Similarly, among six encryption/ decryption operations, two opera-

tions have been performed at the user end. In total, user have performed eight operations, which

falls under the medium category described in Chapter 5 and also presented in [92]. In three-factor

authentication scheme, the user performs an additional computation i.e the bio-hash function for

the verification of the user biometric information. We ignored the XOR operations as XOR are

one step operations and take very less time to compute as compared to hash and encryption/

decryption operations.

8.3.2 Server Computations

The server computation cost is computed by calculating the number of operations performed at

the server end during the login and authentication phase. In the login and authentication phase,

hash function calculations have have been performed eight times, encryption and decryption func-
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tion operations have also been performed six times while ignoring the XOR operations as they do

not take considerable time for computation. Among eight hash operations, only two hash oper-

ations have been performed by the server. Similarly, among six encryption/ decryption function

operations, four such operations have been performed at the server end. In total, the server has

performed six operations which falls under the medium category of computation cost described

in Chapter 5 and also presented in [92].

The computation cost of the the user and the server for the proposed three-factor and two-factor

authentication schemes is presented in Table 8.1, similarly the security index of the proposed

authentication schemes is presented in Table 8.2, the table is tabulated on the basis of security and

privacy properties mentioned in Chapter 2, Section 2.3 and listed as follows:

A1: Ensure user anonymity

A2: Resist insider attack

A3: Ensure efficient password update

A4: Ensure session key verification

A5: Ensure forward secrecy

A6: Resist denial of service attack

A7: Resist off-line password guessing attack

A8: Resist stolen smart card/ phone attack

A9: Resist user impersonation attack

A10: Resist stolen verifier attack

A11: Resist replay attack

SI: Security index
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Table 8.1: Computation cost of proposed schemes

Phase User Computations Server Computations

Three-Factor Authentication Scheme

Registration 1TH + 2Th + 3Ts+1Txor 2Th + 3Ts+1Txor

Login and Authentication 1TH + 5Th + 2Ts+2Txor 2Th + 4Ts

Password Update 2Th + 3Ts+1Txor 2Th + 2Ts+1Txor

Two-Factor Authentication Scheme

Registration 2Th + 3Ts + 1Txor 2Th + 3Ts+1Txor

Login and Authentication 5Th + 2Ts + 2Txor 2Th + 4Ts

Password Update 2Th + 3Ts+1Txor 2Th + 2Ts+1Txor

Table 8.2: Security and privacy properties of proposed schemes

Scheme A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 SI

Proposed Schemes 11

8.4 Conclusion

This Chapter 8 presented the security and computation cost analysis of the proposed three-factor

and two-factor authentication schemes. From the security analysis of the proposed authentication

scheme, it is concluded that the proposed schemes resists offline password guessing attack, online

password guessing attack, user impersonation attack, denial-of-service attack, session key disclo-

sure attack, stolen verifier attack, privileged insider attack and ensures user anonymity, mutual

authentication and initial authentication at cell phone end. The security index of the proposed

scheme presented in Table 8.2 is the highest among all the evaluated authentication schemes pre-

115



sented in Chapter 4, 5 and 6.

From the computation cost analysis presented in Table 8.1, it can be observed that the computa-

tion cost of both, the user and the server falls under the medium category [92], while ensuring all

the security and privacy properties. There is no other evaluated scheme in Chapter 4, 5 and 6, that

achieves higher security index while keeping the computation cost at medium category or lower.
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Chapter 9

CONCLUSION AND FUTURE RESEARCH DIRECTIONS

9.1 Introduction

Chapter 9 is divided in three sections. First Section 9.1 contains the introduction of the chapter,

Second Section 9.2 contains the conclusion of the research work based on the literature review

and proposed solution, and finally third Section 9.3 contains the future research directions.

9.2 Conclusion

In this research we have analyzed security and privacy properties, user efficiency, server efficiency,

as well as advantages and disadvantages of one-factor, two-factor and three-factor authentication

schemes. We have also analyzed the tradeoff between ensured security and mobility. The one-

factor authentication schemes have the least delay and are the most user friendly but they do not

provide adequate security. Two-factor authentication schemes tend to ensure desired security at

the cost of more delay and user interaction. Three-factor authentication schemes provide equiva-

lent security to two-factor authentication schemes at the cost of more delay and user interaction

but they also add another layer of security that ensures increased hard work for the adversary. As

two-factor and three-factor authentication schemes provide equivalent security, both can be used

for authentication in e-Healthcare infrastructure. Two-factor authentication schemes for the ordi-

nary users and three-factor authentication schemes for the physicians are suggested, as physicians

have the elevated access to the TMIS. Similarly, smart devices are suggested for all the users as
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the second layer of security to reap the benefits of mobility. A hybrid solution is recommended

that offers two-factor authentication methods to patients and three-factor authentication methods

to physicians.

The reviewed schemes in our literature review lack the practical approach, as most of them require

a secure channel for registration phase. The proposed schemes do not differentiate between the

physicians and the user, while clearly there is a big difference between their roles and their priv-

ileges. The researchers who proposed three-factor authentication schemes did not cater the fact

that not all users of cell phones have a biometric sensor embedded in their cell phone. Similarly,

the researchers who proposed two-factor authentication scheme did not take the advantage of the

third factor for the physicians.

Other proposed schemes lack in addressing emergency situations. The designed authentication

mechanism should be such that, it can be easily bypassed at the time of emergency by the user or

the by the physician. Similarly, the reviewed schemes do not verify the biometric information at

both ends i.e. the user end and the server end. As mobile apps can be manipulated, it is necessary

to verify the biometric information at server end as well. Our proposed scheme verify the biomet-

ric information at both ends to thwart any attack that can be launched by manipulating biometric

information at the user end. To minimize the delay and computation cost, several schemes do not

authenticate the user at the user end first, which can increase the communication cost incase user

enters the wrong credentials by mistake. This also allows adversary to launch denial-of-service

attack by exhausting the resources of the server with false authentication requests in bulk. Our

proposed authentication scheme authenticates the user at the user end first before sending any

authentication requests to the server.

From the security analysis of our proposed authentication schemes it is established that our
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schemes resist offline password guessing attack, online password guessing attack, user imper-

sonation attack, denial-of-service attack, session key disclosure attack, stolen verifier attack, priv-

ileged insider attack and ensures user anonymity, mutual authentication and initial authentication

at cell phone end. The computation cost is also reasonable for practical implementation.

The security index of our proposed schemes presented in Table 8.2 is the highest among all the

evaluated authentication schemes presented in Chapter 4, 5 and 6. Similarly, from the computation

cost analysis presented in Table 8.1, it can be observed that the computation cost of both, the user

and the server falls under the medium category [92], while ensuring all the security and privacy

properties. There is no other evaluated scheme in Chapter 4, 5 and 6, that achieves higher security

index while keeping the computation cost at medium category or lower.

Our proposed scheme also, verifies the device from which user tries to access the TMIS. RID =

Spk(ID||R) is sent to the user by the server in the registration phase. User sends this received

‘RID’ to the server in the login phase, the server matches this with the one it sent to the user in

the registration phase. The match implies that the user is sending the login request from the same

device, which he/she used for the registration phase. As a valid ‘RID’ requires server’s private

key Spk, which is only known to the server, so an adversary cannot generate a valid ‘RID’. The

device is dully verified by sending a verification code ‘K’, when a physician tries to access the

TMIS, as he/she has the elevated access which requires more strengthened security.

In the proposed scheme, every information is verified at the user end before sending it to the

server. Any session initiated by the adversary is terminated at the user end before consuming any

bandwidth, as any information provided by the logging user is first verified at the user end. This

feature also protects the TMIS for denial-of-service attacks from the adversary. The computation

and communication cost is reasonable for practical implementation of the proposed schemes as
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presented in 8.1.

For practical implementation of any authentication method/ scheme for e-Healthcare, local and

international laws must be observed. These laws address the user’s privacy and security concerns,

some of them are:

• Health Insurance Portability and Accountability Act (HIPAA): This law protects user’s con-

fidentiality and privacy. The law forbids anyone to use patient’s health record for any pur-

pose without patient’s consent.

• Health Information Technology for Economic and Clinical Health (HITECH): This law ad-

dresses user’s privacy and security concerns associated with the electronic transmission of

health records. It ensures that patient’s health records are encrypted and bound the physi-

cians to destroy unencrypted health records after use.

• Personal Health Information Protection Act (PHIPA): This law establishes some rules for

collection, use and disclosure of patient’s health records. It addresses confidentiality and

privacy concerns of the users.

There are also some standards like: ISO 27799:2016 and ISO/IEC 17799, which provide guide-

lines and best practices for e-Healthcare. One-factor authentication methods fail to fulfill the

minimum requirements set by these laws to ensure users privacy, whereas two-factor authen-

tication methods can comply with the minimum requirements of these laws. It is also no-

ticed that this category of authentication schemes is currently recommended in e-Health industry

[158, 159, 160, 161]. Although, three-factor authentication methods fulfill the above mentioned

requirements but current e-Health infrastructure does not fully support these methods.
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9.3 Future Research Directions

As e-Healthcare is a new service delivery mechanism in the field of healthcare services, it has

comparatively vast scope for contribution than other established fields. Contribution of our re-

search work in the field of e-Healthcare is described as follows:

1. We have designed a performance criteria for authentication schemes, the criteria serves as a

guideline for the researchers in designing their authentication schemes for the e-Healthcare.

2. We have evaluated several well-known authentication schemes against the proposed perfor-

mance matrix and ranked them accordingly, which provides a holistic view of the existing

authentication schemes and also highlights the areas of improvement in those authentication

schemes.

3. We have evaluated and highlighted the advantages and disadvantages of different authen-

tication categories, which helps the researchers choosing a category for designing their

authentication schemes.

4. We have proposed a role based novel solution, that takes the benefits of all categories to

meet the user expectations from the e-Healthcare services.

5. We have proposed two different authentication schemes, one for the patients and the other

for the physicians. The security analysis proves that the proposed schemes meet and satisfy

the proposed performance criteria designed for the evaluation of authentication schemes.

As future research work, the proposed scheme can be simulated using different authentication

verification tools. The simulation results will further enhance the credibility and correctness of

the proposed schemes. The proposed scheme can be developed and integrated on any mobile

platform for practical usage purpose. As future research direction, the risk mechanism can be

introduced in the proposed schemes. A risk profile based on the registered user and the device
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behavior can be generated, the generated risk profile will be consulted whenever any user will

try to access the TMIS. The risk profile can include device’s GPS location, MAC address, serial

number, IP address, user login time etc. In high risk scenario, the server will have to verify the

legitimacy of the access request by sending a verification code to the patients/ physicians device

and/ or by asking security questions.
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Appendix A

ACRONYMS

TMIS: Telecare Medical information system

PHI: Protected health information

DOS: Denial-of-Service

RSA: River-Shamir-Adleman

ECC: Elliptic curve cryptography

EKE: Encrypted key exchange

A1: Ensure user anonymity

A2: Resist insider attack

A3: Ensure efficient password update

A4: Ensure session key verification

A5: Ensure forward secrecy

A6: Resist denial of service attack

A7: Resist off-line password guessing attack

A8: Resist stolen smart card attack

A9: Resist user impersonation attack

A10: Resist stolen verifier attack

A11: Resist replay attack

B1: User easiness

B2: Scheme complexity
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B3: Computation cost

B4: Delay

B5: Communication cost

B6: Mobility in case of smart card/ Biometric scanner

B7: Mobility in case of smart phone

B8: Severity of user compromise

B9: Severity of physician compromise

B10: Provide desired security

B11: Ensure privacy

SI: Security index

UC: User computations

UE: User efficiency

SC: Server computations

SE: Server efficiency

H: High

M: Medium

L: Low

Th : Time to compute a one-way hash operation

Tch : Time to compute a Chebyshev hash operation

Ts : Time to compute a symmetric/ asymmetric encryption/ decryption operation

Tpm : Time to compute a point multiplication/ modular multiplication operation

Tpa : Time to compute a point addition operation

Tminv : Time to compute a modular inverse operation

Tme : Time to compute a modular exponentiation operation
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Tf : Time to compute a pseudo-random function operation

TH : Time to compute a bio-hash operation

Txor : Time to compute an xor operation

h(.) : Hash Function

H(.) : Bio-hash Function

HIPPA: Health Insurance Portability and Accountability Act

HITECH: Health Information Technology for Economic and Clinical Health

PHIPA: Personal Health Information Protection Act

Efficiency : The total number of operations performed by the user and the server

High efficiency : Total number of operations ≤ 05

Medium efficiency : 08 ≥Total number of operations ≥ 06

Low efficiency : Total number of operations ≥ 08
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