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ABSTRACT 

Natural Language Processing is a growing field of Artificial Intelligence and used for 

interaction between computers and humans. In NLP, negation is of great importance as 

it changes the polarity of a sentence. Recognition of Cue and scope during negation 

detection is an important aspect. Research work has been reported in Negation 

Detection for English language, e.g. in biomedical domain, “Bioscope Corpus” is a 

corpus of Biomedical events annotated with negation cues and scopes. There is no such 

research done in Urdu and negation detection is difficult due to Urdu’s morphologically 

rich structure. In this thesis, a corpus has been created using BBC Urdu News articles. 

Using the guidelines for annotation of BioScope corpus, further rules are devised which 

are suitable for Urdu and applied on BBC Urdu corpus. Corpus comprises of 1600 

sentences, belonging to four domains (politics, sports, ). Different types of negation 

cues are extracted from corpus, which are: Single, Multiple and prefixes. Annotation 

has been carried out by 3 domain experts and inter-annotator agreement has been 

applied through Kappa. The annotated corpus is then used to devise a machine learning 

based method using Condition Random Fields (CRF) to detect “cue” and “scope” 

automatically. This system detected negation cue with 100% precision, 94% recall and 

96% F-measure; whereas scope is detected with 75% precision, 81% recall and 77% F-

measures. We further investigated the effect of automatically detected negation on 

sentence level Sentiment Analysis. For this purpose, we performed Sentiment Analysis 

on BBC Urdu News Corpus with and without using negation. Experiments showed an 

increase to 82.6% accuracy with using negation as compared to 76.4% without negation 

detection. 
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C h a p t e r  1  

INTRODUCTION 

Urdu language is national language of Pakistan and official language of six states of India 

and is also spoken in other countries. There are 159 million speakers of Urdu in the world 

and it comes in top 20 most spoken languages of the world. Urdu language is the 

combination of 70% of Persian words and 30% of mixture of Arabic and Turkish 

languages
1
 and is written in Nastaliq style. Urdu vocabulary is borrowed from different 

languages like Arabic, Sanskrit, Persian, English, Prakrit as well as Chagatai and 

Portuguese.
2
 Urdu is a very flexible language which can easily absorb other languages; 

however, at same time, it is complex language for automatic processing as flexibility in 

its syntax makes it difficult to make automatic processing difficult. 

In modern era of social networking and mobile phones, Roman Urdu is popularly used 

for writing short messages. Roman Urdu is a term used to describe "Urdu written with 

Roman Alphabets" such as ‘kya ho raha hai?’. Apart from that, a large number of 

population use English words regularly in normal communication for technology oriented 

words. This practice is being officially adopted in some governmental and social sectors 

where Code-switching between English and Urdu is introduced, named as ‘Urdish’. 

Government of Pakistan is working on Urdish curriculum as new medium for students. 

Apart from Roman Urdu, a wide range of Urdu literature (in unicode) is becoming 

available now on Internet. Urdu holds largest collection on Islamic literature which also 

includes translation of Qur’an. Many Arabic and Persian texts are also translated in Urdu. 

In recent years, various tools are available to type Urdu Language. All popular operating 

systems such as Windows and Linux distributions allow easy installation of Urdu 

Packages and Translation as well. Apple introduced Urdu keyboard across mobile devices 

and iOS8. Google introduced special input tools for Urdu language. Some special codes 

(ISO 639-1, ISO 639-2 and ISO 639-3) are assigned to Urdu. UTF-8 is used to encode 

                                                 
1 http://typesofbeauty.over-blog.com/article-urdu-the-origin-and-history-of-the-language-122605263.html 

2 https://en.wikipedia.org/wiki/Urdu 
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Urdu language which is supported by many software programs to support Urdu language. 

W3C also recommends UTF-8 for Urdu language for XML and HTML. 

Natural Language Processing (NLP) is a computational linguistic field concerned with 

computer and human languages. It is used to derive the meaning of human input for 

computers. Many different languages such as English, Chinese, and Arabic etc are used 

for this domain. However, NLP in Urdu is still a premature field and limited research 

work has been done in Urdu as compared to other popular languages. Even major NLP 

tools which are used for common tasks are still not available (or available with low 

precision) such as Urdu Parser, Urdu universal Dependency parser, core NLP, Named 

entity Recognizer, General Inquirer etc.  Some Organizations are working to develop 

tools which may help in future for Urdu NLP applications. CRULP
3
 corpus is only one 

Corpus of Urdu which is officially available.  

Negation is an important part of NLP in all languages. Its semantic function is to 

transform the statement into opposite meaning. In NLP, it is also known as polarity 

shifter as it can change the overall polarity of phrase or sentence. Negation is used in 

other tasks such as Sentiment Analysis and Question answers etc. Negation involves cue 

and scope detection where cue represents occurrence of negation whereas scope is the 

collection of words which are affected by Negation cue. Cue and scope detection are the 

important applications in NLP.  For detection, Corpus is annotated as cue and scope. In 

English language, there are some corpora which are available for this application such as 

BioScope Corpus
4
, SFU Review corpus

5
 and DrugDDI corpus

6
 etc. However, for Urdu, 

there is no such Corpus (at time of publishing of this thesis) available which is suitable 

for annotation.  

                                                 
3 http://www.cle.org.pk/software/ling_resources.htm 

4 http://rgai.inf.u-szeged.hu/index.php?lang=en&page=bioscope 

5 https://www.sfu.ca/~mtaboada/research/SFU_Review_Corpus.html 

6 http://labda.inf.uc3m.es/DrugDDI/DrugDDI.html 

 

http://rgai.inf.u-szeged.hu/index.php?lang=en&page=bioscope
https://www.sfu.ca/~mtaboada/research/SFU_Review_Corpus.html
http://labda.inf.uc3m.es/DrugDDI/DrugDDI.html
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Our study seeks to fill this gap by and presents the creation of a BBC Urdu News corpus 

which consists of news text in Urdu related to the domains of Pakistan, World, Science 

and Sports. Corpus is annotated for negation and its linguistic scope. We applied 

available guidelines of BioScope corpus[2] of English Language on BBC Urdu News 

corpus domain by adapting them, making necessary changes to make them suitable for 

Urdu language.  

Sentiment Analysis is an important application of NLP. Sentiment analysis is also 

performed on bi-lingual and multi-lingual contents. There are many languages on which 

sentiment analysis research is being performed such as English, Chinese, Arabic, Spanish, 

and Urdu etc. Sentiment analysis research in English has become very advanced and 

many tools and techniques are developed and made available. However, in less developed 

languages such as Urdu, limited research has been done. In this research, we performed 

Sentiment Analysis on the basis of negation to compare the change of results with and 

without negation. 

1.1 Problem Statement and objectives 

NLP for Urdu language is still in infancy. Higher level tasks such as sentiment analysis 

have been performed, however, the performance of such systems largely depend upon the 

detection of negated sentiments in corpus. There is no such work done for Urdu. In order 

to fill in this gap, a corpora is required that should be annotated with negations. Such 

corpora can be used to enhance NLP tasks such as sentiment analysis.  

1.2 Aims and Objectives 

This thesis is one step forward for NLP in Urdu which aims to provide a manually 

annotated corpus with POS Tags, Negations (Cue and Scope) annotated in it. The thesis 

discusses in detail the guidelines for negation annotation (similar to the ones provided in 

BioScope corpus).  We also explored the usage of ML for automatic detection of cue and 

scope from annotated corpus. The detailed objectives are provided below: 
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To create a manually annotated corpus in Urdu Language with POS, Negation 

(Cue and Scope) tags. 

To explore the machine learning approach for negation cue and scope detection 

Sentiment analysis of complex Urdu sentences with negations. 

Publish results in a peer-reviewed conference/journal. 

1.3 Contributions  

This research proposes the guidelines to annotate the corpus and explore the method to 

apply the machine learning approach. The major contribution of this research includes: 

Detailed analysis and complete description of Urdu corpus, collected from BBC Urdu 

News. 

BioScope Guidelines are applied on BBC Urdu Corpus after adapting them for Urdu 

language. 

Explored the use of ML for automatic negation cue and scope detection for Urdu. 

CRF++ was used for negation and scope detection. Results showed the performance of 

CRF on Urdu language 

Sentiment Analysis is done on the basis of automatically detected negation. Results 

showed improvement as compared to baseline methods. 

1.4 Thesis Organization   

The brief overview of each chapter is given below. 

 Chapter 1- Introduction: This chapter contains the introduction of Urdu language 

and Urdu NLP, problem statement and objectives. It also contains the contribution 

we have made through this research. 
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 Chapter 2- Literature Survey: This chapter contains the overview of previous NLP 

research in Urdu language. This chapter also contains separate literature review of 

annotation and Machine learning approaches for negation and scope detection. 

 Chapter 3- Methodology and Corpus Description: This chapter consists of details of 

this thesis work. This gives the complete methodology in the form of steps of our 

work. This chapter also explains the detailed analysis of corpus and detailed 

description of negation keywords. Tables are applied for  

 Chapter 4- Annotation: This chapter deals with annotation. This chapter presents the 

detailed information about adopted annotation guidelines on BBC Urdu News 

corpus. Some special cases are also highlighted and the solutions are also given for 

these cases. However, some examples are also given with each case to explain it 

very well. 

 Chapter 5-Cue and Scope detection: This chapter explains the complete steps to 

perform the machine learning approach on corpus for cue and scope detection. 

However, detailed description is provided for CONLL format with multiple 

examples. Results are also explained in tables and graphical form. 

 Chapter 6-Sentiment Analysis: This chapter explains Sentiment Analysis procedure 

with three types: manual, automatic and Negation. Results with accuracies are also 

explained in this section. 

 Chapter 7- Conclusion and Future work: This last chapter concludes the thesis with 

brief summary of achievement in this research. It also covers the future work of this 

research. 
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C h a p t e r  2  

LITERATURE SURVEY 

 

This Chapter presents a survey of recent work on Urdu NLP in general and negation 

detection (in other languages) in particular. Annotation guidelines and machine learning 

techniques for cue and scope detection are discussed. This survey shows annotation 

guidelines on different type of corpora. A survey of various machine learning techniques 

that are used on annotated corpus for negation cues and scope detection is presented. 

These research papers are critically reviewed in terms of Urdu Language, annotation 

guidelines and machine learning approaches. 

2.1. Sentiment Analysis in Urdu 

Among initial works on sentiment analysis in Urdu, Afraz Syed used a method where 

sentiUnits are extracted and identified using shallow parser[3]. This research comprises of 

two parts: first, lexicon is created and then in second part, a classification model is built 

for processing and classification. Lexicon is used for polarity assigning of sentiUnits. At 

the result, classification accuracy for sentiUnits with unmarked adjectives is about 75%, 

and for marked adjectives is 71% from 753 reviews. However, adjectives made by 

inflected nouns, entail the best results, with an accuracy of 80-85%. In another study, 

same authors as [3] used adjective phrases to perform sentiment analysis[4]. Shallow 

parsing is used for chunking and to extract the sentiUnits.  SentiUnits are assigned with 

polarity and polarity shifters. Then sentence polarity is calculated and by adding all 

sentence polarity, review polarity is calculated and compared with threshold value. Result 

showed that, in 450 movie reviews, among which 226 were positive and 224 were 

negative, their method showed an accuracy of 70%. They further applied their method on 

328 electronic appliances reviews, among which 177 were positive and 151 were 

negative and achieved an of 78% accuracy.  
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Sentiment analysis is also done on phrases which contain negative terms[5].  In this 

research, phrase level negation is focused. In phrase level negation, sentiUnits are used 

for negation identification. Polarities are identified by using lexicon and overall polarity 

is calculated by adding the polarities of sentiUnits. F-measure of set1in which implicit 

and explicit negation are absent is 85%; F-measure of set 2 in which explicit negation 

particles are used and implicit negations are absent is 67%; F-measure of set 3 in which 

implicit and explicit negation was present is 55%. 

An advanced level of sentiment analysis by using SentiUnits is presented in [6]. In this 

paper, Associator is an additional step from the previous research. In this research, 

model breaks up into 4 modules; first module is Preprocessor which is used to identify 

and segment the sentence; Output of preprocessor is the input to Extractor. Extractor is 

the second module which extracts the sentiUnits from sentence segments and targets. 

Associator is the third module used to link the targets with SentiUnits and Classifier is 

the fourth module that calculated polarity of sentence by using SentiUnits polarities. 

Improved accuracy with Associator is 82.5 % with dataset of 700-650 electrical 

appliances reviews while previous accuracy was 74%.                           

In another study, Sentiment analysis is done by using orientation and intensity [7]. In this 

paper, the overall orientation of a sentence is calculated by recognizing the prior polarities 

of the constituent subjective terms. However, polarity shifters are the words and phrases, 

which could change the prior polarity of the words in a sentence and overall polarity of 

the appraisal expression. Two datasets with and without polarity shifters are used. 

Algorithm used to compare the datasets given result that the presence of the polarity 

shifters in sentences lowers the F-measure by 5.5411%. 

In another study, opinion entities are extracted from Urdu newswire in [8]. Laborers and 

dependency parsers are used for Urdu. Candidate words sequences are generated 

corresponding to opinion entities and for subsequently disambiguating, theses sequences 

are presented as targets or opinion holders. Morphological inflections associated with 

nouns and verbs are exploited to identify the boundaries. Different levels of information 

are captured to train the linear and sequence kernels. In the result, using sequence kernels, 
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F-score is 58.06% for opinion entity performance and using combination of sequence and 

linear Kernels, F-score is 61.55%  

Sentiment analysis was used to differentiate the subjectivity and objectivity[9]. This 

research distinguished the subjective sentences from objective sentences in Urdu. Co-

training approach was used that augmented the subjective set and generated the objective 

set devoid of all samples close to positive ones. Experiments were based on SVM and 

VSM algorithms and showed that VSM works well as sentence level subjectivity 

classifier. With model vector of VSM, entire training set performance was 62% F-

measure with 78% subjectivity detection rate .However modified model vector increased 

the recall of negative class and increased the F-measure of positive samples. 

2.2. Cue and Scope Annotation 

BioScope corpus of English Language consists of 20,000 sentences of three different 

domains [2, 6]. According to guidelines, corpus is annotated with negation scope and 

speculative scope. Speculative cue is marked by angled brackets and negation cue is 

marked by square brackets. Scope of negation and speculation is marked by parenthesis. 

BioScope Corpus is annotated in XML format to clearly identify the negation and 

speculation cues and their scope. 

SFU Review corpus of English language consists of different domains [10]. Corpus 

consists of 17,263 sentences of 400 documents of movies, books and consumer product 

scopes. Some guidelines are adopted from BioScope corpus and some are modified for 

annotated corpus. Three annotators annotated the corpus by using guidelines. F-measure 

of negation cues is reported at 92% and its scope is 81% and a speculation cue is 89% and 

its scope is 70%. While Kappa measures gave 92% of negation cue and 87% of scope and 

89% of speculation cue and 86% of speculation scope [11]. 

In another corpus, Biomedical data of English Language is annotated with trigger, type, 

theme and cause in [12]. Three corpora of biomedical domain are used for annotation. In 
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this research, both rule-based and machine learning approaches are used for annotation. 

Six algorithms used in WEKA which are decision trees, random forest, Logic regression, 

Naïve Bayes, SVM and instance based algorithms. C4.5 of decision trees consistently 

performed on all three datasets in terms of F-score while Naïve Bayes achieved low 

precision for all datasets. 

Table 1: Summary of results of annotation 
Ref/year Language Corpus/dataset Technique Performance 

[2] 2008 English 20,000-annotated sentences - - 

[10] 2012 English 17,263-review sentences Kappa Negation:92.7% 

Scope: 87.2% 

[14] 2014 English 6,648-sentences   

[15] 2012  Arabic 2798- chat 

3015- Arabic tweets 

3008-sentence corpus 

3097- web forums 

 Kappa 89% 

89% 

85% 

85% 

Negation cues, event and scope annotation are performed on Conan Doyle stories 

corpus[13]. Negation cues are categorized in lexical and syntactical categories. In this 

annotation, cues are in bold to identify and scope are marked with square brackets and the 

negated event are marked with underline. Annotation style is adopted from BioScope but 

there are some differences. Inter-Annotator agreement is calculated for cue level and 

scope level in terms of precision, recall, F1 and F-measures. Highest F1score of negation 

cues was 94.88 and scope was 92.46. 

Negation annotation was done on DrugDDI Corpus which was collected from DrugBank 

database[14]. At first, annotation was done using rule-based method. BioScope guidelines 

were followed for annotation. Corpus was divided into training and testing dataset. TEES 

machine learning tool was used for experiment 

2.3. Machine learning techniques for Negation Detection 

Morante et al. used machine learning to find the scope of negation in biomedical 

dataset[16]. Whole system works in two phases. At first, system checks the negation 

signals in the sentence and then, system uses supervised machine learning approach to 

find the full scope of negation in sentence. Memory-based classifiers are used for both 
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phases. Dataset consists of annotated BioScope corpus of medical and biological texts. 

Dataset is annotated with negation and speculation that indicates the scope of negation 

signal. GENIA corpus of 11,872 sentences is used for experiments from which 1,739 are 

negation signals. Annotated corpus is then converted into CONLL Shared Task 2006 for 

further analysis. 

Ilya et al. applied machine learning techniques to distinguish the sentences with ‘not’ 

word to make differences between negated and positive sentence [17]. For comparison, 

two supervised learning classifiers (statistical NB & symbolic DT) are used. However, 

default NegEx rule is used to negate any UMLS terms. Dataset contained 207 sentences 

in which UMLS are negated by NegEx. While 10-fold cross validation is used to assure 

reliability. 

Blanco et al. interpreted the negation in English in terms of scope and focus [18]. 

Negation can be used as different connective adjuncts and inserted in different ways. 

Therefore some semantic relations (Agent, theme, instruments) are used for semantic 

representation. To determine the scope and focus, pattern methods are purposed. At first, 

patterns are used to identify the scope of negation and then patterns of scope are used for 

focus. However Penn Treebank is used for experiments. Some enhancements are done by 

removing prefixes and then the word remained valid. Semantic classes and potential focus 

are used to enhance the accuracy in terms of focus. Overall accuracy of scope and focus 

were 66% and 41%. 

Morante et al. used supervised machine learning on three different corpuses of BioScope 

to find the scope of negation signal[19]. Corpora consisted of clinical-free text, biological 

full papers and biological paper abstracts. Every sentence of corpus is annotated with 

negation and speculation. This annotation indicated the boundary of scope of negation.  

System is used to perform ML methods by performing two tasks. First task is to identify 

the negation and the second is to find the scope of negation. There are 3 classifiers which 

provide input to meta-learner using ML techniques e.g. SVM, memory based and CRFs. 

At the end, 10-fold cross validation experiments are performed. From 3 corpora, highest 
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accuracy rate in negation identification is 98.68% of abstracts. While in scope, highest 

accuracy is 92.46% of abstracts corpus. 

Councill et al. used CRFs for negation detection system[20]. Dataset of BioScope corpus 

is used for negation. Negation scope detection system acted as an annotator and relied on 

two distinct annotators to extract sentence boundary and for token annotation from 

dependency parser. Token wise distance and First order linear chain CRF to check that 

token is in negation scope or not. At last, Bioscope corpus achieves 80% and 75% F1 

score.  

Agarwal et al. proposed methods to identify the negation cue and scope [21]. Three types 

of methods (CRF, Baseline and NegEx) are used for negation cue and scope. In first, CRF 

model is separately trained for cue and scope. In second model, two baseline systems are 

developed for cue and scope detection. However, third model is based on NegEx 

algorithm. Models are trained on clinical and Biological data. NegEx performed best with 

95.82 F1-score  

Cruz et al. used machine learning approach to automatically detect the negation cue, 

speculation  and scope[22]. Two consecutive tasks are used for negation cue and scope. 

At first cues are detected by using Classifier. While In second step, classifier decided 

those words which are affected by cues and made those words a scope of negation. SVM 

trained those classifiers by using LIBSVM features. Some classification problems 

occurred and are solved by CSL (Cost sensitive learning). Some experiments are also 

done by using Naïve Bayes in Weka. SFU review corpus was used with 71.96% F1-score 

of negation cue and 68.59% F1-score of speculation.  However, 74.43% F1-score of 

negation scope and 74.49%F1-score of speculation scope. 

 Sergey et al. used two algorithms(NegEx, NegExpander) and two ML based 

classifiers(SVM, Naïve Bayes) for negation[23].UML terms were used for NegEx 

algorithm. NegExpander identifies negated UML term in conjunctive phrases to define 

negation boundaries. However, both classifiers (SVM, Naïve Bayes) used Weka for 
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training and testing. Training data was randomly selected from patient data repository. 

These four methods then compared with human judgments. At the result, from 1538, 

1071 were positive and 430 were negative. At the end, NegExpander had the highest 

91.20%.F-Score . 

Remus et al. Compared two methods (NegEx, CRF LingScope) for negation scope 

detection[24]. Although, implicit and explicit in word n-gram feature space was used for 

scope detection.CRF and NegEx were trained on BioScope corpus. Document level and 

sentence level polarity classification was done by In-domain and cross domain. At the 

end, f-score of LingScope was 0.675 and NegEx was 0.449 

Tanushi  et al. compared three negation and scope detection systems(NegEx, 

PyConTextNLP and SynNeg) in Swedish clinical text [25]. NegEx used the distance 

between negation and disease by using the number of tokens for scope in clinical text. 

While PyConTextNLP worked on sentences by relying on conjunction and SynNeg 

limited the scope to sentence boundary by using MaltParser. Dataset of annotated 

Swedish clinical corpus consisted of 2189 diagnostic expression sentences from which 

421 were negated. At the result, F1-score of NegEx is 79.6, PyConTextNLP is 79.6 and 

SynNeg was79.9. 

Abu-jabara used three tasks for detecting scope of negation in CRF [26]. At first, 

negation cues were detected then scope of negation cue was identified and then negated 

event was identified. For cue detection, some features were extracted to perform these 

tasks. Shared task2012 dataset was used. However, 3644 sentences of training set , 787 

sentences of development set and 1089 sentences of testing set were used in CONLL 

form. Overall accuracy of cue detection was 90.98% F1-score and scope detection was 

64.78%f1-score and a negation event was 51.10% F1-score. 

White et al. used regular expression rules extracted from training data and CRF was used 

for negation scope and events. CONLL format was used for training data[27]. For cues, 4 

regular expression rule patterns were learned by two processes. However, for scope, CRF 
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was used in MALLET toolkit. Gold standard data was used for training. Negated event 

was same as scope but the only difference was that each token was classified for each 

negation.F1-score of  full negation was 48.09%, cues was90.00%, and scope was 83.51%. 

Table 2 shows the summary of results of machine learning techniques of negation and 

scope detection 

Table 2: Summary of results of negation and scope detection 
Ref/year Language Corpus/dataset technique performance 

[28] 2009 English 1,600,000- training 

tweets 

359-testing tweets 

Naïve Bayes Accuracy=82.7% 

MaxEnt Accuracy=83.5% 

SVM Accuracy=82.2% 

[26] 2012 English 1089-sentences 

235-negation sentences 

CRF Cues: 

Precision=94.31% 

Recall= 87.88% 

Scope: 

Precision=90.00% 

Recall=50.60% 

[21] 2010  English 2801-sentences Baseline  F1-score= 98% 

NegEx F1-score= 95% 

[20] 2010  English 2670-BioScope Corpus 

 

CRF Precision=80.8% 

Recall=70.8% 

F1-score=75.5 

2111-product reviews Precision=81.9% 

Recall=78.2% 

F1-score=80.0% 

 

[22] 2015 English 17,263- SFU review 

corpus 

Baseline Precision=78.80% 

Recall=66.21% 

F1-score=71.96% 

 

[17] 2003 English 207-sentences Baseline 

 

Precision=72% 

Recall=100% 

F1-score=84% 

DT 

 

 

Precision=81% 

Recall=99% 

F1-score=89% 

NB  

Precision=88% 

Recall=93% 

F1-score=90% 

[23] 2006 English 100-patient notes NegEx accuracy= 91.90% 
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NegExpander accuracy= 92.26% 

SVM accuracy= 89.92% 

Naïve Bayes accuracy= 84.20% 

[19] 2009 English BioScope Corpus TiMBL 

 

Precision=82.25% 

Recall=80.54% 

F1-score=80.36% 

CRF 

 

Precision=93.42% 

Recall=80.24% 

F1-score=86.33% 

SVM Precision=93.80% 

Recall=85.16% 

F1-score=89.27% 

[16]2008 English 11,872- GENIA corpus 

sentences 

TiMBL Negation: 

Precision=90.42% 

Recall=93.38% 

F1-score=91.54% 

 

Scope: 

Precision=86.03% 

Recall=85.53% 

F1-score=85.78% 

[29] 2015 English BioScope Corpus 

 

 CRF 

SVM 

Precision=80.8% 

Recall=70.8% 

F1-score=75.5% 

SFU Review corpus 

 

Precision=66.8% 

Recall=87.4% 

F1-score=75.7% 

SemEval Twitter 

sentiment analysis data- 

12754 tweets 

Precision=73.8% 

Recall=68.4% 

F1-score=68.4% 

 

Twitter Negation 

corpus- 4000 tweets 

Precision=73.1% 

Recall=69.7% 

F1-score=68.8% 

[25] 2013 English 8874- Swedish clinical 

sentences 

NegEx 

 

Precision=79.6% 

Recall=79.6% 

F1-score=79.6% 
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PyConTextNLP 

 

 

 

SynNeg 

Precision=78.1% 

Recall=81.2% 

F1-score=79.6% 

 

Precision=77.0% 

Recall=82.9% 

F1-score=79.9% 

[27] 2012 English 1157-sentences CRF Cue: 

Precision=88.04% 

Recall=92.05% 

F1-score=90.0% 

 

Scope: 

Precision=82.90% 

Recall=64.26% 

F1-score=72.40% 

2.4. Sentiment Analysis 

Sentiment Analysis on twitter data is performed in [30] in which 5127 tweets are used as 

dataset. In this paper, emoticons are also involved for sentiment analysis by using 

emoticon dictionary. Tree kernel was used to combine different features in one. Partial 

tree was also used for finding the similarity. Unigram, Senti-feature and kernel models 

were used for experiments and evaluation. At the end, Unigram gave the highest accuracy 

of 75.39%, kernel gives 73.93 % and unigram gave 71.35% accuracy. 

Cross linguistic Sentiment Analysis between English and Spanish is done in [31]. In this 

paper, sentiment analysis techniques and resources of English Language are applied on 

Spanish language. Semantic orientation calculator and dictionary was built in this 

research. However, machine learning approaches were also applied on translated corpus. 

Accuracy of SVM-English was 71.25% and SVM-Spanish was 70.56%.  

Lexicon based Sentiment Analysis on English language is done in [32].Sentiment 

Orientation calculator was used for polarity classification. Intensifier was introduced to 

refine the negation. Lexicon based approach was also used to compare dataset. Dataset 

consisted of reviews about movies, camera etc from different sources. Overall accuracy 

was 78.74%. 
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 Another approach of automatically classifying the twitter data for SA was done in [28].  

In this research, messages were automatically classified as negative and positive. 

Machine learning was also applied using distant supervision. Emoticons were also 

involved in dataset. Baseline, Naïve Bayes, Maximum Entropy and SVM were used for 

experiments. At the result, accuracies of Naïve Bayes, MaxEnt and SVM were 81.3%, 

80.5% and 82.2%. 

Sentiment Analysis and subjectivity was done in Arabic language in [15]. At first, 

classifier was used for subjective cases and then another classifier was used to classify the 

sentences in negative and positive. Some standard and morphological features were also 

used for classifications. Annotated data of tweeter, chat and forums were used. Highest 

accuracy for subject was  95.83% and Sentiment Analysis was 81.36%. 

Sentiment Analysis on news data was done in [33]. In this paper, negative and positive 

values were assigned in news corpus.  Opinions were associated with relevant entity, 

sentiment aggregation and scoring phase. Lexicon was expanded to improve the results. 

Different dimensions were used for collecting corpus. At the e, highest precision was 

99% and Recall is 80%. 

Three subtasks were used for Sentiment Analysis: target definition, separation of good 

and bad news and explicitly marked opinion[34]. 1292 quotes of three types of news were 

used for dataset: author, reader and text. Highest accuracy was 0.82  

Table 3 shows the summary of different sentiment analysis in different languages with 

different performance measures. 

       Table 3: Summary of sentiment analysis in different languages 
Ref/year Language Corpus/dataset Technique performance 

[3]  2010 Urdu 435-movies None Accuracy= 72% 

318-product None Accuracy= 78% 

[8]  2011 Urdu 450-reviews None Precision= 86.4% 

Recall = 83.7% 

F-measure= 85% 

[4]   2011 Urdu C1= 450-reviews 

None 

Accuracy= 70% 
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C2= 328-reviews 

None 

Accuracy= 78% 

[5]   2014 Urdu C1=700- movie reviews 

None 

Accuracy= 70% 

 

C2=650- reviews 

None 

Accuracy=78% 

[6]   2015 Urdu  

Set1=435-movies reviews 

None 

Precision=73.7% 

Recall= 68.0% 

F-score= 70.8% 

Set2=318-product 

reviews 

None Precision=62.9% 

Recall= 69.8% 

F-measure= 65.2% 

[30]  2011 English 5127-tweets 

None 

Accuracy= 60.5% 

[34]  2013 English 1292-quotes 

None 

Accuracy= 61% 

[31] 2009  English-

Spanish 

400-text corpora 

 

SVM-English 

accuracy= 71% 

SVM-spanish 

accuracy=70.56% 

[33]  2007 English  18,000- words 

None 

Precision= 99.1% 

None 

Recall= 80.9% 

[24] 2013 English 2000-reviews LingScope 

 

Precision=69.6% 

Recall= 65.6% 

F-score= 67.5% 

 

NegEx 

Precision=40.7% 

Recall= 50% 

F-score= 44.9% 

 

[32] 2011 English Epinions1- 400 reviews 

None 

Accuracy=81.50% 

Epinions2- 400 text 

None 

Accuracy=80.0% 

Movies- 1900 text 

None 

Accuracy=76.37% 

Camera- 2400 text 

None 

Accuracy=80.16% 

[15] 2012  Arabic 2798- chat 

3015- Arabic tweets 

3008-sentence corpus 

3097- web forums 

 Accuracy=70.16% 

Accuracy=65.32% 

Accuracy=75.00% 

Accuracy=86.82% 

[35] 2009 English 574-reviews Baseline 75.00% 
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10-cross 

validation 

79.41% 

[36] 2009 English 20,488-technology blogs 

16,741- political blogs 

2000- movies database 

 Accuracy=91.21% 

Accuracy=63.31% 

Accuracy=81.42% 

[37] 2007 English 10,000- sentences Naïve Bayes With conjunction: 

Accuracy= 72% 

Without Conjunction: 

Accuracy= 56% 

[38] 2013 Hindi  900-reviews  Accuracy=80.21% 

2.5 Summary   

In this chapter, we did literature survey on Machine learning techniques and sentiment 

analysis. We made summary of results of different papers in the form of tables. 
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C h a p t e r 3  

METHODOLOGY AND CORPUS DESCRIPTION 

Negation cue and scope detection is not an easy task for Urdu language as it is the first 

attempt in Urdu language. This research is conduct in various steps. Every step was time 

taking. Every step between collection of corpus till cue and scope detection was 

performed under supervision of supervisor. After completion and acceptance of each step, 

we proceed to next step for further research. we did research at each step to complete the 

task.  

3.1 Methodology of Research 

Each step in this research is described in detail: 

Step 1: In Step 1, corpus was collected manually. At first, it was collected as a raw data 

with random domain names. It was collected form BBC Urdu News website and consists 

of different files of different domains. After collection, each sentence was separated 

according to domain and sentences were filtered as there were duplications. Corpus files 

are in “ .txt” format. Then we restrict the domains into 4: Pakistan, World, Science and 

Sports. The arrangement or sorting of these domains were according to domains in BBC 

Urdu website. However, detailed description of corpus is discussed in Chapter 4. 

Step 2: In Step 2, each sentence was inserted in Excel sheet and arranged as they were in 

the files of domains. Then sentences were sorted according to their file numbers. Excel 

sheet consists of 4 columns: sentences_id, sentence_text, Doc_id, negation. First column 

consisted of unique sentence IDs , second column consisted of text of sentences, third 

column consisted of Doc_id(Document ID from which sentence belongs to) and at fourth 

column, we added value against each sentence. Fourth column consisted of Boolean 

values: 1 is for those sentences which contain negation keyword and 0 for those which do 

not contain any negation. Fig 1 shows this step. In the figure it can be seen that there are 



 

20 

 

four columns with values. This step helps to differentiate the negated sentences and to 

analyze the corpus.  

 

Figure 1: step 2 for negation identification 

Step 3: In step 3, we manually annotated the corpus. For annotation, we adopted the 

Bioscope guidelines. We applied those guidelines which could be used for Urdu. We 

applied on each sentence separately. At first, sample of only 50 negation sentences were 

annotated. Then we applied annotation on whole corpus in XML format. Annotated 

corpus is in files like the normal corpus. At first we annotated the corpus for only single 

and multiple negation cues. But after that we annotated for all negation cues: single, 

multiple and prefix. We annotated in Macromedia Dreamweaver 8.Fig 2 shows the XML 

for scope annotation. 
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Figure 2: XML format of annotated corpus 

Step 4: After step 3, CONLL format was required for cue and scope detection. For this 

purpose, two wrappers were made: First for cue detection and second for scope detection. 

The wrappers were made by using JAVA in NetBeans IDE 8.1. For cue detection, we 

made a wrapper which can handle multiple cues but still there are some faults in it. 

Cue_detection wrapper cannot insert multiple labels accurately and some ‘PRE’ labels are 

incorrectly labeled. For instance, ‘Ύنήک ‘token is labeled as ‘PRE’ which is not a negation 

cue. However, Scope_detection wrapper was used for the detection of the scope of  the 

sentence. In this wrapper, ‘IS’ label was only labeled for negation token. And we 

manually labeled those tokens which come under the scope of negation. Fig 3 shows the 

output from wrapper in NetBeans IDE for Cue detection. While Fig 4 shows the output 

from wrapper for Scope detection. 
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Figure 3: Wrapper output for cue detection 

 

 

Figure 4: Wrapper output for scope detection. 

Step 5: Step 5 is related to step 4. In this step, Scope in CONLL format was adjusted 

according XML scope annotation. Scope of all sentences was manually checked and were 

altered if applicable. Each sentence was checked according to XML format which was 

annotated before and tokens were labeled as ‘IS’ which were influenced by negation cue. 



 

23 

 

Step 6: After preparation of dataset, we applied dataset on CRF for detection. CRF is a 

machine learning approach and used on Ubuntu. Template is a file for CRF to make 

feature models which can be edited in Terminal. Fig 5 shows the template file for scope 

detection. CRF was used in Ubuntu in VMware Workstation 8. These were performed in 

Windows 7 64-bit. 

For detection, CRF was used separately for cue and scope detection. Cue detection and 

Scope detection contains different template files. Both tasks cannot be done at the same 

time and were performed separately. At first Cue detection is performed and then scope 

detection. 

 

Figure 5: CRF-template for scope detection 

Step 7: After scope detection, we calculated overall polarity of sentences to find the 

sentiment analysis. This final step consists of further three steps. At first we manually 

found the sentiment of each sentence. After that, we automatically calculated overall 

polarity of each sentence by programming in JAVA language. This wrapper splits the 

sentence into words and then finds each word’s polarity number by using external excel 

sheet. Then it calculates the overall polarity and gives output. Then we manually altered 

polarity values on automatic SA according to negation cues.  
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Figure 6: Sentiment analysis on Urdu Sentences 

Fig 6 shows the manual, Automatic and SA with negation. Manual SA shows the SA is 

done manually and auto SA is done by JAVA program. We used ‘0’ for negative , ‘1’ for 

positive and ‘2’ for neutral in manual SA. While in automatic, ‘-‘ for negative , ‘0’ for 

neutral and other is  for positive. These are discussed in chapter 7. 

3.2 Corpus Description 

The BBC Urdu news corpus was selected for negation and scope annotation. It is a gold 

standard corpus and it is manually collected from BBC Urdu website
7
. As mentioned 

earlier, there was no such corpus in Urdu which can be used for negation and scope 

annotation. Therefore, it was collected for research purposes and for further use in future. 

It consists of 1752 sentences. There are 4 domains in this corpus: Pakistan, World, 

science and Sports. We collected corpus from four different domains in order to ensure 

the heterogeneity of Urdu language.  All the texts were split into these domains (more 

information is provided in Table 4). 

The BioScope corpus [2] consist of 20879 sentences of 3 different domains: GENIA 

abstracts, Full papers  and Clinical free Text. These domains are used to ensure the 

heterogeneity of language. All three domains are related to biomedical domain.  

                                                 
7 Website: http://www.bbc.com/urdu 
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In the first stage of our work, we collected corpus manually. Then negation keywords 

were extracted from corpus. Then single and multiple negation keywords were extracted 

and then affixes were extracted from corpus. And then we applied BioScope guidelines to 

annotate the 15% of BBC corpus. This step was used to understand the negation cues 

with scope. This step is also beneficial to understand different cases in Urdu language and 

how to tackle with these cases using BioScope guidelines. Detailed discussion is in next 

chapter. 

 

Table 4: Number of sentences in each domain of Urdu Corpus 

 Negation 

As already mentioned that BBC Urdu news corpus is the first corpus for annotation, so 

that it does not contain as much sentences as in BioScope. This corpus can be expanded 

in the future. The detailed analysis of this corpus is provided in Table 5. In it, total 

numbers of cues are explained in each domain.  

Table 5: Negation information in corpus 

Domain Documents Sentences Negation 

sentences 

Negation cues 

Pakistan 17 585 31.2% 236 

World 22 788 23.4% 233 

Science 11 218 20.6% 58 

Sports 9 161 21.1% 41 

Total 59 1,752  568 

  Domain   

Negation cues Pakistan World Science Sports Total Percentage 

 64 364 28 38 154 144 نہیں

 0.1 1 - - - 1 مت

 12.5 71 6 4 22 39 نہ

 3.5 20 4 3 4 9 بغیر

 4.5 26 2 2 7 15 نا

 0.7 4 - - 2 2 ا

 3.3 19 - 4 10 5 بے

 11.4 65 1 7 35 22 غیر

Total 236 234 58 41 569  

Percentage 41.5 41.0 10.2 7.2   
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In Table 4, we can clearly see that some negation keywords are found with highest 

number of occurrence and some negation cues are rare. It is interesting to note that ‘نہیں’ 

constitutes 64% of total frequency which means it is the most used negation keyword in 

Urdu. While in pre-negation keywords, ‘ήغی’ has the highest percentage but overall it has 

3
rd

 highest percentage of occurrence. However, ‘مت’ is the only negation keyword which 

occurred only single time. As previously discussed, this keyword is non-honorific and 

used to forbid someone for doing something. This negation keyword is not commonly 

used in News domain. It can also be noticed that from all domains, ‘Pakistan’ domain has 

highest number of negation cues which means most of the negated sentences are in 

Pakistan domain. 

In Fig8, Analysis of negation in BBC Urdu news corpus is in Chart form. We can clearly 

identify the large number of negation cues in different domains of corpus. However, this 

figure compares the different domains according to sentences and negation cues. We 

identifies that overall ‘World’ domain has the large number of sentences and negation 

sentences compare to other domains while ‘Pakistan’ has the large number of negation 

cues as compare to other domains. 
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Figure 8 : Negation in different domains 

3.3 Summary 

In this chapter, whole methodology of this work is explained. We described each step 

with detail and with screenshots.  In this chapter, we described the collection of dataset 

and then we applied annotation. After annotation, machine learning was used for 

automatic detection of negation and scope. Then we computed Sentiment Analysis of 

each sentence with manual, automatic and negation ways. We also did analysis of corpus 

and negation. We did detailed analysis of negation in each domain in table format. We 

also analyzed each negation keywords in each document. 
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C h a p t e r  4   

ANNOTATION OF BBC URDU CORPUS 

The Aim of this research is to apply the BioScope guidelines on BBC Urdu news corpus 

and to study the problem of cue and its linguistic scope identification. Some basic 

definitions of negation and scope are given in section 3.1. Describe the typical negation 

cues in section3.2. General guidelines and principles are discussed in section 3.3.Basic 

guidelines of negation cue and scope illustrated with example in section 3.4. Some special 

cases and confused examples are explained in section 3.5. Then process of annotation is 

discussed in section 3.6. 

4.1 Cue and Scope 

Negation and Speculation with linguistic scope identification is a very important task in 

NLP as well as for sentiment analysis.  A sentence with negation is considered for 

annotation.  

Cue is a word or phrase which may connect one event with other on the basis of relation 

[39].  Negation cue is a negated word that expresses negation. Negation cue can be a 

single word or multiword cue and can be an affix (pre, post). Any sentence which 

contains any type (single, multiword, and affix) of negation cue is examined for negative 

annotation. But in some special cases, negation cue in sentence doesn’t imply it to 

negative sentence. Each negation cue may have different linguistic influence level. A 

sentence may have multiple negation cues. 

Scope is the set of words or phrase which is affected by negation cue. The words are 

included in the scope which is modified by negation [21]. Each cue has different scope 

which depends on the influence level of negation cue. A negation cue with high influence 

level may have a large scope and negation cue with low influence level may have scope 

of 2 to 3 words. A sentence may have multiple cues with different scopes. 
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In NLP, negation annotation is an important application. As it’s already discussed that 

NLP in Urdu is a premature field and is at its initial stage. So, this research is one step 

forward for NLP. For negation annotation, BBC Urdu corpus is used. For annotation, at 

first each sentence was separated. And then, cues were identified in each sentence. Some 

Urdu negation cues were discussed in section 2. Then guidelines were checked according 

to negation cue. And at last, linguistic scope was allocated to negation cue, in terms of 

guidelines. 

4.2 Cues in Urdu 

Before starting annotation, we must understand main negation keywords or cues and their 

different situations. Negation keywords are known as polarity shifters. In Urdu language, 

most common negation keyword starts from ‘ϥ’ such as ‘Ύنہیں،نہ،ن’. Other negation words 

are ‘مت، ήبغی’. In Urdu language, pre-negation cues are also available which act as 

negation cue while merging with other words and whole word becomes a negation cue. 

Some Urdu pre-negation words are ‘ بف ، ήا ، غی ، Ύن’. Some examples of whole negation 

cues with pre-negations are ‘ نونیΎق ήغی ، ήصل ، بف گھΎاح ، ϡΎکΎن‘.  Although there may be 

many different situations for negation particles, only the situations related to negation 

terms are used. ‘نہیں’ or ‘Nahi’ is the main and mostly used negation particle in Urdu. It 

can be used for all purposes of negation. However, it is the least-restricted negated word 

 can also be used as single word and as negative in elliptic sentence. Example ’نہیں‘  .[40]

of such sentence is: 

 ”α΍ نف جΎتف ہوے کہΎ کہ نہیں.“

 in some ’نہیں‘ or ‘Na’ is another most used negation particle. It can be used as ’نہ‘

situations and can also be written as‘Ύن’. ‘Na’(نہ) is ambiguous in nature[41]. It can be 

used as negation and can also be used as positive term. ‘Na (نہ)’ is also used as honorific 

imperative in different situations[40].  It can also be used as confirming question article to 

ask the confirmation such as: 

 ”تم چΎق لف ک΍ ήی تھی نΎ ؟“
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‘Na’ can also be used as negative conjunctive particle, disagreement particle etc. Some 

linguistic rules are required to decrease the disambiguation of ‘Na’ and to distinguish the 

different situations of ‘Na’.  

 or ‘Mat’ is another negation particle but it is not a most commonly used keyword. It ’مت‘

is non-honorific imperative particle. It is mostly used to warn others. Such as:  

 ”وہΎں مت جΎؤ گή جو گف .“

‘ήبغی’or ‘bagair’ is also used as negation particle. It is a special case of negation keywords 

which influences the single phrase only. Such as: 

“ کϡΎ مΩΪ کف بغیή ہو سکتΎ ہف . یہ ” 

 are pre-negation keywords. These particles are meaningless when they ’نΎ ، ا ، غیή ، بف ‘

used as separate words but become negation when merged with other words and become 

negation cue as a whole word. 

4.3 Adopted Guidelines 

As it’s already discussed that BioScope corpus guidelines are used in this research to 

annotate the BBC Urdu corpus. For annotation, detailed and clearly defined guidelines 

are required to avoid mistakes and to get the consistency in scope. We adopted the 

BioScope guidelines to fit the needs of Urdu corpus. Annotation in Urdu is quite a 

complex task, as Urdu language has no specific syntax. Therefore, the guidelines directly 

related to syntax cannot be applied. Bioscope annotation guidelines consist of two parts: 

Negation and Scope. Scope depends on cues and their syntax. We stated some adopted 

guidelines for Urdu with different cases with examples. To illustrate the annotation 

process in Urdu, negative keywords are marked with square brackets: [نہیں], [نہ] etc and 

scope is marked in parenthesis. 
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4.4 Scope marking with cases 

Cue: According to BioScope guidelines, Cue must be in the scope. This is one of the 

main principles of BioScope guidelines. Example of this guideline is: 

έو΍ ہی ہفέ ήک ίوΎت سف تج΍έΎختی΍ پنف΍ لت΍Ϊہف کہ ع Ύہوت αوδΤم Ύδی΍ کہ Ύنُھوں نف کہ΍(  ف کفΎنص΍
(کیف جέ Ύہف۔ [ نہیں ] تقΎضف پوέے ”  

Another example which may belongs to different negation cue. 

“ ۔ہوں( نہ [ ی ]بھ سΎمنΎ سف حΎات ΍یδف) کبھی کف ϥ΍ کہ ہیں کήتف ΩعΎ وہ ” 

 Min-Max strategy: Min-Max strategy is adopted as it can apply on Urdu Language. 

This strategy consists of two parts: Minimal is for cue and maximum is for scope. Cue 

must be a minimal unit which expresses negation or speculation. While scope should 

have maximum number of words. Scope may have as many words which are affected by 

negation cue, as is shown in following example: 

ہو سکی جس کف بΎعث ϥ΍ اشوں کو  [نہیں ]΍فΩ΍ή کی شنΎخت )΍ ϥ΍نتΎψمیہ کف ΍έΫئع نف بتΎیΎ کہ ہوشΎپ میں"
۔("تήبت میں ڈسٹήکٹ ہیڈ کوέ΍ٹή ہδپتΎل منتقل کیΎ جέ ΎہΎ ہف    

Another example is: 

" Ύکھنέ έ΍ήقήت کو بΎقϠتی تعέΎϔل میں سΎت حέی صوδی΍ Ύنھوں نف کہ΍ έو΍ہ بنί΍έوΩ Ύت چیت کΎ[ نہ ]) ب  Ύنήک
"۔(پΎکδتϥΎ کی ΍عϠی ήυفی ہف  

Target word:  We follow the strategy of cue and target word. It means, in the scope, it 

includes every element between cue and target word. Target word is a word which is 

negated by negation cue. In the example below, ‘ئی΍لڑ ‘ is the target word and ' ' نہیں is the 

cue. 

ہتف ہیں ہέΎϤے پί αΎیΩΎہ معϠومΎت ہف ΍وέ سΎϤجی حϠقوں کΎ تعΎوϥ بھی حΎصل ہف۔ ΍Ω Ώ΍عش )Ωولت وہ ک"
("ہف۔ [ نہیں ] لڑ΍ئی کف لیف ΍έضی کήنΎ آسϥΎ )΍سامیہ( کف لیف لوگوں کو  

 Adjectives: We followed the guideline about adjectives. According to this guideline, 

Scope of attributive adjective extends to following noun phrase while scope of 

predicative adjective extends to end of sentence. In the example below,  ‘ولیϤمعήغی’ is 

attributive adjective and ‘تΎب’ is the noun phrase followed by cue: 
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نف مΤققین کو چک΍ή کέ ήکھ ΩیΎ تھΎ کیونکہ α΍ قδم کی ΩھΎت کی قΪیم "α΍ خنجή کف بغیί ήنگ و΍لف پھل 

 مصή میں موجوΩگی )]غیήمعϤولی[ بΎت( تھی"۔

Next example is about predicative adjective in which ‘  ' میΎکΎن is predicative adjective and 

scope extends till end of the sentence : 

("کف بعΪ حکومت کی جΎنب سفسو΍ت آپήیشن شήوω کΩ ήیΎ گیΎ تھΎ۔ [نΎکΎمی ]ت کیم΍άک΍ή )طΎلبϥΎ سف"   

Complex keywords: According to guidelines, scope of complex keyword or keywords 

with conjunction, extend to all members of coordination. It means more than one 

keyword such as  ....نہ ،نہ. which are connected with conjunction, comes in same scope: 

 ]تو پڑھ΍ Ύوέ [نہ )]میδی کف وکا کΎ موقف έہΎ ہف کہ ϥ΍ کف موکل نفίنΪگی میں کبھی ΍پنف معΎہΪوں کو" 

("ہی ϥ΍ کΎ جΎئΰہ لیΎ۔ [نہ  

Preposition: In negation, preposition is  'ήبغی'  .Scope of preposition extends to following 

noun phrase.: 

   "گھή چا جΎؤں گΎ۔ [(بغیή ]وقت ضΎئع کیف )΍لϡ΍ΰ ثΎبت ہو΍ تو"

Subject cue: According to this, if subject of sentence contains negation cue then scope 

will extend to entire sentence. In the example below, subject of sentence(وہ ) contains 

negation cue, therefore the scope  extends to whole sentence. 

 " وہ)] نہ[ ختم ہونف و΍لی مصیبت کو Ωعوت Ωے έہΎ ہف.("
Elliptic sentence: According to BioScope guideline, elliptic sentence if negation cue 

comes at the end of sentence(elliptic sentence) then scope will restrict to negation cue 

only. It means negation cue is marked with cue and its scope includes the negation 

keyword only not any other single word.  

"۔[(نہیں )]ίیکΎ و΍ئαή کف بΎعث ΍ولϤپکس مϠتوی کήنف کی ضήوέت"   

Complex sentence: Punctuation marks and conjunctions are used to join two sentences to 

make them one. According to guidelines, scope extends to whole sentence till punctuation 
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mark or conjunctions. It means scope ends when punctuation mark or conjunctions 

appear in the sentence. In the example below, scope end at punctuation mark: 

"Ύلگت ήف پϠΌδم έ΍ΩέΎکف خ ϕنی حقوΎδن΍ ے سف ہفήوسΩ یک΍ ϥΎبΰی میΩسعو έو΍ ϥΎϤیکی مہήم΍ آنکھ )کہ [

، لیکن توقع کی جέ Ύہی ہف کہ ص΍ έΪوبΎمΎ سعوΩیوں کف سΎتھ α΍ بέΎے میں بέΎ ضήوέ (ما پΎئیں گف [ہیںن

 کήیں گف۔

 In the next example, scope ends when conjunction comes: 

تو وہ ΍قوϡ΍  (کήتΎ [ نہیں ] وعΪوں پή عϤل )΍فغϥΎ صέΪ نف خبέ΍Ωή کیΎ کہ ΍گή پΎکδت΍ ϥΎفغΎنδتϥΎ سف کیف گΌف"

"متΪΤہ ΍وέ بین ΍اقو΍می سτح پή پΎکδتϥΎ کف خاف آو΍ ί΍ٹھΎئیں گف۔  

4.5 Special cases 

As we have discussed that Urdu is a complex language. We found some special cases for 

annotation of negation or speculation which were difficult to annotate in terms of 

semantic in Urdu. We applied some guidelines related to above guidelines  to overcome 

these situations of cues. 

Case 1: It is to be believed that whenever sentence contains negation or speculation 

cue/cues then sentence expresses the hedge negation. But there are some special cases in 

which presence of negation or speculation cue does not imply hedge or negation. In some 

situations, negation/speculation keywords are added syntactically in the sentence but 

semantically, they do not negate the sentence. These types of cues are ambiguous in 

nature .In the example below, ‘نہ’ is used as negation cue but semantically it is not 

negating the sentence but have speculative content. In this case, negation cue is used as 

speculation cue. 

وکل کف طبی معΎئنف کف لیف ΍یک بوέڈ تشکیل Ωینف کی έΩخو΍ست Ωی تھی ΍نُھوں نف کہΎ کہ ϥُ΍ کف م" 

بϠکہ صήف جیل کف ہδپتΎل کف ڈ΍کٹή کی έپوέٹ کو ہی حتϤی  (ع΍Ϊلت نف مδتΩή کΩ ήیΎ <نہ صήف )>جδف

"جΎنΎ جس پ΍ ήنُھیں تΎψϔΤت ہیں۔  
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Another example : 

 عΏή سعوΩی میں) و΍قعΎت بڑے سف کفسب ΩہشتگΩήی و΍لف ہونف پί ήمین سα΍ ή میں نήψ کی ΍مήیکیوں" 

("۔تھΎ ضήوέ کوئی< کέ΍Ωή نہ کΎ >کوئی  

Case 2: In some sentences, negation keywords occur multiple times. According to 

situation of negation cue, single scope can be used for multiple negation cues. However, 

it is also possible that multiple negation cues can have multiple scopes. It means each cue 

can have separate scope in single sentence. It is also possible that scope within scope 

occurs. These types of scopes can be marked according to different situations. In the 

following example, single scope is used for multiple negation cues: 

 ]سکول ) ہ بعض مقΎمΎت پ΍ ήسΎتάہ نف پہϠف سف طϠبہ کو بتΎیΎ ہو΍ تھΎ کہΎحتجΝΎ کف بΎعث وہ΍نھوں نف کہΎ ک" 

"۔(کیΎ [نہیں ]آئیں گف جس کف بΎعث طϠبہ نف بھی سکولوں کΥέ Ύ [نہیں  

In the next example, multiple negations with multiple scopes are in single sentence: 

΍من و  یمϠک [()بغیή ]ختم کیف )Ύ کہ Ωہشت گΩήی کف خΎتϤف کف سΎتھ سΎتھ بΪعنو΍نی کوϥ΍ کΎ یہ بھی کہنΎ تھ"  

"۔(ہف [نہیں] ΍ستΤکϡΎ مϤکن  

In the following example scope within scope is marked in single sentence: 

΍وέ میήے سΎتھی سΎئبΩ ϥ΍ ήو سΎئبή سکیوέٹی مΎہήین میں سف ΍یک بϠی έو΍ئس ہیں۔ بϠی έو΍ئس کہتف ہیں: یں " 

 [نہیں]Ωوسήے لوگ  )ہف جδف [نہیں ]΍یδی کوئی بΎت )سکیوέٹی میں کΎفی تجήبہ έکھتف ہیں لیکن α΍ میں

   "۔((سیکھ سکتف

Case 3: This case is related to case 2 but in this case two different negation cues are 

occurring together with same scope. In this situation, both negation keywords are 

annotated as separate cues with single scope. 

 " تم نف میήی) بΎت] نہیں[] نΎ[ مΎنی(."
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Case 4:  This case is related to elliptic sentence. In this situation negation cue occurs in 

the complex sentence but before the punctuation mark or conjunctions. In these types of 

situations, complex sentence guideline is helpful for annotation. 

پی ٹی آئی کی طήف سف سنΪھ میں جϠδہ کήنف کΎ مقصΪ پΎکδتϥΎ پیپΰϠ پέΎٹی کی قیΩΎت ΍وέ έہنΎϤؤں کی مبینہ " 

Ύنήک ΏΎنی کو بفنق΍عنوΪکہ پ [(نہیں )]بϠلیکس ہی ہف۔ ب ΎمΎنΎف پήفوکس ص Ύف کΎنص΍ یکήΤت ϥΎتδکΎ"  

Another example is: 

، بϠکہ  [(نہیں)]کϤشنή ک΍ήچی آصف حیέΪ شΎہ کΎ کہنΎ ہف کہ پچھϠف έوί حϠϤف کΎ نشΎنہ پولیو کف کέΎکن " 

"پولیس ΍ہϠکέΎ تھف۔  

Another example is: 

 " Ϊمقص Ύنف کήہ کϠδھ میں جΪف سف سنήؤں کی مبینہپی ٹی آئی کی طΎϤہنέ έو΍ تΩΎٹی کی قیέΎپ ΰϠپیپ ϥΎتδکΎپ  

"بϠکہ پΎکδتϥΎ تήΤیک ΍نصΎف کΎ فوکس صήف پΎنΎمΎ لیکس ہی ہف۔  ([(نہیں )]کήنΎ [بفنقΏΎ ]بΪعنو΍نی کو )  

 

4.5 Summary  

In this chapter, we discussed annotation on Urdu corpus. We adopted some guidelines 

from BioScope. We also used some examples to explain the guidelines. We also used 

some examples to identify the special cases of annotation in Urdu Language. 



 

36 

 

C h a p t e r  5   

CUE AND SCOPE DETECTION 

Negation Cue and Scope detection is an important application in NLP. Negation is a word 

which acts as polarity shifter. Semantically function of negation is to shift the overall 

polarity of sentence or phrase. In Urdu language, NLP is currently at its premature field 

where some syntactic and semantic tools are not available.  

The automatic detection of negation and scope is problem solving in NLP applications of 

different domains including medical, reviews, stories etc. it can be used in various NLP 

applications such as sentiment analysis, data mining, relation extraction etc. It can be 

problematic if it fails to identify negation and scope or gives opposite sentiment analysis. 

There are many classifiers for negation and scope detection and much research have been 

done in English Language. 

5.1. Machine Learning 

Machine Learning is another application of AI that allows computers to learn by using 

patterns without any programming. It allows programs to grow and teach themselves 

according to new data. It uses different algorithms to learn and to perform different 

predictive analysis. It makes model according to algorithms by using training set in order 

to make some decisions or for predictions. It has close relation with mathematics, linear 

algebra, matrix theory etc. Machine Learning uses complex models and algorithms for 

prediction. Machine learning is classified into three categories: Supervised learning, 

Unsupervised Learning, Reinforcement learning. 

NLP is one of the applications of ML. While cue and scope detection is the application of 

NLP 

5.1.1. Conditional Random Fields (CRF)   
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Conditional Random Field (CRF) is statistical machine learning approach used for 

structured approach. It predicts a label of single sample regarding to its neighboring 

samples. It predicts sequence of labels for sequence of inputs. It is commonly used in 

pattern recognition, computer vision and NLP. For NLP, it is used for shallow parsing, 

phrase chunking and named entity recognition and now it is used for negation and scope 

detection. Fig 9 shows the main graph of CRF 

 

 

 

 

According to main definition of CRF: (X,Y) is conditional random field  where random 

variable ௩ܻ and conditioned on X obey the Markov property with respect to �ሺ ௩ܻ|ܺ, ௪ܻ , ݓ ≠ ሻݒ = �ሺ ௩ܻ|ܺ, ௪ܻ ,  .means both are neighbors ݒ~ݓ ሻ whereݒ~ݓ

However Markov property is the conditional probability distribution of future state which 

only depends on present state not the sequence of preceded states e.g supposes an urn 

contain 2 red and 1 green balls. One ball drawn yesterday, one ball drawn today and one 

ball will be drawn tomorrow. While all draws are without replacement. You only know 

information about today’s ball not yesterday ball. So probability of tomorrow’s ball is ½. 

But if u knew about yesterday ball too then you are guaranteed the tomorrow’s ball is 

green. This example shows the probability distribution depends on present state for 

prediction next. 

CRF is the undirected graphical model which consists of two disjoint sets: X of observed 

variables and Y of output variables. It learns the parameter using maximum likelihood 

for �ሺ �ܻ|ܺ� ;  �ሻ. The optimization is convex, if all nodes are family distributed and 

observed during training. However, this can be solved by using different algorithms like 

Figure 9: CRF undirected graph 
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gradient descent algorithm, L-BFGS algorithm etc. Sometimes, some variables are not 

observed then inference problem must be solved for these variables. 

CRF graph is usually a chain graph where X represents the sequence of observations and 

Y represents the hidden variable that need to be observed. As shown in Fig 10, graph of 

CRF consist of X and Y. �ܻ formed a chain between �ܻ−1 and �ܻ . Conditional dependency 

is defined through fix features of �ሺ�, �ܻ−1, Yi, Xሻ  that determine the likelihood of each 

possible �ܻ A numerical weight is assigned to each feature and combined to determine the 

main probability for �ܻ. However, �ܻ is used for label for each element in the input 

sequence. It admits efficient algorithms for: 

 Model training: learning conditional distribution between ܻ� and features of 

training corpus 

 Decoding:  probability of label sequence Y given X 

 Inference: Most likely label sequence Y given X 

 

 

Yi-1 Yi 

 

Yi+1 

 

Xi-1 Xi 

 

Xi+1 

 

Figure 9: Chain structured CRF graph with respect to X and Y[1] 
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5.2. Preprocessing  

Before applying CRF classifier, we did preprocessing on data. In methodology, we have 

discussed the preprocessing on dataset.  

It is already discussed that CONLL format dataset was made by using two wrappers for 

cue and scope detection. But these wrappers are not working properly which means that 

cue wrapper does not give correct label for each negation. If there are multiple negation 

keywords in single sentence, then wrapper will label only one cue. We preprocessed the 

data by doing it manually. We manually checked each cue and labeled the negation cue if 

required. Moreover, scope detection wrapper only inserts the label on negation cue. Each 

negation has different scope so, we manually inserted the scope in CONLL format. 

However, CRF works in Linux platform. We used Ubuntu as OS in Linux. Although 

CRF works in Linux, so training and testing data should be in Linux form. We created 

CONLL dataset in windows platform and we inserted ‘new line’ as windows format but 

CRF needs ‘new line’ as Linux format. To overcome this situation, we manually inserted 

‘Linux new line’ on the place of ‘windows new line’ and saved all data in new Linux text 

file. However, another problem we faced related to dataset is the full stop ‘.’.In Urdu 

language full stop is like a small dash ‘۔’ while English language has simple dot ‘.’. But 

CRF cannot understand Urdu full stop punctuation mark and gives error for training and 

testing. So we replaced all Urdu full stops with English full stops which became 

authorized for CRF for training and testing. We also removed some extra ‘tabs’ and 

‘spaces’ from dataset which were giving error in training and testing. 

5.3. Cue detection 

In this section, Cue detection procedure is described. Negation Cue is a word that 

indicates the negation element which acts as polarity shifter. Negation cues in Urdu 

language have different categories: 
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Single word: Negation cue can be a single word such as مت ' ،  ، نہ ، بغیή نہیں  ’ 

Multi word:  Negation cue can consist of multiple negation cues such as ‘ Ύن.....Ύن ‘ 

Affixes or Pre-negation: Negation cue can be prefix of any word such as ‘بف ، ا ،ήغی ، Ύن’ 

Negation cue detection is the first task for detection and goal of this task is to detect the 

negation cue. The reason to perform this task is that some negation cues are negation 

keywords but those keywords are not acting as negation such as: 

‘ ΍Ϊیΰتی میں مέکی خوبصو α΍ ختέΩ ف میں΍ήط΍ کہϠت ہف بέف خوبصوήت نہ صέΎϤی کی عήیήائب α΍

 ’ضΎفہ کΩ ήیتف ہیں۔

In the above sentence ‘نہ’ is a negation keyword but here it is not acting as negation. 

Another reason of negation detection is for affixes negation cues. Although, tagger of 

Urdu language tagged some negation cues as ‘NEG’ but affixes and some negation cue 

are not tagged as negation. So, negation cue detection is a important task.  

We trained CRF for Negation Cue detection by using some features which are extracted 

from sentences of training set and these features are also used in English Negation Cue 

detection[26].Table 6 shows the CONLL format for single Negation cue. Token level 

features for Urdu are: 

ID: unique ID of each token in each sentence 

Token: Word or Punctuation mark appears in sentence 

Part-Of-Speech Tag: POS tag of token 

Is Punctuation: Boolean valued column: 1 if token is punctuation mark, 0 if token is not 

punctuation mark 
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Start with neg-pre: Boolean valued column: 1 if token is negation is prefix, 0 if token is 

not negation prefix 

Label: Label consists of multiple values: ‘NEG’ is labeled for token of single negation 

cue. ‘PRE’ is labeled if negation cue is prefix. While ‘O’ is labeled for those tokens 

which are not related to any type of negation cue. ‘MUL’ is used if negation cue is 

multiple negation/complex negation. 

Table 6: CONLL format for single negation cue 
ID Token POS tag Is punc. Is-prefix Label 

 NN 0 0 O جΎϤعت 1

2 ΪϤح΍ہی  NN 0 0 O 

3 ϥΎتδکΎپ PN 0 0 O 

 P 0 0 O کف 4

5 ϥΎϤجήت NN 0 0 O 

6 Ϡمیس  PN 0 0 O 

7 Ϊل΍نی  PN 0 0 O 

 P 0 0 O نف 8

 έ NN 0 0 Oپوέٹ 9

 P 0 0 O کف 10

11 ΍ήج΍ NN 0 0 O 

12 ήپ P 0 0 O 

13 Ύکہ VB 0 0 O 

 SC 0 0 O کہ 14

2015سΎل 15  NN 0 0 O 

 P 0 0 O کف 16

17 ϥ΍έوΩ NN 0 0 O 

 PN 0 0 O متΪΤہ 18

 NN 0 0 O عΎϤϠء 19

 NN 0 0 O بوέڈ 20

یک 21  P 0 0 O 

22 εέΎϔس NN 0 0 O 

23 ήپ P 0 0 O 

 NN 0 0 O حکومت 24

25 ΏΎپنج PN 0 0 O 

 P 0 0 O نف 26

 NN 0 0 O جΎϤعت 27

28 ΪϤح΍ہی  VB 0 0 O 

 P 0 0 O کف 29

30 Μیکή  ADJ 0 0 O 

31 ήیلٹήچ  NN 0 0 O 

 P 0 0 O کو 32

33 ωنوϤم NN 0 0 O 

34 έ΍ήق NN 0 0 O 

 Ω VB 0 0 Oے 35

36 ΩیΎ  AA 0 0 O 

 SM 1 0 O ۔ 37
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 ADV 0 0 O جبکہ 38

39 ΍یδی  AD 0 0 O 

یکوئ 40  PD 0 0 O 

ینشΎنΪہ 41  NN 0 0 O 

 NN 0 0 O حکومت 42

ںینہ 43  NEG 0 0 NEG 

44 ήک VB 0 0 O 

یسک 45  AA 0 0 O 

 SC 0 0 O کہ 46

47 α΍ PP 0 0 O 

48 ήیلٹήچ  NN 0 0 O 

ںیم 49  P 0 0 O 

50 Ύδکون KD 0 0 O 

51 Ω΍مو NN 0 0 O 

ΰیش΍ήنگ 52  VB 0 0 O 

 TA 0 0 O ہف 53

 SM 1 0 O ۔ 54

 

Table 7 shows the CONLL format for negation Prefix. 

Table 7: CONLL format for negation-prefix 
ID Token POS tag Is punc. Is-prefix Label 

1 ϥΎϤجήت NN 0 0 O 

 NN 0 0 O جΎϤعت 2

3 ΪϤح΍ہی  NN 0 0 O 

 P 0 0 O نف 4

5 ϠیتعϤی  ADJ 0 0 O 

ϥ΍Ϊیم 6  NN 0 0 O 

ںیم 7  P 0 0 O 

8 ΪϤح΍وںی  NN 0 0 O 

 P 0 0 O کف 9

 NN 0 0 O سΎتھ 10

یک 11  P 0 0 O 

 VB 0 0 O جΎنف 12

 WALA 0 0 O و΍لف 13

وںین΍ΎنصΎف 14  NN 0 1 PRE 

15 Ύک P 0 0 O 

16 ήکΫ NN 0 0 O 

 VB 0 0 O کήتف 17

 AA 0 0 O ہوئف 18

19 Ύکہ VB 0 0 O 

 SC 0 0 O کہ 20

21 70 CA 0 0 O 

یک 22  P 0 0 O 

یΩہΎئ 23  NN 0 0 O 
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ںیم 24  P 0 0 O 

 NN 0 0 O حکومت 25

 NN 0 0 O وقت 26

 P 0 0 O نف 27

28 ϠیتعϤی  ADJ 0 0 O 

 έ΍Ω΍ NN 0 0 Oے 29

یبھ 30  I 0 0 O 

Ύئفیقوم 31  NN 0 0 O 

 VB 0 0 O تھف 32

 REP 0 0 O جن 33

ںیم 34  P 0 0 O 

 NN 0 0 O جΎϤعت 35

36 ΪϤح΍ہی  VB 0 0 O 

 P 0 0 O کف 37

38 ϠیتعϤی  ADJ 0 0 O 

 έ΍Ω΍ NN 0 0 Oے 39

یبھ 40  I 0 0 O 

 NN 0 0 O شΎمل 41

 VB 0 0 O تھف 42

 SM 1 0 O ۔ 43

 

Table 8 Shows the CONLL format for MUL-Negation or complex negation. 

Table 8: CONLL format for MUL-negation 
ID Token POS tag Is punc. Is-prefix Label 

1 α΍ PD 0 0 O 

 NN 0 0 O حΩΎثف 2

 P 0 0 O کف 3

 NN 0 0 O بέΎے 4

ںیم 5  P 0 0 O 

6 Ώ΍ AP 0 0 O 

 P 0 0 O تک 7

 NEG 0 0 MUL نہ 8

 SC 0 0 O تو 9

10 Ϡٹ΍ی  PN 0 0 O 

11 έو΍ CC 0 0 O 

 NEG 0 0 MUL نہ 12

یہ 13  I 0 0 O 

ونϥΎی 14  NN 0 0 O 

یک 15  P 0 0 O 

 NN 0 0 O کوسٹ 16

17 ίڈέΎگ VB 0 0 O 

 P 0 0 O نف 18
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19 Ϊقیتص  NN 0 0 O 

یک 20  P 0 0 O 

 VB 0 0 O ہف 21

 SM 1 0 O ۔ 22

 

Table9 shows the CONLL format for multiple negations in single sentence. In Cue 

detection, it will act as a single sentence with multiple negations. In it, Same type of 

negation cues in single sentence. it means negations are ‘ ںینہ ’. 

Table 9: CONLL format for Neg-Neg 

ID Token POS tag Is punc. Is-prefix Label 
1 ϥ΍ήϤع PN 0 0 O 

2 ϥΎخ PN 0 0 O 

 P 0 0 O نف 3

4 Ύکہ VB 0 0 O 

 SC 0 0 O کہ 5

6 ίیو  ή  NN 0 0 O 

 ΍ PN 0 0 Oعψم 7

8 ϥΎتδکΎپ PN 0 0 O 

Ύںیم 9  PRT 0 0 O 

10 ΪϤΤم PN 0 0 O 

11 ί΍نو PN 0 0 O 

12 ήفیش  PN 0 0 O 

13 ήگ΍ SC 0 0 O 

 PP 0 0 O آپ 14

 P 0 0 O نف 15

 NN 0 0 O پΎنΎمہ 16

پίήیپ 17  VB 0 0 O 

 P 0 0 O کف 18

19 ήυΎتن NN 0 0 O 

ںیم 20  P 0 0 O 

21   Ώΰح NN 0 0 O 

 ADJ 0 0 O مΎΨلف 22

یک 23  VB 0 0 O 

 NN 0 0 O جΎϤعتوں 24

یک 25  P 0 0 O 

 NN 0 0 O مشΎوέت 26

 SE 0 0 O سف 27

یقΎتیتΤق 28  NN 0 0 O 

29 Ϥشنیک  NN 0 0 O 

ںینہ 30  NEG 0 0 NEG 
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31 Ύیبن،Ύ  VB 0 0 O 

32 ήگ΍ SC 0 0 O 

33 ΰمήٹ NN 0 0 O 

 PN 0 0 O آف 34

35 έنسیήϔ  NN 0 0 O 

Ύی 36  SC 0 0 O 

37 ήئ΍Ωۂ  NN 0 0 O 

έΎی΍خت 38  NN 0 0 O 

39 ήپ P 0 0 O 

صϠہیف 40  NN 0 0 O 

ںینہ 41  NEG 0 0 NEG 

Ύ،یک 42  VB 0 0 O 

43 ήگ΍ SC 0 0 O 

نیب 44  NN 0 0 O 

ی΍اقو΍م 45  VB 0 0 O 

 OR 0 0 O فوέنΰک 46

یکϤپن 47  NN 0 0 O 

 SE 0 0 O سف 48

قΎتیتΤق 49  NN 0 0 O 

ںیم 50  P 0 0 O 

51 ΩΪم NN 0 0 O 

ںینہ 52  NEG 0 0 NEG 

،یل 53  VB 0 0 O 

54 ήگ΍ SC 0 0 O 

 PP 0 0 O آپ 55

 P 0 0 O نف 56

57 ήپھ ADV 0 0 O 

 SE 0 0 O سف 58

59 Ύسوچ VB 0 0 O 

 SC 0 0 O کہ 60

61 ΍یήئΎپϤ  NN 0 0 O 

 P 0 0 O کف 62

 NN 0 0 O سΎتھ 63

 VB 0 0 O مل 64

65 ήک KER 0 0 O 

چیم 66  NN 0 0 O 

لیکھ 67  NN 0 0 O 

ںیل 68  VB 0 0 O 

 TA 0 0 O گف 69

 SC 0 0 O تو 70

71 ήپھ ADV 0 0 O 

72 ήΤک  یت  ADJ 0 0 O 

 ΍ NN 0 0 OنصΎف، 73

74 ϥ΍ήϤع PN 0 0 O 

75 ϥΎخ PN 0 0 O 
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76 έو΍ CC 0 0 O 

یپΎکδتΎن 77  ADJ 0 0 O 

78 ϡقو NN 0 0 O 

 NN 0 0 O سڑکوں 79

80 ήپ P 0 0 O 

 VB 0 0 O آئف 81

یگ 82  TA 0 0 O 

83 έو΍ CC 0 0 O 

ونڈی΍έئ 84  NN 0 0 O 

 VB 0 0 O جΎئف 85

یگ 86  TA 0 0 O 

 SM 1 0 O ۔ 87

 

Table 10 shows the CONLL format for multiple negations of different type. Here, 

negation is with PRE-negation in single sentence. 

Table 10: CONLL format for PRE-NEG 

ID Token POS tag Is punc. Is-prefix Label 
1 ϥΎتδکΎپ PN 0 0 O 

ںیم 2  P 0 0 O 

3 δیک  KP 0 0 O 

یبھ 4  I 0 0 O 

 NN 0 0 O حکومت 5

 P 0 0 O نف 6

یکبھ 7  AKD 0 0 O 

یبھ 8  I 0 0 O 

یکوئ 9  PD 0 0 O 

10 ΍یΎδ  AD 0 0 O 

11 έΎتΨمΩخو ADJ 0 0 O 

ήجΎنبέ΍Ϊیغ 12  ADJ 0 1 PRE 

 έ΍Ω΍ NN 0 0 Oہ 13

لیتشک 14  NN 0 0 O 

ںینہ 15  NEG 0 0 NEG 

16 ΩیΎ  VB 0 0 O 

 REP 0 0 O جس 17

 P 0 0 O کف 18

 VB 0 0 O با 19

ίΎی΍مت 20  NN 0 0 O 

ی΍حتΎδب 21  VB 0 0 O 

΍έΎتی΍خت 22  NN 0 0 O 

 CC 0 0 O و 23

έΎیمع 24  NN 0 0 O 

 P 0 0 O کو 25

یمϠک 26  ADJ 0 0 O 
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 CC 0 0 O و 27

نیب 28  NN 0 0 O 

ی΍اقو΍م 29  VB 0 0 O 

 NN 0 0 O سτح 30

31 ήپ P 0 0 O 

32 Ύہ΍ήس NN 0 0 O 

33 Ύج VB 0 0 O 

 AA 0 0 O سکف 34

 SM 1 0 O ۔ 35

Table11 shows the CONLL format for multiple negations of different type. Here, 

negation is with preposition in single sentence.  

Table 11: CONLL format for Preposition-Negation 

ID Token POS tag Is punc. Is-prefix Label 
Ύلیخ 1  NN 0 0 O 

 έ VB 0 0 Oہف 2

 SC 0 0 O کہ 3

 NN 0 0 O منگل 4

 P 0 0 O کو 5

 NN 0 0 O جنήل 6

لی΍έح 7  VB 0 0 O 

8 ήفیش  NN 0 0 O 

 P 0 0 O نف 9

10 Νفو NN 0 0 O 

 P 0 0 O کف 11

 NN 0 0 O سگنل 12

 έ VB 0 0 OجϤنٹ 13

نٹήیس 14  AA 0 0 O 

 PN 0 0 O کوہΎٹ 15

16 Ύک P 0 0 O 

 Ω NN 0 0 Oوέہ 17

Ύیک 18  VB 0 0 O 

19 Ύتھ TA 0 0 O 

20 έو΍ CC 0 0 O 

21 α΍ PD 0 0 O 

 NN 0 0 O موقعف 22

23 ήپ P 0 0 O 

24 ΏΎτخ NN 0 0 O 

ںیم 25  P 0 0 O 

26 ϥ΍ PP 0 0 O 

27 Ύک P 0 0 O 

28 Ύکہن VB 0 0 O 

29 Ύتھ TA 0 0 O 



 

48 

 

 SC 0 0 O کہ 30

 NN 0 0 O مϠک 31

ںیم 32  P 0 0 O 

 Ω NN 0 0 Oہشت 33

34 Ωήیگ  VB 0 0 O 

 P 0 0 O کف 35

 NN 0 0 O خΎتϤف 36

 P 0 0 O کف 37

 NN 0 0 O سΎتھ 38

 NN 0 0 O سΎتھ 39

یبΪعنو΍ن 40  VB 0 0 O 

 P 0 0 O کو 41

 NN 0 0 O ختم 42

فیک 43  VB 0 0 O 

ήیبغ 44  NN 0 0 NEG 

 NN 0 0 O مϠک 45

 ΍ NN 0 0 Oمن 46

 CC 0 0 O و 47

48 ϡΎکΤست΍ NN 0 0 O 

 ADJ 0 0 O مϤکن 49

ںینہ 50  NEG 0 0 NEG 

 VB 0 0 O ہف 51

52 έو΍ CC 0 0 O 

 ADJ 0 0 O مϠδح 53

54 Ν΍فو΍ NN 0 0 O 

55 ήہ ADJ 0 0 O 

 NN 0 0 O سτح 56

57 ήپ P 0 0 O 

58 ΏΎδحت΍ NN 0 0 O 

 P 0 0 O کو 59

 ADJ 0 0 O مϤکن 60

 VB 0 0 O بنΎنف 61

 P 0 0 O کف 62

فیل 63  NN 0 0 O 

 ΍ NN 0 0 Oق΍ΪمΎت 64

یک 65  P 0 0 O 

66 ΎϤتیح  NN 0 0 O 

 VB 0 0 O کήے 67

یگ 68  TA 0 0 O 

 SM 1 0 O ۔ 69
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5.4. Scope Detection 

Scope of negation is the sequence of tokens which are influenced by negation scope. For 

this approach, only those sentences are used which contains negation cues. A sentence 

may have more than one negation cue and each negation cue has its own scope. It may 

possible that more than one negation cue may overlap their scopes with each other or in 

some special cases of Urdu language cue within cue may have different scopes. To 

overcome this situation, every training example must contain one negation cue with 

scope. Therefore, single sentence with two different scopes will be act as two different 

training examples, each with different negation cue and scope. We train CRF machine 

learning approach for scope detection. Some features are extracted from training set for 

scope of negation cue. Table12 shows CONLL format for Scope. Features for training 

are: 

ID: Unique ID of each token in sentence 

Token: Word or punctuation mark in sentence 

POS tag: Part-of-Speech tag of each token 

Relative Position: This feature consist of three values: 1,2 and 3. Value of token is ‘1’ is 

token occurs before negation cue and ‘2’ if token occurs after Cue and ‘3’ if token is 

negation cue 

Distance: Number of tokens from current token to negation cue 

Is negation: Boolean value: ‘1’ if token is negation Cue and ‘0’ if token is not negation 

cue. 

Label:  Label consists of Boolean value: ‘O’ is for those tokens which are outside the 

negation scope while ‘IS’ is for those tokens which occur inside the Scope.  
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Table 12: CONLL format for Negation scope detection 
ID Token POS tag Rel.Position Distance Is Neg Label 

 NN 1 43 0 O جΎϤعت 1

2 ΪϤح΍ہی  NN 1 42 0 O 

3 ϥΎتδکΎپ PN 1 41 0 O 

 P 1 40 0 O کف 4

5 ϥΎϤجήت NN 1 39 0 O 

6 Ϡمیس  PN 1 38 0 O 

7 Ϊل΍نی  PN 1 37 0 O 

 P 1 36 0 O نف 8

 έ NN 1 35 0 Oپوέٹ 9

 P 1 34 0 O کف 10

11 ΍ήج΍ NN 1 33 0 O 

12 ήپ P 1 32 0 O 

13 Ύکہ VB 1 31 0 O 

 SC 1 30 0 O کہ 14

 NN 1 29 0 O سΎل 15

16 ˻˹˺٥ VB 1 28 0 O 

 P 1 27 0 O کف 17

18 ϥ΍έوΩ NN 1 26 0 O 

 PN 1 25 0 O متΪΤہ 19

 NN 1 24 0 O عΎϤϠء 20

 NN 1 23 0 O بوέڈ 21

یک 22  P 1 22 0 O 

23 εέΎϔس NN 1 21 0 O 

24 ήپ P 1 20 0 O 

 NN 1 19 0 O حکومت 25

26 ΏΎپنج PN 1 18 0 O 

 P 1 17 0 O نف 27

 NN 1 16 0 O جΎϤعت 28

29 ΪϤح΍ہی  VB 1 15 0 O 

 P 1 14 0 O کف 30

31 Μیکή  ADJ 1 13 0 O 

32 ήیلٹήچ  NN 1 12 0 O 

 P 1 11 0 O کو 33

34 ωنوϤم NN 1 10 0 O 

35 έ΍ήق NN 1 9 0 O 

 Ω VB 1 8 0 Oے 36

37 ΩیΎ  AA 1 7 0 O 

 SM 1 6 0 O ۔ 38

 SC 1 5 0 O جبکہ 39

40 ΍یδی  AD 1 4 0 O 

یکوئ 41  PD 1 3 0 O 

ینشΎنΪہ 42  NN 1 2 0 IS 

 NN 1 1 0 IS حکومت 43

ںینہ 44  NEG 3 0 1 IS 

45 ήک VB 2 1 0 IS 

یسک 46  AA 2 2 0 IS 

 SC 2 3 0 O کہ 47

48 α΍ PP 2 4 0 O 

49 ήیلٹήچ  NN 2 5 0 O 

ںیم 50  P 2 6 0 O 

51 Ύδکون KD 2 7 0 O 
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52 Ω΍مو NN 2 8 0 O 

ΰیش΍ήنگ 53  VB 2 9 0 O 

 TA 2 10 0 O ہف 54

 SM 2 11 0 O ۔ 55

 

Table 13 shows the scope of Preposition-Negation scope. 

Table 13: CONLL format for Preposition scope detection 

ID Token POS 

tag 

Rel.Position Distance Is Neg Label 

 NN 1 32 0 O جϤع΍ήت 1

 P 1 31 0 O کو 2

3 ήکٹ΍ڈ NN 1 30 0 O 

4 ϥ΍ήϤع PN 1 29 0 O 

5 ϕوέΎف PN 1 28 0 O 

 P 1 27 0 O کف 6

 NN 1 26 0 O قتل 7

 P 1 25 0 O کف 8

 NN 1 24 0 O مقΪمف 9

یک 10  P 1 23 0 O 

 NN 1 22 0 O سΎϤعت 11

12 ωوήش NN 1 21 0 O 

یہوئ 13  VB 1 20 0 O 

 SC 1 19 0 O تو 14

15 ϡΰϠم NN 1 18 0 O 

 VB 1 17 0 O معψم 16

17 Ϡیع  PN 1 16 0 O 

 P 1 15 0 O کف 18

لیوک 19  NN 1 14 0 O 

20 έمنصو PN 1 13 0 O 

21 ήیآفΪی  NN 1 12 0 O 

 P 1 11 0 O نف 22

23 Ύکہ VB 1 10 0 O 

 SC 1 9 0 O کہ 24

25 ϥُ΍ NN 1 8 0 O 

 P 1 7 0 O کف 26

 NN 1 6 0 O موکل 27

 P 1 5 0 O کو 28
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 NN 1 4 0 O ع΍Ϊلت 29

ںیم 30  P 1 3 0 O 

شیپ 31  NN 1 2 0 IS 

فیک 32  VB 1 1 0 IS 

ήیبغ 33  NN 3 0 1 IS 

34 ϡΰϠم NN 2 1 0 O 

 P 2 2 0 O کف 35

شلیجوڈ 36  NN 2 3 0 O 

37 έنڈیΎϤ  NN 2 4 0 O 

ںیم 38  P 2 5 0 O 

عیتوس 39  NN 2 6 0 O 

یک 40  P 2 7 0 O 

41 Ύج VB 2 8 0 O 

یέہ 42  AA 2 9 0 O 

 TA 2 10 0 O ہف 43

 REP 2 11 0 O جو 44

 SC 2 12 0 O کہ 45

 NEG 2 13 0 O نہ 46

 ADV 2 14 0 O صήف 47

ήیغ 48  NN 2 15 0 O 

ینیآئ 49  ADJ 2 16 0 O 

 SC 2 17 0 O بϠکہ 50

ی΍نΎδن 51  ADJ 2 18 0 O 

52 ϕحقو NN 2 19 0 O 
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یک 53  P 2 20 0 O 

یبھ 54  I 2 21 0 O 

 NN 2 22 0 O خاف 55

56 ίέیو  VB 2 23 0 O 

 TA 2 24 0 O ہف 57

 SM 2 25 0 O ۔ 58

 

Table 14 shows the scope of single negation cue in elliptic sentence. 

Table 14: CONLL format for negation scope 

ID Token POS 

tag 

Rel.Position Distance Is Neg Label 

1 ήگ΍ SC 1 45 0 O 

 ADJ 1 44 0 O بہت 2

3 ϕشو NN 1 43 0 O 

 VB 1 42 0 O ہف 4

5 ΍فیδ  AD 1 41 0 O 

 NN 1 40 0 O کΎموں 6

7 Ύک P 1 39 0 O 

 I 1 38 0 O تو 8

یتھوڑ 9  ADJ 1 37 0 O 

Ύطی΍حت 10  NN 1 36 0 O 

یہ 11  I 1 35 0 O 

12 ήک KER 1 34 0 O 

Ύیل 13  VB 1 33 0 O 

 VB 1 32 0 O کήو 14

 SM 1 31 0 O ۔ 15

 Ω CA 1 30 0 Oو 16

17 έΎچ CA 1 29 0 O 

 NN 1 28 0 O گέΎڈ 18

 έ VB 1 27 0 Oکھ 19

 AA 1 26 0 O لو 20

 SM 1 25 0 O ۔ 21

22 Νآ NN 1 24 0 O 

 Q 1 23 0 O کل 23

یکوέنگ 24  NN 1 22 0 O 

 P 1 21 0 O کف 25
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26 ήتδیم  NN 1 20 0 O 

یبھ 27  I 1 19 0 O 

یگΎڑ 28  NN 1 18 0 O 

 P 1 17 0 O کو 29

 NN 1 16 0 O بϠٹ 30

 NN 1 15 0 O پήوف 31

32 ήک VB 1 14 0 O 

33 Ωتفی  AA 1 13 0 O 

ںیہ 34  TA 1 12 0 O 

 SM 1 11 0 O ۔ 35

36 ίوέ NN 1 10 0 O 

 ΍έ NN 1 9 0 Oستہ 37

 VB 1 8 0 O بΪل 38

39 ήک KER 1 7 0 O 

40 ήگھ NN 1 6 0 O 

41 ΎیجΎ  AA 1 5 0 O 

 VB 1 4 0 O کήو 42

 SM 1 3 0 O ۔ 43

44 έو΍ CC 1 2 0 O 

 Q 1 1 0 O کچھ 45

ںینہ 46  NEG 3 0 1 IS 

 SC 2 1 0 O تو 47

 ADJ 2 2 0 O کم 48

49 ί΍ CC 2 3 0 O 

 ADJ 2 4 0 O کم 50

 NN 2 5 0 O بΎل 51

یہ 52  I 2 6 0 O 

کیٹھ 53  ADJ 2 7 0 O 

54 ήک VB 2 8 0 O 

 AA 2 9 0 O لو 55

 SM 2 10 0 O ۔ 56
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 NN 2 11 0 O پتہ 57

ںینہ 58  NEG 2 12 0 O 

 VB 2 13 0 O ک س 59

 P 2 14 0 O کو 60

 NN 2 15 0 O ک س 61

 NN 2 16 0 O بΎت 62

63 ήپ P 2 17 0 O 

 NN 2 18 0 O غصہ 64

 VB 2 19 0 O آ 65

 AA 2 20 0 O جΎئف 66

 SM 2 21 0 O ۔ 67

 

Table 15 shows the scope of special case of annotation. In this case, two negation cues is 

in single sentence but Table 15 and Table 16 shows their scope. 

Table 15: Special case of negation 

ID Token Pos Tag Rel.position Is negation label 

 SC 0 0 O وέنہ 1

 SC 0 0 O تو 2

ہی 3  PD 0 0 O 

ϥΎیب 4  NN 0 0 O 

یبھ 5  I 0 0 O 

6 ΩیΎ  VB 0 0 O 

7 Ύج AA 0 0 O 

8 Ύسکت AA 0 0 O 

9 Ύتھ TA 0 0 O 

 SC 0 0 O کہ 10

 Ω NN 0 0 Oہشت 11

12 Ωήیگ  VB 0 0 O 
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 P 0 0 O کف 13

 NN 0 0 O خΎتϤف 14

 P 0 0 O کف 15

 NN 0 0 O سΎتھ 16

 NN 0 0 O سΎتھ 17

یبΪعنو΍ن 18  VB 0 0 O 

 NN 0 0 O ختم 19

فیک 20  VB 0 0 O 

ήیبغ 21  NN 0 0 NEG 

یمϠک 22  ADJ 0 0 O 

 ΍ NN 0 0 Oمن 23

 CC 0 0 O و 24

25 ϡΎکΤست΍ NN 0 0 O 

 ADJ 0 0 O مϤکن 26

ںینہ 27  NEG 0 0 NEG 

28 ΍άلہ ADV 0 0 O 

 ADJ 0 0 O مϠδح 29

30 Ν΍فو΍ NN 0 0 O 

 ΍ GR 0 0 Oپنف 31

32 Ϥتیس  NN 0 0 O 

33 ήہ ADJ 0 0 O 

 έ΍Ω΍ NN 0 0 Oے 34

 P 0 0 O کف 35

 VB 0 0 O با 36

ίΎی΍مت 37  NN 0 0 O 

38 ΏΎδحت΍ NN 0 0 O 

یک 39  P 0 0 O 

40 ΎϤتیح  NN 0 0 O 

یکήت 41  VB 0 0 O 

ںیہ 42  TA 0 0 O 

 SM 1 0 O ۔ 43

Now the scope of these negation cues will be in different tables. Table 16 and Tables 17 

shows both tables. 
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Table 16: Scope of first negation cue 

ID Token POS tag Rel.Position Distance Is Neg Label 

1 ϥ΍ PP 1 18 0 O 

2 Ύک P 1 17 0 O 

3 Ύکہن VB 1 16 0 O 

4 Ύتھ TA 1 15 0 O 

 SC 1 14 0 O کہ 5

 NN 1 13 0 O مϠک 6

ںیم 7  P 1 12 0 O 

 Ω NN 1 11 0 Oہشت 8

9 Ωήیگ  VB 1 10 0 O 

 P 1 9 0 O کف 10

 NN 1 8 0 O خΎتϤف 11

 P 1 7 0 O کف 12

 NN 1 6 0 O سΎتھ 13

 NN 1 5 0 O سΎتھ 14

یبΪعنو΍ن 15  VB 1 4 0 O 

 P 1 3 0 O کو 16

 NN 1 2 0 IS ختم 17

فیک 18  VB 1 1 0 IS 

ήیبغ 19  NN 3 0 1 IS 

 NN 2 1 0 O مϠک 20

 ΍ NN 2 2 0 Oمن 21

 CC 2 3 0 O و 22

23 ϡΎکΤست΍ NN 2 4 0 O 

 ADJ 2 5 0 O مϤکن 24

ںینہ 25  NEG 2 6 0 O 

 VB 2 7 0 O ہف 26

27 έو΍ CC 2 8 0 O 

 ADJ 2 9 0 O مϠδح 28

29 Ν΍فو΍ NN 2 10 0 O 

30 ήہ ADJ 2 11 0 O 

 NN 2 12 0 O سτح 31

32 ήپ P 2 13 0 O 

33 ΏΎδحت΍ NN 2 14 0 O 



 

58 

 

 P 2 15 0 O کو 34

 ADJ 2 16 0 O مϤکن 35

 VB 2 17 0 O بنΎنف 36

 P 2 18 0 O کف 37

فیل 38  NN 2 19 0 O 

 ΍ NN 2 20 0 Oق΍ΪمΎت 39

یک 40  P 2 21 0 O 

41 ΎϤتیح  NN 2 22 0 O 

 VB 2 23 0 O کήے 42

یگ 43  TA 2 24 0 O 

 

Table 17: Scope of other negation cue 

ID Token POS tag Rel.Position Distance Is Neg Label 

1 ϥ΍ PP 1 24 0 O 

2 Ύک P 1 23 0 O 

3 Ύکہن VB 1 22 0 O 

4 Ύتھ TA 1 21 0 O 

 SC 1 20 0 O کہ 5

 NN 1 19 0 O مϠک 6

ںیم 7  P 1 18 0 O 

 Ω NN 1 17 0 Oہشت 8

9 Ωήیگ  VB 1 16 0 O 

 P 1 15 0 O کف 10

 NN 1 14 0 O خΎتϤف 11

 P 1 13 0 O کف 12

 NN 1 12 0 O سΎتھ 13

 NN 1 11 0 O سΎتھ 14

یبΪعنو΍ن 15  VB 1 10 0 O 

 P 1 9 0 O کو 16

 NN 1 8 0 O ختم 17

فیک 18  VB 1 7 0 O 

ήیبغ 19  NN 1 6 0 O 
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 NN 1 5 0 IS مϠک 20

 ΍ NN 1 4 0 ISمن 21

 CC 1 3 0 IS و 22

23 ϡΎکΤست΍ NN 1 2 0 IS 

 ADJ 1 1 0 IS مϤکن 24

ںینہ 25  NEG 3 0 1 IS 

 VB 2 1 0 IS ہف 26

27 έو΍ CC 2 2 0 O 

 ADJ 2 3 0 O مϠδح 28

29 Ν΍فو΍ NN 2 4 0 O 

30 ήہ ADJ 2 5 0 O 

 NN 2 6 0 O سτح 31

32 ήپ P 2 7 0 O 

33 ΏΎδحت΍ NN 2 8 0 O 

 P 2 9 0 O کو 34

 ADJ 2 10 0 O مϤکن 35

 VB 2 11 0 O بنΎنف 36

 P 2 12 0 O کف 37

فیل 38  NN 2 13 0 O 

 ΍ NN 2 14 0 Oق΍ΪمΎت 39

یک 40  P 2 15 0 O 

41 ΎϤتیح  NN 2 16 0 O 

 VB 2 17 0 O کήے 42

یگ 43  TA 2 18 0 O 

 

5.5. Results 

Results of machine learning approach are surprising in cue detection and expected in 

scope detection. In this research, 70% data was used for training and 30% of dataset was 

used for testing. We used same CONLL format for testing to evaluate the CRF system. 
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We use standard metrics such as: precision, recall and F-measure to evaluate the 

performance of system. We also evaluate on the basis of system overall detection. We 

evaluate the system by using metrics of precision and recall on the basis of negation cues 

and scope of cues. We used three tables for evaluation. First table expresses the detailed 

result about negation cues. Second table is about detailed scope labels (IS,O) and third 

table is about both cue and scope respectively. We performed evaluation on the basis of 

Cue and Scope separately and both levels too. Main metrics for computation: 

Gold standard: used to compute the cues and scope in training dataset which was created 

manually. 

System: Overall system detects the cues (NEG, MUL, PRE, O) and scope (IS, O) 

Precision: How many exact cues and scope labels are predicted labeled by CRF is exactly 

as in data set. Its formula is tp\tp+fp 

Recall: How many are correct predicted labels. its formula is tp/tp+fn. 

 

In Table 18 we evaluated on the basis of Label of negation cue detection. Evaluation is 

based on: 

NEG: Metrics computed for single negation Cue detection 

MUL: Metrics computed for complex/multiple negations 

PRE: Metrics computed for prefix negation 

O: Metrics computed for those tokens which were not negation cues 

Table 18: Results of negation cues detection 

Cues Gold standard System Precision Recall  F-measures 

NEG 133 126 100% 93% 96% 

MUL 2 0 - - - 

PRE 26 26 100% 100% 100% 

O 4727 4736 99% 100% 99% 
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According to results, ‘PRE’ has highest 100% precision and recall. And unfortunately 

system could not predict ‘MUL’ negation cue. There was less number of ‘MUL’ cues in 

training dataset. That’s why CRF could not train and predict the cue. 

In Table 19 evaluation is based on Labels of Scope detection: 

IS: Metrics are computed for those tokens which are included in Scope of negation cue 

O: Metrics are computed for those token which are outside the scope. 

 

Table 19: Results of Scope detection 

Scope Gold-

standard 

System Precision Recall F-measures 

IS 1210 1304 75% 81% 77% 

O 4954 4860 95% 93% 93% 

 

Table 20 shows the results of overall negation cue and scope detection 

Cue: Metrics are computed for Negation cues detection 

Scope: Metrics are computed for those tokens which are in the scope 

 

Table 20: Results of cue and scope detection 

 Gold-standard System Precision Recall F-measure 

Cues 161 152 100% 94% 96% 

Scope 1035 988 75% 81% 77% 
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Figure 11: CRF results for cue and scope detection 

 

According to results in Fig 11, it is shown that Cue detection has higher results and 

comparatively scope has lower results. This is because negation cues can easily be 

identified and CRF can make models due to less labels in single sentence. While scope is 

difficult to identify. As it is already discussed that there are different types of negation 

cue and each cue has different scope according to cue situations. Although cue may be 

same but scope is always different. For example, cue in elliptic sentence has different 

scope or cue at the start of sentence has different scope. So, these situations largely 

depend on detection. CRF makes different models from training data. Large number of 

scope variations means more models.  

 

5.6. Summary 

In this chapter, Machine learning was applied for cue and scope. At first, CRF was 

explained. And then examples of CONLL format of dataset for cue and scope detection 

are explained. And then results are discussed for negation cue and scope, separately. 
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C h a p t e r  6   

SENTIMENT ANALYSIS 

Sentiment analysis is the process to find the nature of sentence whether sentence is 

negative, positive or neutral. For manual sentiment analysis, each sentence is separately 

analyzed to identify its nature. We assign three numbers according to sentences. ‘0’ 

represents that sentence is negative, ‘1’ represents that sentence is positive and ‘2’ 

represents that sentence is neutral. It is the main SA which will use with other sentiments 

to find the accuracy and to distinguish the difference between other sentiments. 

Table21shows the detailed analysis of manual SA in each domain 

Table 21: analysis of manual SA 

 Negative Positive  Neutral  total 

Pakistan 417 92 76 585 

World 635 87 65 787 

Science 141 42 37 220 

Sports 73 50 37 842 

total 1266 271 215 1752 

6.1 Automatic Sentiment Analysis 

In automatic SA, we used NetBeans IDE to develop a program (wrapper) to calculate total 

polarity by using words polarity values. We used excel sheet, in which each negative and 

positive words are assigned with different polarity values. In this wrapper, we split the 

sentence into words and it fetches the polarity values against each negative and positive 

word and then it sums up all the polarity values and gives single output. This output defines 

the nature of sentence. If output is in negative then it means sentence is negative. If output 

shows the positive number then it is a positive sentence. And if output is ‘0’ then it is a 

neutral sentence. Results will be discussed in the next section with manual SA. Table 22 

shows the detailed analysis of SA in each domain. 
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Table 22: Analysis of Automatic SA 

 Negative Positive  Neutral  total 

Pakistan 366 125 94 585 

World 512 128 147 787 

Science 123 41 56 220 

Sports 85 35 40 842 

total 1086 329 337 1752 

6.2 SA with Negation 

Negation is known as polarity shifter. Negation does not have any particular polarity value 

but it can shift the polarity of any type. In this part, we did sentiment analysis on the basis 

of negation cues. We applied this technique on automatic SA and we will compare it with 

automatic SA to find the effect of negation on accuracy.  Results are discussed in next 

section. Table 23 shows the detailed analysis of SA with negation. 

Table 23: Analysis of SA with negation 

 Negative Positive  Neutral  total 

Pakistan 388 119 77 585 

World 554 107 126 787 

Science 129 40 51 220 

Sports 86 36 38 842 

total 1157 302 292 1752 

6.3 Results 

In this section, we will compare the results of both Automatic SA and SA with negation 

with manual SA. We will compare the Automatic SA with manual to find the accuracy of 

automatic sentiment analysis.  Then we will compare the SA with negation with manual to 

find the accuracy of SA with negation cues. 
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Table 24: Results of Sentiment Analysis 

 TP TN Accuracy 

Automatic SA w\o negation 95 895 76% 

SA with negation 124 985 82.8% 

 

According to results in Table 24, we compare with TP, TN and accuracy. We used 

different parameters to compute the performance. Evaluation is based on different 

parameters: 

TP: This parameter is used where both (manual and automatic) are positives. 

TN: This parameter is used where both (manual and automatic) are negatives. 

Accuracy: We used TP+TN/ALL to find the accuracy. Where ‘ALL’ means sum of TP, 

TN, FP and FN. 

As shown in Table 23, we can clearly see the difference between accuracies of SA with 

negation and without negation. Without negation, Automatic SA has low accuracy. 

While, after using negation in SA, accuracy improves in Sentiment Analysis.  

6.4 Summary 

In this chapter, Sentiment Analysis is computed by calculating polarity values of each 

negative and positive word. Sentiment Analysis is done in three ways: manual, automatic 

and negation. We compared automatic and negation sentiment analysis with manual 

Sentiment Analysis. 
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C h a p t e r  7   

CONCLUSION AND FUTURE WORK 

In this paper, we presented the detailed approach for applying supervised machine 

learning on Urdu corpus for Negation and Scope detection. . Corpus was annotated by 

adopting BioScope Guidelines.  This approach uses CRF for two tasks: cue detection and 

scope detection. CRF model trained and tested on CONLL data format. For training and 

testing, features were extracted from labeled dataset. This technique gave promising 

results for Cue detection and scope detection. 

Corpus from BBC Urdu news was manually collected and separated in four different 

domains: Pakistan, World, Science and Sports. Negation keywords were extracted from 

corpus. Three type of negations were extracted from corpus: single negation, 

multiple/complex negation and affixes. At first, only single negation keywords were 

highlighted and then other negation keywords extracted.  In this work, negated sentences 

were separated from all sentences. At first 10% of negation sentences were annotated 

then whole corpus was annotated in XML format and placed in files separately. For 

annotation, BioScope Guidelines were adopted. We adopted only those guidelines which 

were suitable for Urdu Language. We extracted some special cases while annotating the 

corpus. 

 Each sentence of corpus was converted to CONLL format for detection. Some features 

were used for detection. Those features were extracted from dataset. Both Negation and 

Scope detection had different features. Two wrappers were made for CONLL format 

conversion. Then Scopes in CONLL format were manually inserted and managed. Scope 

of each sentence was manually checked and altered by using annotated corpus. Then we 

applied machine learning on CONLL format dataset. We used CRF++ for training and 

testing. We used CRF++ for two tasks: first for cue detection and second for scope 

detection. Moreover, CRF gives best result for Cue detection and average results for 

scope detection. 
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The systematic literature review reveals that less research in NLP is done in Urdu 

Language. Until now, only sentiment analysis and phrase level negation is done in Urdu 

language. CRF is very first approach for negation and scope detection in Urdu language. 

This research is a little contribution in NLP in Urdu Language 

7.1 Future work   

As it is already discussed that NLP is premature domain in Urdu language. The approach 

in this work is using first time in Urdu language, so there is lots of future work related to 

negation and scope detection, CRF approach, NLP etc. 

Further research can be done on corpus. This corpus consists of 1752 sentences. More 

sentences can be added to improve the results of ‘MUL’ cue detection. Negation and 

scope detection can also be done on other domains like Reviews, medical and stories etc. 

Moreover, further research can be done while adding some more features to improve the 

results for scope detection. Syntactic features can be added for scope detection. 

Further research on CRF can be done. CRF can be used for named entity recognition, 

parsing, noun and verb phrase chunking and shallow parsing etc. 
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