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ABSTRACT 

Steganography technique is the art of concealing information or data into a digital media 

that hides the existence of the information in the digital media. Media with and without 

hidden information are called stego media and cover media, respectively. Digital images 

have high degree of redundancy in representation thus likeable for hiding data. Image 

steganography can be mainly classified into spatial domain and transform domain. The 

very basic technique for image steganography is least significant bit (LSB). 

There exist a large number of steganography techniques for hiding the secret 

information or data into digital images. Every method has respective strong and weak 

points. This work aims to propose an algorithm that increases the hiding capacity with 

better visual quality, the proposed technique initially compresses the secret information 

using the lossless Huffman compression technique; furthermore the similarity of the 

blocks obtained from the cover image and the secret information are measured so that 

to minimize the alteration of the bits in cover image. 

Results of the proposed technique are compared with that of existing techniques, 

the values obtained for the parameter, PSNR (Peak Signal to Noise Ratio), MSE (Mean 

Square Error), and NCC (Normalized Cross Correlation) are superior to existing 

techniques. 
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Chapter 1 

INTRODUCTION 

1.1 Overview 

Internet plays a key role for the past few decades in data communication due to its fast 

and cheap transmission of the data through the web, although internet lacks the security 

required for the data to be transmitted over internet. The transmitted data through the 

web can be of any kind of data like casual data and confidential data i.e. financial data, 

medical diagnostics and military data etc. To address the information security issue 

there should be way or a mechanism for safeguarding the confidential data to be sent 

over the internet. Cryptography and steganography both are used for overcoming the 

confidentiality and security problem of the data transmission through the internet. 

 

Figure 1.1: Information hiding techniques 
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1.2 Cryptography 

Cryptography techniques are used for protecting the confidentiality of the information 

and communication, cryptography is used by information security on various levels. 

Codes are generated for the secrecy of the information called encryption key, using 

secret encryption key, and the information data is converted into another form which is 

unreadable and inaccessible to unauthorized users, the secret encryption key is 

required for the decryption of the encrypted information data. A block diagram of basic 

cryptography is presented in the figure 1.2. 

 

Figure 1.2: Cryptography 

Cryptography aims for four objectives discussed below. 

Confidentiality: The encrypted secret information cannot be read or understood 

by an unintended user; hence the confidentiality of the secret information 

remains. 
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Integrity: The secret information can’t be altered in a storage space or the 

transmission path between the sender and an authorized receiver without the 

altered information being detected. 

Non-repudiation: The sender of the secret information at a later stage can’t 

deny his/her intentions while transmitting the secret information. 

Authentication: Sender and the receiver can authenticate their identity for a 

secure and confidential communication. 

Few cryptography algorithms are discussed below. 

1.2.1 Secret Key Cryptography (SKC) 

Secret key cryptography uses the same encryption key for decryption. Such type of 

encryption can be termed as symmetric key encryption. 

1.2.2 Public Key Cryptography (PKC)  

Two keys are used in Public key cryptography, also known by asymmetric encryption. 

One key termed as public key and is in everyone’s access. Other one is termed as 

private key, who can be only accessed by the owner; information at the transmitter side 

is encrypted by the public key of the receiver. At the receiver end information is 

decrypted using the private key of the receiver.  

1.2.3 Hash Functions  

Unlike, Secret key cryptography and public key cryptography, hash functions uses no 

keys and is termed as one way encryption, Hash functions are used for the originality of 

the file. 
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Cryptography changes the format of the original information and cannot be 

understandable for unintended users which draw attention of the attackers. But 

nowadays the increase in demand for security leads the researcher to the use of 

steganography for a secure communication between intended users. 

1.3 Steganography 

Steganography is the combination of the Greek words “stego” means “covered” and 

“graphia” means “writing” which defines steganography as covered writing. Since 

decades, steganographic methodologies has been used but its introduction in to digital 

information security is rather novel. There is close relation between steganography and 

cryptography, both having a common goal of information security, cryptography 

changes the format of the information providing security to the information while 

steganography hides even the existence of the information. Unlike cryptography, 

steganography safeguards secret data or information using a medium to hide the 

existence of secret data or information which can only be accessed by the authorized 

receiver [1]. Another candidate for information or data hiding is water-marking, 

steganography and water-marking both are the techniques for embedding the data but 

there are various differences between them. Comparison is presented in [2]. Figure 1.3 

shows block diagram for steganography in digital media.  
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Figure 1.3: Basic block diagram for steganography in digital media 

Several digital multimedia like audio, video, text, images show in figure 1.4 can 

be of good use for steganography. Text based steganography involves the modification 

of the text layout, usage of the ith character from the text or the alteration of few rules 

like spaces etc. another technique uses codes have combinations of page number, line 

and characters. However, these techniques lack security. Audio based steganography 

is done using that part of the frequency which is inaudible to human ears. 

Steganography in video files can be done as video is a combination of sound and 

images, a small amount of modification may not be visible to human eye as the 

information flows continuously. High payload capacity can be achieved using video 

based steganography.  Another popular file format for steganography are images, 

images have higher redundancy in their representation, hence the most suitable 

candidate for steganography. Steganogrphy based on images gives better 

imperceptibility and a high payload capacity.  
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Figure 1.4: Steganography in different digital media 

1.3.1 Requirements for a Steganography Technique 

Requirements for steganography techniques are capacity, security, undetectably and 

robustness. However, it is difficult to fulfill all the requirements; there is always a tradeoff 

between them.   

 Capacity: The amount of secret information data to be embedded, relative 

to the size of the cover medium with tolerable degradation. And the secret 

information can extract later correctly without any visual change the cover 

medium. Embedding rate is either the size of the data to be embedded or 

in bits/pixel etc. 

 Security: Steganography technique is said to be more secure if an 

attacker cannot remove the concealed information after detection. Without 

knowing the technique and the secret key, the attacker will not be able to 

retrieve the hidden secret information. 
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 Undetectibility: Undetectibility mean embedding of the secret information 

must not create any visual artifacts, there must be no visual difference 

between original cover medium and stego medium . 

 Robustness: A stego cover object is robust against signal processing if 

the cover object undergoes a transformation like cropping, scaling, 

filtering, and rotation etc. 

Usually high payload embedded into the cover increase the vulnerability of 

detection of the stego object, the key requirement of a steganography technique is 

undetectability, which means the cover object and the stego object should be 

statistically and visually similar while the embedding rate to be kept as high as possible.   

1.4 Research Motivation 

The use of internet is increasing exponentially from the past decade; a lot of information 

is being shared everyday over the internet, information can be of any kind like casual 

information or confidential information. This confidential information to be shared on the 

internet is vulnerable to stealing and eavesdropping, which becomes an important issue 

for the confidentiality of the information. To safeguard the confidentiality of the 

confidential information, steganography offers cheapest and a reliable way. 

1.5 Problem formulation and thesis layout 

Internet is the most preferred and reliable source for the transmission of data and 

communication as the internet provides the cheapest and fastest way of data 

transmission through the World Wide Web. The data to be transmitted over the World 

Wide Web can be of any kind i.e.-e casual data and confidential data which include 



8 

 

financial, medical diagnostic, military data etc. However there may be a threat to the 

sensitive and confidential data from eavesdroppers, hence the confidentiality of the 

confidential data does not remain. 

Addressing these threats, cryptography and steganography has been introduced 

in order to keep integrity of the confidential data. Cryptography changes the shape of 

the secret information into indistinct form called ciphered secret information. Unlike 

cryptography, steganography uses cover medium to hide the existence of secret 

information [3]. Images are considered to be the best candidates as cover medium for 

safeguarding the secret information in steganography due to the higher degree of 

redundancy in their representation and the broad usage of the images throughout the 

internet, however there is a tradeoff between the visual quality and the payload 

capacity. 

The basic idea of this thesis is that the LSB plane of the cover image is utilized 

for the replacement of the secret information in such a way that the probability of 

altering the LSBs is decreased. The lesser the difference of bits between the cover 

image and the stego image the higher the PSNR. Payload capacity can be increased by 

the addition of Huffman compression.                                                              
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Chapter 2 

IMAGE STEGANOGRAPHY– AN OVERVIEW 

Digital images are the most appealing and suitable candidates for steganography, as 

digital images in their representation have higher degree of redundancy, redundancy 

refers to the redundant bits with in an image that can be altered without any degradation 

to the digital image and a vast use of digital images in our daily life throughout the 

internet.  

2.1 RELATED TERMS 

Image steganography’s basic related terminologies are as follow. 

2.1.1 Cover Image 

Image used for embedding or hiding the secret information or data is known as cover 

image, any image can be selected as cover image by a sender for embedding or hiding 

the secret information or data within the image. 

2.1.2 Stego Image 

Stego image is obtained after embedding the secret information into the cover image, 

the visual difference between the cover image and the stego image is approximately 

zero. Stego image is required for the correct extracting of the secret information at the 

receiver end. 
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2.1.3 Stego Key 

The key to allocate the positions to secret information data bits in cover image pixels is 

termed as stego key. This stego key is required for the extraction of the secret 

information or data at receivers end. It could be a pseudo-random number generated or 

some featured values extracted by some mathematical operation between secret 

information and cover image pixels. 

2.2 Cover Image Selection 

Steganography aims to hide the existence of the secret information within the cover 

image, the main goal is to modify cover image such that neither the existence of the 

secret information is revealed nor the secret information itself, steganography aims to 

increase payload capacity and decrease the probability of detect ability of the stego 

image, cover image selection helps in achieving these goals. Cover image selection can 

be done by any mathematical operation from the available image database, suitable 

image is selected from the database and embedding of the secret information is carried 

out in the selected cover image. 

2.3 Embedding Domain 

The characteristics exploited of a cover image for embedding the secret information 

within the cover image is known as embedding domain, the domain may be further 

divided into spatial domain and transform domain. 

2.3.1 Frequency Domain 

Digital images are composed of 2 types of frequencies, high frequencies and low 

frequencies. Smooth areas within an image are represented by low frequency whereas 
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high frequency represents the edges and sharp transitions within the image. Unlike high 

frequencies, low frequencies represent plan regions of the image, so modification above 

certain level can be transparent to Human Visual System (HVS). Pixels in smooth 

region (Low Frequency) are strongly are strongly correlated to their neighbors while at 

the edges (High Frequency) pixels deviates from its neighbors, low frequencies contain 

significant features of the image whereas high frequency corresponds to less important 

details of the image. 

Transformation of the pixel values from spatial domain to frequency domain is 

done through some transform techniques such as DWT and DCT etc. The transform 

coefficient obtained after the transformation of the image can be altered by replacing the 

secret information, the immunity to signal processing is more and less vulnerable to 

stego attacks. Following are various method to achieve embedding in frequency 

domain. 

2.3.2 Spatial Domain 

In spatial domain the secret information data directly modifies the pixel values of the 

selected cover image. The modification of the cover image pixel values offers attractive 

features of low complexity and a high embedding capacity. The drawbacks of direct 

modification of cover image pixel values are that the immunity of the stego image to 

certain image processing is very low and the vulnerability to stego attacks. 



12 

 

2.4 Existing Techniques 

2.4.1 DCT Based Steganography 

The input data to DCT is correlated data and its energy is concentrated into the first few 

transform coefficients [4]. The distribution of frequency in Discrete cosine Transform 

block suggests that the suitable place for data hiding is higher frequency components 

as higher frequency components after quantization become zero and hence these 

coefficient remains unchanged if the input data for embedding is zero,  higher frequency 

components shows more visually resistant towards noise than lower frequency 

components [4]. Various DCT based steganography tools are discussed below. 

2.4.2 JPHide/Jsteg 

Embedding of the secret information data in JPHide steganography technique is done 

by altering the LSBs of the obtained quantized DCT coefficient, the quantized coefficient 

are selected randomly for embedding, the random selection is done by a pseudorandom 

number generator which can is controlled by a special key. DCT coefficient having 

values 0, +1, -1 are not selected for embedding for correct extraction of secret 

information at the receiver end. JPHide technique has a capacity equal to the number of 

coefficient having values other than 0, +1, -1 [5], [6]. 

2.4.3 YASS 

Yet another steganography scheme is a DCT based steganography technique in which 

image is sliced into sub-blocks called big or B blocks. These B blocks are further divided 

into 8×8 sub blocks, DCT coefficients by QIM of the sub blocks are used for 
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embedding the secret information. Performs good against steganalysis tool known as 

self calibration [7] 

2.4.4 F5 

Westfield introduced the F5 steganography algorithm in which DCT is applied to obtain 

the coefficients of DCT, if the obtained coefficient value is needs to be alter the absolute 

value of the DCT coefficient is to be decreased by 1. Matrix encoding is employed to the 

randomly selected DCT coefficient, non zero coefficients and the maximum length of 

secret information for embedding is used for employing matrix embedding. Chi square 

attacks and extended chi square attacks are defended successfully because of 

randomized selection of the DCT coefficient [8]. 

2.4.5 Steganography Based On DWT 

Image decomposition by DWT gives 4 sub-bands. The most important information is in 

the lowest sub-band while finer details are in the higher sub-band, the first few 

transform coefficients are associated with most of the energy, and an entropy coder 

locates them and encodes them [4]. DWT has better energy compaction than that of 

DCT with no blocking artifact, the image is decomposes as L level dyadic wavelet 

pyramid by DWT and resultant wavelet coefficient can easily be scaled in resolution as 

wavelet coefficients can be discarded at levels finer to a given threshold and thus 

reconstructs the image with less details [4]. 

Another steganography technique based on dual transform use a combination of 

DWT and IWT for embedding secret information into the cover image, high 
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imperceptibility has achieved and PSNR ranges from 35 to 54 dB is obtained using dual 

transform method [9]. 

Several other frequency transformations like integer transform, slant let 

transform, curve let transform, dual tree DWT, contour let transform can also be 

combined with DWT for steganography, the choice for the combination of transforms for 

embedding data, depends on the need of application and the requirements of the user. 

2.4.6 Least significant bit (LSB) 

Least significant bit (LSB) replacement is one of the famous techniques among 

steganographic techniques, the main idea of LSB replacement is that to embed the N 

bits of secret data to the least significant N bits of a grey scale cover image pixels. The 

binary form of a grey scale image pixel can be represented as P= (b0b1b2b3b4b5b6b7) 

where b7 is the Most significant bit and b0 is Least significant bit having smallest weight 

of ±1, since altering the least significant bit of a pixel can only have a change of ±1 to 

the pixel value so the produced distortion is perceptually transparent.  

(11000101 11101001 11001100) 

(10101011 11001000 11001101) 

(10110100 01100111 11000101) 

(01001101 10101101 01101011) 

Let we have 4*3 block of binary pixel taken from a cover image, embedding secrete 

binary data (100110100101) into the LSBs will results in following bits, 
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(11000101 11101000 11001100) 

(10101011 11001001 11001100) 

(10110101 01100110 11000100) 

(01001101 10101100 01101011) 

Replacement of LSBs method the simplest and the easiest method for 

embedding the secret data into the cover image, LSB embedding method has less 

computations, large amount of data can be inserted without any major image quality 

degradation. However the more the LSBs used for insertion the greater will be the 

distortion produced. This method is most vulnerable to noise or image processing 

operation like scaling, cropping etc, the tolerance to change in the pixels values of an 

image is different for different pixels. Changes of pixels grey value in smooth areas 

within images are easily noticeable by human eyes [10]. Stego attacks can easily detect 

the LSB insertion. 

2.4.7 Pixel indicator technique 

PIT in [11] for color images uses the two LSBs of red plane as an indicator for the secret 

information bits to be embedded in the other two green and blue planes, the indicator 

bits depends on nature of the image. Relation between secret information bits and the 

indicator is presented in table 2.1. 
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Table 2.1: Indicator values Based action 

 

Indicator plane is not fixed. Selection of the indicator plane is done by some sequence 

which results in a better security of the secret information embedded inside the cover 

image. This technique is not robust and hence can be easily detected by steg analysis.  

2.4.8 Pseudo-Random LSB Encoding Technique  

The technique uses a random key for random selection of pixels for embedding, where 

the secret data bits to be embedded [10]. This makes it difficult for unauthorized user to 

find the secret data bits without have the random-key. Since color images have three 

planes, secret data bits can be hiding randomly in LSBs of any plane of the color image 

pixels. Randomizing the selection of pixels, a layer of security is added so it becomes 

difficult for unauthorized user to identify the pattern of the secret data bits. The random 

key is also embedded within cover image for extracting the original secret data bits at 

the receiver end. This technique is not robust against cropping, scaling, translation etc. 
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Figure 2. 1: Pseudo-Random LSB technique 

2.4.9 Distortion Technique 

Distortion Technique in [12] is the modified form of LSB substitution. In this method the 

LSBs of the pixel values are only modified when the secret data bit is 1 otherwise the 

pixel value is not changed unlike LSB method where every pixel value is modified with 

secret data bits. Pseudorandom generator is used for selection. By embedding bit 1, 

random value of x is subtracted or added to the pixel value, value of x is chosen so that 

the change in cover image is minimized [12]. At receiver end comparison of stego 

image and original cover image is done. If the pixels are different the corresponding 

secret data bit is 1; else, the secret data bit is 0. 
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Figure 2.2: Distortion technique. 

2.4.10 Pixel value differencing (PVD) 

To address these problems, Da-Chun Wu, Wen-Hsiang Tsai in [13] proposed a new 

steganographic technique pixel value differencing (PVD) for embedding secret 

information data in to cover image based on the capabilities of human visual perception. 

In the proposed method cover image is divided two pixel blocks, these blocks are 

categorized by the differences of the two pixel grey values of each block. Smooth 

regions have a small difference of the pixel grey values while a large difference 

indicates edge region of an image. Since edge regions can tolerate large changes 

compare to smooth regions, so this proposed method embeds large amount of data in 

to the edge regions and small amount of data into smooth regions. The method 

provides better way of hiding large amount of data in to cover images with 

imperceptions, and also provides an easy way to accomplish secrecy [10]. The problem 

with this approach is that a block of two pixels cannot determine the features of edges 
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properly; images have more smooth regions which are less tolerable to large amount of 

changes which affects the embedding capacity. 

2.4.11 Pixel Ranking and Particle Swarm Optimization 

Another steganographic method proposed in [14] based on Pixel Ranking and PSO, an 

improvement to the simple LSB. Cover image pixels having LSBs which are most 

similar to the MSBs in the secret image are identified by four features and respective 

coefficients [14].  The (MSBs) of the secret data is embedded into the (LSBs) least 

significant bits of the cover image by using PSO to rank the pixels. Four features are 

extracted with their corresponding coefficients, using these features pixels are ranked 

and the optimal order is selected. The bits are then embedded to the LSBs of the 

selected order. 

2.4.12 LSB+DWT 

Focusing the embedding capacity, a new technique was proposed in [15] which 

compress secret data before embedding, two dimensional DWT is performed on the 

blocks of the cover image to obtain the DWT coefficients of the blocks of the cover 

image, Huffman encoded bit stream is than embedded to the LSBs of the obtained 

coefficients. Huffman dictionary and size of the bit stream encoded by Huffman encoder 

is also embedded to the cover image for retrieval of the secret data at the receiver end. 

Privacy and capacity is obtained by the Huffman encoding while secrecy is obtained by 

the transformation of the cover image. This technique is robust to geometrical distortion 

like scaling, cropping, translation etc. however the PSNR doesn’t reach the expected 

value. 
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2.4.13 LSB Based Steganography Using AES Algorithm 

An Improved technique [16] based on modification of the pseudorandom LSB 

embedding technique was proposed in 2017, the length of the secret data is reduced by 

lossless deflate algorithm which couples the Huffman and LZ77 algorithm. One more 

important characteristic of this technique that it protects the secret data by AES 

algorithm, the secret passes through 3 different processes before embedding into cover 

image. At first stage the secret data is encrypted by AES algorithm for security purpose; 

second phase is to compress the encrypted secret data using deflation algorithm for 

increasing the capacity, the bits of the encrypted compressed data is then embedded 

into the LSBs of the cover image using a random key for choosing the pixel randomly 

for bits insertion. 

 

Figure 2.3: Transmitter end [16] 
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Figure 2.4:  Receiver end [16] 

2.4.14  Enhanced LSB Substitution Technique [17] 

Another enhanced version of LSBs substitution technique was proposed in [17], secret 

data is encrypted before embedding using AES 256 bit encryption. The number of bits 

to be stored in the LSBs of a pixel depends on the position of the first set bit of that 

pixel. The basis for selection of no. of bits to be replaced is presented in table 2.2 [17]. 

Table 2.2: Basis for Selection of number of Bits to replace [17] 
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Security is doubled as the data is encrypted before embedding; the increased 

embedding capacity results in a poor PSNR of the original image and the stego-image. 

2.4.15      LSB Based Color Image Steganography [18] 

An improved LSB hiding method proposed in 2016 [18] combining secret data hiding 

and cryptography, digital signature and encryption has done before embedding into 

cover image. The three components of the color image have different sensitivity; the 

most sensitive to be is green, the modest sensitive to red, the least sensitive to blue 

[18]. So bits of the encrypted secret data do XOR with the LSB of green plan and 

embed in either corresponding red or blue plane. If the result of XORING is 1, bit is 

replaced in red LSB plane. When the result is 0 blue LSB plane is replaced with the bit 

and so on. Combination of the signatures and encryption with a random LSBs 

embedding improves the security of the secret information. 

2.4.16      Optimized Pixel Value Differencing 

A High-capacity and secure information Data hiding technique using encryption, 

compression and modified pixel value differencing is presented in [19]. Compression is 

carried out by Arithmetic coding [20]. On average, round about 22 percent higher 

payload capacity can be achieved using Arithmetic Coding [19]. Output of the Arithmetic 

coding is the input to AES based encryption [21], which ensures a higher level of 

security.  

This compressed and encrypted information bits are embedded in to the LSBs of 

the cover image using LSB+PVD method. An increased payload capacity of 3 percent 

more than existing techniques has achieved by MPVD, MPVD and arithmetic coding as 
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a combo resulted in 25 percent higher payload capacity [19]. However the PSNR value 

is not considerably good. 

2.4.17 Hybrid image steganography based on IWT-LSB techniques [22] 

The hybrid approach presented in [22] is a comb of the IWT and LSB approaches, in 

this method the cover image is IWT transformed before embedding. After transforming 

cover image, approximation coefficients of cover image is obtained, the bits of the 

secret information is than embedded in to the LSBs of the approximation confident 

using the traditional LSB approach, inverse IWT transform is applied to obtain the stego 

image. Reverse of this process will retrieve the original secret information. This hybrid 

approach results in good PSNR but the capacity of the proposed approach is low. 
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Chapter 3 

PROPOSED METHODOLOGY 

The proposed approach combines Huffman encoding algorithm with LSB’s insertion on 

the bases of similarity between the secret information I and the LSB plane of the cover 

image C. The proposed approach has two phases: embedding phase and the extracting 

phase, the secret information in embedding phase I is compressed using Huffman 

compression and is then embedded into the LSB plan of cover image C using cosine 

similarity to form a Stego image S, a secret key K is generated in the embedding phase 

and is inserted within the Stego image S for the extraction of the secret information I 

from the LSB plane of the Stego Image in the extraction phase. The proposed technique 

is shown in figure 3.1. 

 

(a) Embedding phase 
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(b) Extraction phase 

Figure 3.1: Embedding and Extracting phases of the proposed approach 

3.1 Compression through Huffman encoding 

In this study a chapter of this thesis is taken as secret information I which includes 

different characters, these characters are represented by ASCII ( stands for American 

Standard Code for Information Interchange) codes, Many programming languages uses 

these ASCII codes for the representation of characters. In ASCII coding, each character 

is represented by the same eight numbers of bits. With 8-bits 256 different levels can be 

represented and the ASCII character set contains 256 different characters [23]. Given 

the fact that some of the characters have high probability of occurrence while some 

characters have less probability of occurrence, Huffman compression algorithm uses 

these characteristics of high probability and low probability of occurrence for 

compressing the data. The most frequent characters are encoded by lower number of 

bits, while characters with less frequency are encoded with high number of bits. 

Huffman algorithm works by building a tree called binary tree, beginning from the leaves 

representing the characters or symbols which adds up on certain rules to make a single 

node and the process goes on until a single node reaches, this final node is termed as 
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root of the tree. Each leaf of the tree represents a particular character and the 

occurrence of that particular character with in the data.  

For this study Huffman binary tree and the compressed binary bits stream H(I) of the 

secret information I is obtained by the following steps. 

 Number of occurrences of every character with in secret information I (chapter of 

this thesis) is counted. 

 Leaves representing characters and number of occurrence are formed from left 

to right in ascending order. 

 Two leaves having smallest weights combined to form a node whose weight is 

equal to the sum of the weights of the two leaves also called parent nodes. 

 Node obtained in step 3 is reconsidered in step 2. 

 Repeat step 2 and 3 until single node left. The last one node is called the root of 

the optimal encoding tree. 

 Starting from the root obtained in step 5, every step from the root towards the 

leaves is either to the left or to the right at every node, movement towards the left 

of the node is considered to be zero while to the right is considered to be one. 

 Since all the character nodes are seen to be the leaves and the path from the 

root ends up here and does not go further, this feature ensures prefix-free 

property of the compression scheme, when a leaf is reached that means next bit 

in the encoded sequence is the first bit from the next encoded character. 

 Characters are represented by leaves so code words for all the characters are 

obtained by tracing back the path from the root towards the leaves where each 

leaf represents a particular character. 
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 A table is constructed for the characters and their specific variable length code 

words known as Huffman table also called Huffman dictionary. 

 Secret information is encoded using Huffman dictionary obtained in step 9, 

resulting in a compressed bits stream H(I), hence the output is a bit stream H(I), 

and Huffman dictionary H(D) which is required for decoding of the bit stream. 

Huffman compression has a property and is known as the prefix free property which 

means that there is no sequence encoding of any character which is the prefix for the bit 

sequence encoding for another character. This property also makes it possible for 

decoding of a bit stream using the encoding tree by following root to leaf paths, figure 

3.2 shows the flowchart of Huffman compression. 
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Figure 3.2: Flowchart of Huffman encoding 

As an example Figure 3.3 shows the basic idea for constructing a binary Huffman 

tree and their respective code words for (image steganography). There are 19 

characters in “image steganography” and every character is represented by 8 numbers 

of bits, hence a total of 152 bits are required to represent “image steganography”. With 

Huffman compression these 152 bits representation is reduced to 55 bits, which means 

the data is compressed by almost 63% of its original length or size.  
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Figure 3.3: Huffman binary tree for (image steganography) 

3.2 Cosine Similarity 

Cosine similarity is a similarity measuring metric used to calculate the similarity between 

two documents or data, mathematically, cosine similarity calculates the cosine of the 

angle between two matrices or vectors projected in a multi dimensional space, if the 

angle between two vectors A and B is zero, similarity between them is one, the larger 

the angle between vector A and vector B, the smaller their similarity. Cosine similarity 

between A and B can be calculated by the equation 3.1.            

            
   

      
 

       
   

        
            

   

         (3.1) 
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As an illustration two 8×8 binary matrices has takes as cover LSB matrix and secret 

information I matrix shown in figure 3.4 (a) and (b).  

        
        
        
        
        
        
        
        

                

        
        
        
        
        
        
        
        

 

                                      (a)                                  (b) 

       Cover Plane                              Secret information I 

Figure 3.4: (a) 8×8 cover LSB matrix (b) 8×8 binary matrix of secret information I 

Both cover  matrix C and secret information I matrix were divided into An and Bm 

sub-blocks of size Bs×Bs, where the sub-block size Bs is taken as 4, are shown in figure 

3.5 and figure 3.6 respectively, where An and Bm  is totally dependent on Bs, in this 

example n and m=1,2,3,4.  

 

            

    
    
    
    

                

    
    
    
    

                

    
    
    
    

                

    
    
    
    

 

                  (a)                             (b)                            (c)                             (d) 

Figure 3.5: Cover blocks (a) A1 (b) A2 (c) A3 (d) A4 
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                  (a)                             (b)                            (c)                             (d) 

Figure 3.6: Secret information Blocks, (a) B1 (b) B2 (c) B3 (d) B4 

Now to find the similarity between blocks given in figure 3.4 and 3.5, equation 3.1 

is used to calculate the similarity of each Bm block in secret information I with every An 

cover block, i.e. similarity between B1 and A1 is 0.6667, B1 and A2 is 0.5893, B1 and A3 is 

0.6299 and B1 and A4 is 0.4714, similarly the similarity values between B2 and A1, A2, A3 

and A4 are 0.5000, 0.3536, 0.3780 and 0.5303 respectively, and that of B3 and A1, A2, A3, 

and A4 are 0.4472, 0.6325, 0.6761 and 0.3162 respectively, for B4 and A1, A2, A3 and A4 

the cosine similarity values calculated are 0.6299, 0.5345, 0.5714 and 0.8018 

respectively. 

Cosine similarity suggests that the more the value approaches to 1, the greater 

the similarity between the two vectors A and vector B, where as the value approaches 

to zero, that means the two vectors or matrices are dissimilar.  

3.3 Embedding process 

Following steps shows how embedding of the proposed technique is carried out. 

 Cover image of size M x M is first converted into binary pixel values, LSB plan is 

extracted from these binary pixel values of size M x M and divided into sub-

blocks of size Bs x Bs resulting in An sub-blocks. 
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 The compressed bit stream H (I) from the Huffman encoder is then reshaped into 

a square matrix of size N x N, where N x N is the nearest greater value to the 

size of H (I). The compressed secret data bit stream H (I) is padded with zeros if 

the product of its size is less than the product N x N which is the nearest greater 

value to the size of H (I), the compressed secret information matrix is then 

divided into sub-blocks of size Bs x Bs resulting in Bm sub-blocks of the secret 

information. 

 Cosine similarity is calculated by equation (1) between An and Bm (where n ≥ m), 

cosine similarity of each block in Bm is calculated with every block in An, most 

similar blocks to each other are mapped which is used for embedding and 

extracting the Bm blocks from An blocks, this mapping is termed as secret key K. 

 An blocks are replaced by Bm blocks according to the secret key K obtained in 

step 3, which results in a new set of blocks Rn. 

 Secret key K is embedded in a specific know region of the cover image for the 

correct extraction of the secret data H (I) hidden in the cover image. 

 Now replacing LSB plane of the cover image by the reshaped Rn blocks, results 

in a stego image. 

3.4 Extraction Process 

Extraction of the secret data involves the following steps. 

 Read the stego image. 

 Secret key K is extracted from a specific known region of the cover image. 
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 After extracting the key, pixel values of the stego image of size M x M is first 

converted into binary pixel values, LSB plan is extracted from these binary pixel 

values of size M x M and divided into sub-blocks of size Bs x Bs to get Rn blocks. 

 Using secret key K Bm blocks are extracted from Rn blocks, these blocks are then 

reshaped to get the compressed bit stream H(I).  

 H (I) is decoded using Huffman table which results in secret information I. 
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Chapter 4 

RESULTS AND DISCUSSION 

Results of the proposed information hiding technique are evaluated in this section. 

Implementation and evaluation of the proposed technique were carried out using 

MATLAB. Grayscale cover images of 512x512 pixels shown in figure 4.1 are used for 

experimentation. The secret information I for embedding is the text from this thesis. The 

performance evaluation parameters, hiding capacity, MSE (Mean squared error), PSNR 

and NCC (Normalized cross correlation) were used for the evaluation of the proposed 

information hiding technique with existing information hiding techniques including simple 

LSB and IWT-LSB [22]. Experimental results were examine and disused in the following 

sub-sections. 

                          

Lena                             (b) Barbara                                (c) jet plane 

Figure 4.1: Grayscale cover images of size 512×512 
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4.1 Parameters 

4.1.1 Hiding Capacity 

The payload capacity of any steganography technique is calculated as the total number 

of secret information I bits to be embedded in cover image. The embedding rate bit per 

pixel bpp is measured using equation 4.1. 

                                            
                  

   
                                         (4.1) 

Where M and N represents the size of the cover image, test images used for 

experimentations are of size 512 x 512, embedding is done only on the LSB plane of 

the cover image, so the maximum secret information I characters that can be embedded 

are 32768 characters or (32768 x 8 = 262144bits)or 1 bit per pixel bpp.  

However, with the addition of the Huffman compression technique which 

compresses the secret information I before embedding, the capacity can be increased 

up to 1.6 bpp.   

4.1.2 MSE and PSNR  

The MSE calculates the cumulative squared error between the cover image and stego 

image, where as the PSNR is the measure of the peak error, these two parameters are 

used for measuring the quality and imperceptibility of the stego image. Equation 4.2 and 

4.3 are used for calculating MSE and PSNR of the stego image S and the cover image 

C. 

            
 

   
                     

   
   
                                      (4.2) 
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                                            (4.3) 

Where M and N represents the size of the cover image C and stego image S 

respectively, while Cmax represents the maximum value in the cover image. Smaller the 

MSE value the higher will be the PSNR value which results in better quality and 

imperceptibility. Research shows that for good quality of stego image, the PSNR value 

should be greater than 40 dB. 

4.1.3 Normalized Cross-Correlation (NCC) 

NCC is known technique for evaluating the degree of similarity or closeness between 

two functions or images, this evaluation determines the extent that how much the stego 

image S has been deviated from the original cover image C. Equation 4.4 show the 

formula for calculating the Normalized cross-correlation NCC. 

    
                          

                                          

                                          (4.4) 

Where        and        are the intensity values of ith  row and jth column of the 

cover image   and stego image S respectively, while    represents the mean of the 

cover image C and    represents the mean of the stego image.         

The value for NCC ranges between -1 and 1. If NCC value falls in negative range, that 

means relation between the two function or images are negatively correlated, as the 

value approaches to -1 the two functions becomes the opposite of each other. And if the 

value is in the positive range, that means the relation between the two function or 

images are positively correlated, as the value approaches to 1 the correlation between 



37 

 

the two functions or images become stronger and the two functions or images become 

identical copies of each other. 

4.2 Results 

In this section a detailed analysis of the parameters is carried out, images given in 

figure 4.1 are taken as Cover images for experimentations. Unlike the traditional LSB 

embedding, the proposed technique make sub-blocks of the secret information S and 

that of cover image C, these blocks are made in such a manner that brings randomness 

in the secret information to be embedded which ensures security of the secret 

information, block size Bs×Bs is taken as 32×32 throughout the experimentation. 

Replacement of the cover blocks by secret information blocks are done by cosine 

similarity, cosine similarity finds the most similar blocks in cover blocks to the blocks of 

secret information, hence number of difference bits decreases.  

4.2.1 Embedding rate versus MSE, PSNR and NCC 

Embedding rate versus MSE, PSNR and NCC of this proposed technique is carried out 

for the cover images given in figure 4.1. PSNR, MSE and NCC are evaluated for the 

proposed technique for the images Lena, baboon and jet with different embedding rate. 

Table 4.1 shows that at maximum capacity of the proposed technique 1.6 bits per pixel, 

the PSNR, MSE, and NCC values for the image Lena are 51.1828, 0.5002 and 0.99 

respectively, and for the image Barbara PSNR, MSE and NCC values are 51.1837, 

0.5001 and 0.99 respectively, and for the image jet the values of PSNR, MSE, and NCC 

are 51.1779, 0.5002 and 0.99 respectively.  
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Table 4.1: PSNR, MSE and NCC values for maximum capacity 1.6 bits per pixel 

Cover 

image 

      

MSE 

 

NCC 

 

PSNR 

Lena 0.5002 0.99 51.1828 

Barbara 0.5001 0.99 51.1837 

Jet 0.5002 0.99 51.1779 

 

Table 4.2 contains the PSNR, MSE and NCC values for the cover images Lena, 

Baboon and Jet at 1 bit per pixel embedding rate. At 1 bit per pixel embedding rate for 

the image Lena the PSNR, MSE and NCC values are 53.5699, 0.28 and 0.99 

respectively, and for the image Barbara the PSNR, MSE and NCC values are 53.4566, 

0.28 and 0.99 respectively. For jet plane the PSNR, MSE and NCC values are 53.5648, 

0.27 and 0.99 respectively.  

Table 4.2: PSNR, MSE and NCC values at embedding rate of 1 bit per pixel 

 

 

 

Cover 

image 

 

MSE 

 

NCC 

 

PSNR 

Lena 0.28 0.99 53.5699 

Barbara 0.28 0.99 53.4566 

Jet 0.27 0.99 53.5648 
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The embedding rate 0.5 bit per pixel gives more better PSNR and MSE, for Lena 

the PSNR, MSE and NCC values are 56.2757, 0.153 and  1, for Barbara the values are 

56.2750, 0.152 and 1, for jet plane the values are 56.2841, 0.150 and 1 respectively. 

Table 4.3 summarizes the parameters for the cover images Lena, Barbara and Jet at 

embedding rate of 0.5 bit per pixel. 

 

Table 4.3: PSNR, MSE and NCC values with embedding rate of 0.5 bit per pixel 

 

 

 

 

 

 

 

Figure 4.2 shows covers image and their respective stego images at the 

maximum embedding rate 1.6 bits per pixel, at 1 bit per pixel and at 0.5 bit per pixel. 

 

 

 

 

 

Cover 

image 

 

MSE 

 

NCC 

 

PSNR 

Lena 0.153 1 56.2757 

Barbara 0.152 1 56.2750 

Jet 0.150 1 57.2841 
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    (Cover Image)   (Stego-Image 0.5Bpp)  (Stego-Image 1Bpp)   (Stego-Image 1.6Bpp) 

            

   (Lena original)             (Lena Stego)             (Lena Stego)            (Lena Stego) 

             

  (Barbara original)        (Barbara Stego)         (Barbara Stego)        (Barbara Stego) 

           

       (Jet original)            (Jet Stego)                (Jet Stego)                (Jet Stego) 

Figure 4.2: Grayscale Cover and their respective Stego images at different 

embedding rate 
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4.3 Comparison of Proposed Technique with the existing Techniques  

Comparison of the proposed technique with other existing techniques i.e. simple LSB 

and the technique IWT-LSB presented in [22] is carried out, Table 4.4 presents the 

PSNR, MSE and NCC values of  simple LSB, technique presented in [22], and the 

proposed technique at the embedding rate of 1 bit per pixel. Grayscale images Lena, 

Barbara and jet of size 512×512 shown in figure 4.1 are used as cover images, for the 

image Lena, the PSNR value calculated for the existing techniques simple LSB, IWT-

LSB and the proposed technique are 51.13, 47.42 and 53.569 respectively, the MSE 

value for simple LSB, IWT-LSB and proposed technique is 0.501, 1.084 and 0.28, the 

normalized cross correlation NCC value for the simple LSB, IWT-LSB and the proposed 

technique is the same 0.99. For the image Barbara the PSNR values calculated for 

simple LSB, IWT-LSB and the proposed technique are 51.14, 47.61 and 53.4566 

respectively, the MSE value of simple LSB, IWT-LSB and the proposed method are 

0.498, 1.081 and 0.28 respectively, the NCC value for the simple LSB is 0.98 and 0.99 

for IWT-LSB and the proposed technique. For the image jet the PSNR values calculated 

for simple LSB, IWT-LSB and the proposed technique are 51.14, 46.87 and 53.5648 

respectively, the MSE value of simple LSB, IWT-LSB and the proposed method are 

0.491, 1.086 and 0.27 respectively, the NCC value for the simple LSB is 0.98 and 0.99 

for IWT-LSB and the proposed technique. 
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Table 4.4: Values of NCC, MSE and PSNR, of the proposed steganography 

technique applied to grayscale cover images at the embedding rate of 1 bpp 

Cover 

image 

Lena 

 

Barbara 

 

Jet 

Simple LSB              

NCC      MSE      PSNR 

 

0.99 0.501 51.13 

0.98 0.498 51.14 

0.99 0.491 51.14 

IWT-LSB[12]                 

NCC         MSE       PSNR 

 

0.99 1.084 47.42 

0.99 1.081 47.61 

0.99 1.086 46.87 

Proposed Technique      

NCC       MSE        PSNR 

 

0.99 0.28 53.569 

0.99 0.28 53.456 

0.99 0.27 53.564 

 

Comparison of PSNR, MSE and NCC of proposed technique with existing 

techniques including Simple LSB, IWT-LSB is graphically represented in figure 4.3. 
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(b) 

 

(c) 

Figure 4.3: Comparison (a) PSNR (b) MSE (c) NCC 
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Experimental results shows that the proposed technique can hide a large 

payload capacity with better PSNR and MSE compare to other existing techniques, 

better PSNR and MSE value ensures imperceptibility of the stego media. The NCC 

value shows the closeness between the original cover and the stego image. The 

proposed technique has better PSNR, MSE and NCC values than previous techniques.     
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Conclusion 

In this thesis, the proposed steganography technique for hiding the secret information or 

data in the digital image is based on cosine similarity. The proposed technique is 

performed using MATLAB 2017. Before embedding, the secret information is 

compressed by using Huffman compression which increases the payload capacity of 

the proposed technique, after compression the secret information blocks and the cover 

blocks are evaluated using cosine similarity, the most similar blocks are replaced in the 

cover blocks, the blocks from the secret information are taken randomly to ensure 

security of the secret information, with the use of cosine similarity the alteration of bits in 

within the cover image is minimized. 

 Three different cases has been studied with three different embedding rates on 

three different cover images, results shows that the proposed technique give better 

PSNR with greater payload capacity than the previous existing techniques. 

Experimental results shows that the technique proposed in this thesis has a maximum 

payload capacity of 1.6 bpp with PSNR value of 51.1828, which means a total of 57000 

characters, can be embedded into a grayscale image of size 512×512, the maximum 

PSNR value achieved is 57.2841 at 0.5 bpp. The proposed technique also results in 

better MSE value of 0.25 and normalized cross correlation NCC value of 0.99. The 

results of the parameters of the proposed technique surpasses the existing techniques, 

hence a better steganography technique.  
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