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ABSTRACT 

 
 
Image denoising is one of the classical problems in digital image processing and has been 

studied for nearly half a century due to its important role as a pre-processing step in various 

electronic imaging applications. The search for efficient image denoising methods is still 

a valid challenge. In spite of the sophistication of the recently proposed methods, most 

algorithms have not yet attained a desirable level of applicability. The purpose is to 

introduce such type of technique to remove Gaussian noise from the image so that least 

extent of data carrying information diminishes with removal of unwanted noisy 

components. An improved adaptive wavelet threshold function is designed for the 

extraction of original image. The wavelet decomposing detail coefficients of the image 

mixed with Gaussian noise are denoised by this improved threshold function, then 

reconstructed together with the wavelet decomposing approximation coefficients to get 

the denoised image. The experimental results show that the denoising effect of the 

improved threshold function is superior to hard threshold and soft threshold. Different 

thresholds will be set for wavelet details of each level when denoising. Considering the 

advantage of modified bilateral filter, this thesis proposes to combine wavelet improved 

threshold denoising with modified bilateral filtering, termed as combined denoising 

method. 

MATLAB simulation results show that, this method has better effect on removing 

Gaussian noise mixed in images. The results have compared using peak signal to noise 

ratio (PSNR), visual quality, structural similarity index (SSIM) parameters. Better 

denoising effect demonstrates the adaptability of the combined denoising method. 
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Chapter 1 

 
INTRODUCTION 

 

 
1.1 Background: 

In digital image processing a very large section is dedicated to image compression and image 

de-noising. Applied Engineers believe that it’s not possible that received images will be 

without noise. By noise images get corrupted. In digital image processing to de-noise image is 

a big problem. The de-noising process includes ejection of blurring and degradation addited in 

images during communication [1]. Different kind of noise and faulty picture formation causes 

perceptible artifacts and haziness, results due to movement of camera and real scene[2]. 

In digital image processing the great application is Wavelet theory.  Morlet and Grossman 

developed Wavelets. French researchers Mallat, Meyer, Cohan created the correspondence 

between filter banks and wavelets[21], in most technical work this theory has a great 

application. Wavelet transform main applications are de-noising and image or signal 

compression. In compression and picture de-noising wavelet transform is effective in the light 

of fact that it can compress a picture remove noise ,scanty portrayal of image is needed which 

is being computed by wavelet transform. Wavelet theory is collated by the signal segment and 

partition of noise of distinct discrete wavelet transforms [3] Filters help to decrease major part 

of noise. By using wavelets every method of de-noising pass through three different prototypal 

steps: wavelet decomposition (to de-noise the image by computing the discrete wavelet 

transform), threshold/filtering the decomposed image, Inverse wavelet transform. 
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The individuals who have constraint knowledge of wavelets and mathematics should go for 

Daubechies [7]. Wavelet transform is valuable and exceptional tool. Wavelet transform get 

over Fourier transform limitations. Signal of time domain /frequency domain are expressed by 

Fourier transform only. It shows wide information of signal. By varying signal we get mother 

wavelet having zero mean and energy in time domain.  . Wavelets function and Scaling are 

basic function of wavelet transforms. Mallat [4] Own family of wavelets with specific area can 

b get by multi resolution description theory. Due to time frequency localization discrete 

wavelet transform (DWT) is useful than other transformations. 

Degradation process is to be learned to develop algorithm to improve image quality and for 

the removal of noise in image denoising process. . If we have model for degradation process, 

by using inverse process we can bring back the image into its original position. In spacecraft 

telescope optical system to remove the artifacts and recoup for degradation this type of 

restoration is used. Great applications of image denoising are in field of medical imaging which 

improves image quality for the diagnosis of patient, in astronomy where resolution is not so 

good and forensic sciences for high quality image evidences. 

Suppose that 2D grey scale image. F(x,y) is representation whereas pixel coordinates are (x,y). 

Intensity of pixels in gray scale level ranges from 0-255. Value of 0 for black and 1 for white 

is denoted for simple binary image in digital imaging .From the study of pattern recognition, 

computer vision and image processing grey scale images are useful. . The images used in the 

thesis for experiment are called intensity images. We used here gray scale images which 

contain no color information, image brightness on gray scale 0-255 whereas, black image 

having 0 value and white image have 255 value. Different intensity levels are shown by the 

values between 1-254.  
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Three band monochrome images are called color images with discrete color bands RGB, Red 

Green and Blue are three different bands. All the other colors made are the combination of 

these three basic RGB colors bands. 24 bits/pixel images are also called RGB images. 1 

bit/pixel images are binary images. 

 

 

1.2.1 Problem.statement:  

The planned scheme proposed in this thesis is to close the uncorrupted pictures from noisy and 

disrupted pictures, this is scheme is called de-noising of images. De-noising of image is carried 

out by different techniques to obtain real image from noisy distorted image. . In image de-

noising selecting the best applicable technique plays important role for example techniques 

used for satellite pictures will improve just minor subtle elements and clearly will be 

understanding of satellite pictures. So, this procedure won't be frugal for pictures.  

 

 

1.2.2 Aims and Objectives: 

In this thesis, examine is done on different kinds of systems, that are now utilized for picture 

de-noising. Local dependent thresholding gives best result by condition of art technique which 

are locally and globally threshold technique. Two types of techniques adaptive[17] and non-

adaptive are used for de-noising of image in wavelet thresholding. In image de-noising which 

shows very poor performance. Blurring of perceptible artifacts is disadvantage of state-of-the-

art techniques. Two procedures for image de-noising that are demographically dependent [19].  
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Threshold values are cited from data driven method. The result of de-noised image can be 

enhanced by finding best threshold value. 

The Image de-noising is subsisting of three step process. 

 

1) LWT (Linear wavelet transform) 

2) NLTT (Non-linear thresh-holding transform) 

3) LIWT(Linear inverse wavelet transform) 

 

 
 

                             Figure 1.1 Step process of image de-noising 

To break down noisy image is wavelet decomposition. Image can be decomposed up to “L” 

levels. Approximation and detail of image is provided by wavelet decomposition. The details 

shows us diagonal, horizontal and vertical details. The real image coefficients are shown by 

approximation details which shouldn’t be threshold during thresholding section. Details are 
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threshold during thresholding section and next step is reconstruction of wavelet which 

reconstruct picture and output as the estimated image called de-noised image. 
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Chapter 2 
                 

2  LITERATURE REVIEW 
 

2.1  Wavelets.analysis   

2.1.1     Wavelet.definition 
The performance of the denoising methods depends on the features of the wavelet transform 

and of the filter used. This performance can be improved by diversification mechanisms, using 

different features of wavelet transform and different features of the filter [28]. 

The wavelets are alluded to oscillatory transitory wave time-surrounded stretch, that has 

aptitude to depict time –recurrence plane, with molecule of different time braces ( fig 

2.1).Generally, wavelets are made with categorical properties having useable function for 

signal processing. Non-stationary and transient phenomena are resulted by the pragmatically 

coherent implementation. Wavelets are the functions that possess the value of zero over period 

and is characterized in a limited time interim [10, 11]. In wavelets the information is changed 

over into various frequencies and each recurrence speaks to both scale and comparative 

determination.     

                                 

                                       Figure 2.1 Mother wavelet (w(t)) 
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2.1.2  Characteristics of wavelet 

The utilization of wavelet is to differentiate data containing numerous sorts of information 

i.e. EEG signals, Digital pictures, Audio signals and many more. The wavelet ψ is a capacity 

with limited points of confinement and normal estimation of zero. Wavelet have formula: 

 

                                        ∫ 𝜓 (𝑡) 𝑑𝑡 =  0
∞

−∞
                                 (2.1) 

 

Mother wavelet ψ(t) is used to extract the lethal information about frequency and time of 

wavelet family. By using interpretation and scaling  factor ψu,s(t) , sub little wavelets can be 

formed from mother wavelets. Here ψ(t) is translation factor whereas,‘s’ is enlargement factor 

with scale ‘s’. 

 

                              𝝍𝒖,𝒔(t) =  
1

√u
 ψ [

t−s

u
] ;   u, s ϵ R1 and u > 0                            (2.2)    

2.1.3  Wavelet.analysis  

 

Decompose the images into different sub-levels is known as wavelet analysis. Signal is 

projected over the wavelet function to achieve this analysis. It consist of integration and 

multiplication process. 

                                         < 𝑥(𝑡)ψu,s(t) >=∫ 𝑥(𝑡) 𝜓𝑢, 𝑠 (𝑡)𝑑(𝑡)                                   (2.3) 

 

It  can be utilized that diverse interpretations and scales of mother wavelet relying upon the 

attributes and shape of signal. The peculiarity of the wavelet allows to utilize enthusiastically 

unique scales and interpretations or to change the measure of the capacity or window to make 

it perfect with subsequent determination in frequency and time area. It is to be noted that hasty  
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variations occur in original picture in high determination time domain done by  mother wavelet 

contraction. Alternatively for high determination  ,an enlarged variant of the mother wavelet 

is utilized in recurrence area. 

2.1.4  Wavelet.history 

In early decade of 20th century, Haar presented the basic and theoretical idea of wavelets. 

Gabor change was presented by Gabor in 1946. It is used for wavelets examination, a colony 

of functions which can be utilized for generating new wavelet family and functions. Continues 

wavelet transform was discovered by George Zweig in 1975.For past 20 years, wavelets have 

been functional and practical use in society in the field of computer vision,signal processing 

and image processing. A milestone paper was published by Grossmann and Morlet in the 

1980s.it is considered as beginning of modern wavelet analysis. Morlet[7] while doing his 

exploration watched that little sizes of high recurrence are most valuable for discovering fine 

points of interest for firmly dispersed layers. Grossman and Morlet defines continues wavelet 

transform(CET) in 1982. ). Meyer know the importance of this mathematical tool and 

discovered his own theory in team with Ingrid Duabechies[5], formulated Orthogonal wavelets 

and Stephen Mallat,[7] find filter bank implementation with Discrete Wavelets Transform 

(DWT). In 1991, wavelets were first time used in medical field to remove noise from MRI 

images by jin Weaver. 

2.2 Wavelet transform’s evolution 

The advancement of the wavelet transform results from the Fourier Transform (FT). We can 

say that wavelet is basically a type of an augmentation that comes from the limitation of Fourier 

Transform (FT). Cosine and sine sinusoids are the basic function of Fourier Transform that are 

predictable while in correspondence basic capacities of Wavelet Transform (WT) are 
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unpredictable and symmetric. The entire story about Fourier Transform generation and how 

wavelet transfer minimizes the limitation effects of Fourier Transform is discussed in 

following topics below. 

2.2.1  Fourier.transform 

Any Periodic functions can be deteriorated into little parts of cosine and sine waves or complex 

capacities is proved by a French physicist and mathematician Joseph Fourier. Later non 

periodic functions were discussed in next half century. The decay and reconstruction of signals 

into complex exponential function into various frequencies are below: 

 

                                      
2 ix

f ( ) f (x)e dx for any real valueof
 

−  
 = 

−

                (2.4) 

                                     

2 i x
f (x) f ( )e d for any real valueof x


 

=  
−                 (2.5) 

 

In the above conditions demonstrates the Fourier change of signal x in time area while f(x) 

demonstrates the opposite change and x is in time space while ξ in recurrence space (in hertz). 

We can do the calculation of Fourier change over unsurpassed. The scaling property of Fourier 

change expresses that on the off chance that we have scaled form of  

 

 

                                                    fs (x) =  f (sx)         (2.6) 

then, it corresponds to            

                                              (ξ)= 1/|s|  f(x)                 (2.7) 
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We can see from the above conditions that we diminish the time spread then FT is widened. 

In the event that we increment the time spread FT is concentrated. It implies that it is like a 

trade-off between frequency localization and time localization. Desired result for both 

frequency and localization cannot be achieved at the same time. Presently that we anticipate 

the signal on complex exponentials we get a decent Frequency localization. The absence of 

time localization is the fundamental hindrance of Fourier change creates it unacceptable 

intended for a large number of the application. 

 

                                   

 

                                  Figure 2.2 Sinusoid Fourier Transform 

                                 

2.2.2   Short-time.fourier transform 

The fourier that is expresses change in fourier of longer signals when time is changed over to 

small periods is short time fourier transform. Fourier Transform (FT) of each fragment is 

processed keeping in mind the end goal to perceive how the recurrence points changes for 

every portion of time.Gbour presented this idea in 1946. While Allen assist this idea with 

channel banks in 1977.to get STFT we first use interoperating window little size to pass the 

basic signal and then forrier transform is applied to signal, output can be written 

mathematically such that 
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j t

STFT{x(t)}( , ) X( , ) x(t) w(t )e dt


− 
  =   = − 

−

                                                (2.8) 

W(t) is focused at zero known as hann or Gaussian window, x(t) for the signal to be used in 

process. Sliding window  using time domain or utilizing filters for frequency domain can be 

utilized for above discussed condition. The capacity of window remain the same in entire 

process. 

We may use any size of window with concern of time localization of signal according to our 

applications but yet results into bad, 

2.3 Wavelet.transform 

In the over two strategies we discover the constraint of these two techniques presently 

remembering the confinement of (FT)  Fourier change and (STFT) short time Fourier change 

having bad time limitation and frequency restriction addressed  in exponential frame. Morlet 

and Grossman [5] planned proceeds with wavelets transform that disintegrates original signal 

into deciphered and widened rendition of the original signal.Principle favorable position of the 

wavelet change (WT) over different techniques is multiresolution analysis (MRA), having 

diverse frequencies in various scales and time. The greater part of the signals have little 

frequency for long time length and expansive frequency for little span of time. Similar work 

for all signals examination is done in wavelet change.  

Wavelet ψ is utilized for the examination and x is considered to be part form L2(R).signal 

cane b represented in two versions ,translated and scaler.so equation can be written in below 

representation form.  
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1 x b

[W f ](a,b) f (x)dx
a| a |



  −
=   

 −

                                                      (2.9)   

 

From above representation we can say this that transform of wavelets is the results form 

convolution of derived wavelet and base signal.  

2.4 Comparative.visualization 

We will visualize graphical representation for all the three transformation discussed 

above.Fig 2.3 is representation for fourier transform which indicates great recurrence 

restriction however bad time confinement. 

 

 

                                        

            

  Figure 2.3 Time-recurrence confinement of Fourier change  

 

Short time fourier transform is appeared in fig 2.3. . this depends upon Heisenberg 

vulnerability standard which indicates limitation in frequency time localization. Frequency 

time localization can be done up to some ranges.so the fact is that length for the frequent 

timeboxes shaped in rectangular form remain same. Up to some extent this limitation is quite 



13 
 

good. 

                                                

   Figure 2.4 Time-recurrence restriction of brief time fourier change  

In the figure 2.4 a vastly improved time-frequency  localization appeared.Large timer spaces 

are required for small frequencies while small time spaces are utilized fort high 

frquencies.wavelet transform is utilized due to specific approach and it is more appropriate for 

vast majority signals.  

                                                      

                                    Figure 2.5 Time-recurrence confinement of wavelet change 

2.5  Reconstruction for filter bank  

Deterioration and reproduction of flag or a picture of a wavelet are explained by wavelet 

examination and combination. High recurrence and low recurrence are two sections of 1-

dimensional motion e.g. 1-D motion it is because wavelet decays a 1-D motion. Then for 

holding these two segments two filters low and high pass filters are used. In high pass filter,  
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high recurrence segment is saved while in low pass low recurrence section or segment is saved 

and both the filters reject the other part. So, at the end output has both the two segments high 

and low recurrence.Working of examination and recreation channel bank shown in the given 

figure: 

 

                               Figure 2.6 One dimensional reconstruction filter with one level 

Here H_0 (z) is a high pass channel whereas G_0 (z) is a low pass channel individually and a 

flag X (z) is passed through high and low pass channels.  Down examining flag is also done 

on flag additionally. Meager portrayal part of the flag is taken from after down examining. 

This section is also referred as principal level decay and in this function, we can make up to N 

levels because we need to go additional levels of disintegration and here each level is called 

as sub-band. So for differentiation N subgroups are made. One level disintegration is done for 

flag deterioration in this research. The flag must go through high and low pass filters e.g. H_1 

(z) andG_1 (z) respectively. To yield the flag X (z) in d deferral sec, these signs are additionally 

added with each other. 

The testing rate is safeguarded in the examination but it is not presented instead it presents 

association of flag. Bending greatness and stage in the flag is instigated in the examination  
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section. Associating and twisting of the flag is reduced in blend or reproduction section. For 

the ideal reproduction of the flag is shown in the given relation: 

                                               G0(z) H0(z)   +  G1(z) H1(z)  =    2                      (2.10) 

                                    G0(z) H0(−z)  +  G1(z) H1(−z) = 0                                     (2.11) 

 

 

 

2.6 Classification of wavelets 

For symmetrical and bi-symmetrical wavelet premise examining and recreation, there is 

distinctive connection present [13]. They are classified into two major groups which are 

contingent upon the diverse properties of proposition premise. 

a) Orthogonal premise  

b) Bi-orthogonal premise 

2.7 Characteristics for orthogonal wavelets filter bank 

The symmetrical supposition is non-symmetric and prolonged in symmetry. They are assigned 

veritable coefficient values. Among investigation and unions, following connection is present. 

 

                                                      H1(z) = H0(z−1)                                                         (2.12) 

                                            G1(z) = G0(z−1)                                                                        (2.13) 

        

With N channel length among high and low pass filters following channel exists  

 

                                            Go(z) = −z−N H(−z−1)                                                             (2.14) 
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Certainly, here we can say that with just a single channel condition we can again generate the 

flag. The homogenous nature of the channel makes it less challenging implement. 

2.8 Characteristics for bi-orthogonal wavelets filter bank 

The given below condition must be satisfied to estimate the coefficients of Bi-orthogonal 

channels are either pure numbers or whole numbers. 

                                                                 G0(z) = H1(−z)                                                          (2.15) 

                                                                G1(z) = −H0(z−1)                                                       (2.16) 

                                      

For symmetric supposition, direct stage of channels are required and there are two channels 

bank H_0 (z) and H_1 (z) that has symmetry in nature. There is a symmetry in nature of low 

pass filter approximation while for high pass filter it is not necessary that it has symmetry or 

not like it sometimes has symmetry and sometimes not. 

2.9 Wavelet transform 

Wavelet transformation has two types. 

a) Continues wavelet transform 

b) Direct wavelet transform (DWT) 

Here we discuss some of their points of interest. 

Continues wavelet transform 

 

Investigation of Fourier in Fourier change explain as: 

   F(w)  = ∫ f(t)e−jωt∞

−∞
dt                                                                                             (2.17) 
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Superposition of pure and complex qualities are contained by an exponential in the above-

mentioned equation with preceding change in wavelet presently is explained as: 

        C (Scale , position)  = ∫ f(t) ψ (Scale, position, t)
∞

−∞
dt               (2.18) 

 

With the increase in parental wavelet ψ (t) flag f (t) also increase and in result there is also an 

increase in wavelet. From the fundamental recipe of the parental wavelet, one can get the 

distinctive sizes of the parental wavelet. Distinctive scales can be gotten by the projection of 

the flag along with parental wavelet. This relation is explained below: 

                                          ψa,b(t) =  
1

√a
 ψ [

t−b

a
] ;   a, b ϵ R1 and a > 0                                 (2.19) 

 

Interpretation factor and scaling factor are “b” and “an” respectively in above-mentioned 

relation. The parental wavelet produces ψ_ (a,b) (t) subsequent which is deciphered and scaled 

adaption. 

To further change in wavelet a most important relation is explained below: 

                               Wf(a, b) =  ∫ x(t)
∞

−∞
 ψa,b(t)  dt                                          (2.20) 

Inverse wavelet transform 

By change wavelet oppositely, the proceeds disintegrated structure will be regenerated with 

the change in wavelet. This wavelet change is expressed mathematically as: 

                                                 x(t) =  
1

C
  ∫ ∫ Wf(a, b)

∞

−∞
 ψa,b(t)  db 

da

a2

∞

0
                                 (2.21) 

                                               Where C = ∫
|ψ|2

ω

∞

−∞
 dω <  ∞                    (2.22) 

 

 

To change in wavelet composition two conditions must be fulfilled in the above-mentioned 

equation. With a mean estimation of zero, the indispensable must be limited it is to stay away  
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from a peculiarity in equation 2.22. Mathematically we can rewrite it after the change as: 

                                                       ∫ ψ(t) dt =   0   
∞

−∞
                                                    (2.23)    

 

These premises are called suitability property. 

With limited vitality, the second principal necessity is parental wavelet. 

                                                         ∫ |𝛙(𝐭)|𝟐 𝐝𝐭 =    ∞  
∞

−∞
                                               (2.24) 

2.9.1  Discrete wavelet transform 

1D DWT 

The flag which has a place with L2(R), its investigation of the 1-D symmetrical wavelet is 

changed. The mathematical expression of this explains as: 

             aj,k =  ∫ x(t)2
j

2⁄   ϕ (2j t −  k) dt        bj,k =      ∫ x(t)2
j

2⁄   ψ (2j t −  k) dt        (2.25) 

Change Backwards discrete wavelet (IDWT) combination condition is given as: 

               x(t) = 2
N

2⁄ ∑ aN,k  ϕ (2Nt − k)k  +  ∑ 2
j

2⁄  ∑ bj,k ψ (2j t − k)k
M−1
j=N                   (2.26) 

a_ (j,k ) and ϕ(t) are representing coefficient esteem and scaling capacity of symmetrical 

wavelet respectively. Whereas bj,k, and ψ(t) are representing coefficient esteem for 

interpretation and wavelet work respectively. 

Bi-symmetrical premise examination conditions are given below: 

                  ãj,k =  ∫ x(t)2
j

2
⁄

  ϕ̃ (2jt −  k)  dt        b̃j,k =      ∫ x(t)2
j

2
⁄

  ψ̃ (2jt −  k)  dt           (2.27) 

Bi-symmetrical premise amalgamation condition is given as: 

 X (t) = 2
N

2⁄ ∑ ãN,k  ϕ (2Nt − k)k  +  ∑ 2
j

2⁄  ∑ b̃j,k ψ (2j t − k)k
M−1
j=N                   (2.28) 
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a_ (j,k ) and ϕ(t) are representing coefficient esteem and scaling capacity for the information 

flag respectively. Whereas bj,k, and ψ(t) are representing coefficient esteem and wavelet work 

for wavelet premise respectively. 

'k' and 'j' are the interpretation of the wavelet and scaling capacity respectively. For one-

dimensional flag breakdown and reproduction, we need a quantity level “N” in DWT. 

2D Discrete Wavelet Transform 

After examined we realize that 1-D signals have the 2D type of picture. 1D signals after 

progression shaped into 2D signals. After one-dimensional wavelet change along the line and 

then along segments aimed investigation segment of wavelet change, 2D information signal 

formed. Here the following figure depicts the IDWT and DWT process. 

 

 

 

 

  Figure 2.7 One level filter bank for computation of 2-D DWT 
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Change in coefficients is found out when the 2D assumption is gone work on a picture. After 

this duplication of two one dimensional, assumption work is accomplished. Until now we have 

got four segments in a condition which are given below: 

                                                              

ϕ (u, v) =  ϕ(u) ϕ(v) 

ψ1 (u, v) =  ψ(u) ϕ(v) 

ψ2 (u, v) =  ϕ(u) ψ(v) 

         ψ3 (u, v)  =  ψ(u) ψ(v)                                       (2.29) 

 

For all the pictures ϕ (u,v) is the scaling capacity whereas ψ_1 (u,v),ψ_2 (u,v) and ψ_3 (u,v) 

are wavelet work for every picture. Capacity coefficients are achieved after the subsequent 

going through all these assumptions. Sub-bands which are achieved after this re-explained as: 

1.    LL sub-band is course guess  

2.    LH sub-band contains vertical subtle elements  

3.    HL sub-band contains flat points of interest  

4.    HH sub-band contains corner to corner points of interest 

 

     

 

                         
Figure 2.8 Output of 2-D decomposition up to level one  
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Chapter 3       

 

            Wavelet transform De-noising techniques 
 

3.1 Introduction 
 

Image de-noising is done through wavelet transform which is very suitable and gives best 

result. Lots of research has been done on this technique and its basic function is to find 

optimum threshold value. 

Due to the mixture of wave mix, in which a large capacity and fewer numbers are detected. 

Small talent values include noise quote too. The objective is to remove enough noise values 

without the loss of useful information. This small noise is considered to limit the values to 

limit. Below the threshold value, all the values are set to zero, which are kept to the maximum 

extent. Several methods were used to reduce the noise jacket. All these methods are discussed 

below that are used to illustrate the image through our data. 

Marnissi et al. [26] proposed a Bayesian deconvolution method that computes the MMSE 

estimate and the regularization parameter through variational Bayesian approximation. In 

general, the usage of an application dependent regularization parameter suggests that common 

regularizers (e.g., total variation) employed in these MAP based methods as well as in [26] are 

insufficient as a generative image prior. 
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Image noise removal structure is a three-step process, which is explained only by fig 3.1. The 

first step is to deal with the waves, the second step is about the waves, while the third step is 

about construction. 

 

 

                             Figure 3.1  Three step de-noising process 

We can split the image of 'L' level. The destruction of waves provides us the particulars and 

proximity of the input image. Particulars show us vertical, horizontal, and optional details. 

Serious descriptions should not be bound to the threshold section, which show actual picture 

co-casters. The specifications occur during the editing section and then the position of photo 

waves reverses, the picture is reproduced and we are guessed that the image or the D-optical 

image. 

3.2 Estimation and de-noising: 

In fact it is not anticipated that it is estimated. We can explain the issue of DVS in the following 

expression. Assume that the length of the long signal 'B' 'L' and  𝑋𝑗,𝑘without noise without the 

original image is  𝑌𝑗,𝑘 We write the equation below. 

                 𝑌𝑗,𝑘  =  𝑋𝑗,𝑘  +  𝑁𝑗,𝑘        

 (3.1) 

3.3 Different Techniques and Threshold approaches 

𝑁𝑗,𝑘is noise with dividend N (0, sigma). Our goal is to find out the picture and find out the 

output image X to subdue the noise for each level and position. We will reduce the risk of the 

difference between both input image and output image. 

Wavelet 

decomposition 
Wavelet 

thresholding 
Wavelet 

reconstruction 
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A lot of the techniques have been applied for pile and compression. Violet therapy cooling 

techniques can be used to pile up the photo. [12] Innovative Thalings (UT) invented by 

Doohano and Johnston. Then the Visu contraction process was implemented for editing. After 

this process, an adaptive technique has been applied to the photo dive which shrinks less. In 

all these ways, the discussion has been discussed in detail below. 

Before we represent our work, it should be noted that there are some limitations to finding the 

limitation of the limbs. Two types of modes are related to soft thresholding and rigidly. 

Hard thriving reduces the cost of the lowest cost of space and leaves its geographical 

limitations, which is the maximum value, while reducing the depth of deep thumbing. Such 

techniques can be mathematically represented as: 

The hard thresholding operator is defined as 

   D(U, λ)          =     {
U for all |U| >  λ} 

0 otherwise          }  
                                                                                (3.2)              

 

The soft thresholding operator on the other hand is defined as 

                           D(U, λ) =  sgn(U) ∗  max(0, |U|  −  λ )         

(3.3) 

 

 

3.4 Universal thresholding: 

Wave literature is the biggest use of universal thresholding. It can be contacted globally and 

can be developed in such a way as: 

 

                                              𝜆𝑇 =  𝜎 √2𝑙𝑜𝑔𝑁    (3.4) 
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Where the size of the photo is N and where there is no variable. Image size and maximum and 

𝜆𝑇should be above N for not taking any variable. 𝜆𝑇 should be at the highest level but not too 

big.  

Like any , for universal thresholding no previous information is required. Can be easily and 

easily implemented. Universal Thresholding is the best suitable candidate in that scene where 

size of the input signal approaches to infinity. Apart from this, it is a good way for data 

compatibility, SMS is better with SMOTOTO behavior. 

This approach is very fast and easy. Its process is done directly, however, when applied on a 

photo, it provides a DVD-viewing image which has lost enough information. Not very big on 

the front.  

3.5 Statistical thresholding in wavelets: 

 In this method we find the mean of each detail sub-band ‘µ’. The σ𝑦  is the variance of the 

degraded image which can be find by robust median estimator  

Noise capacity is very small and large number of useful information is included in the signal 

gas image. N. below the surface after the picture. Details sub-band rules are securing one line. 

The values that are greater than 2σ𝑦,  3σ𝑦 are dropped and the other values are kept. i.e 

                                             y >  2σ𝑦,  3σ𝑦; x = 2σ𝑦               (3.5) 

Else y = y 

Calculating  the noise variance σ𝑛 and threshold value, finally add the value with mean 

‘µ’ 

                                                                      𝑡 = σ𝑛
2/σ𝑠

2                                                   (3.6) 

3.6    Bayesian denoising method 

Bayesian deconvolution and denoising model for mixed Poisson-Gaussian noise and determine 

the MMSE solution in [27]. We explore the statistics of PG noise and find that its distribution 

can be well approximated using mixtures of Gaussians (MoGs). A generative high-order 
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Markov random field (MRF) image prior in [29] is employed and a regularization parameter 

is not needed. The MoG-based likelihood (data fidelity) and the Gaussian scale mixture 

(GSM)-based prior allow to augment the model using hidden variables and define an efficient 

block Gibbs sampler.The degraded images are restored using the MMSE estimate that is 

approximated by averaging multiple samples from our probabilistic model.  

 

3.7  Homomorphic denoising method 

Homomorphic filter is a kind of frequency domain image contrast enhancement and image 

brightness range compress method [25]. Homomorphic filter can reduce the low frequency and 

increase the high frequency information, thus it can reduce the illumination change and 

sharpen edges and details. Image homomorphic filtering is on the basis of incident and 

reflected light model. If the image function j(x, y) is expressed as the illumination function, 

namely, as the product of the incidence component i(x, y) and reflect component r(x, y), so the 

image model can be expressed as:  

j(x, y)=i(x, y) • r(x, y)                    where 0< i(x, y)< ∞; 0< rex, y)< ∞ . 

r(x, y) depends on the surface of an object 

3.8  Proposed Method  

Proposed method is effective for images with patrol noise. The description of the model is 

shown below: 

                                                   Y = X + N             (3.7) 

Here is the transformation of the image of the error error, x is the original image wave, and the 

V partition indicates the noise components after N (0, σ𝑛
2). Here, since X and V are equally 

independent, Therefore, the differences are given by σ𝑦
2, σ𝑥

2 and σ𝑛
2  y, x and n. 

                                           σ𝑦
2 = σ𝑥

2+ σ𝑛
2    (3.8) 
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It has been shown that noise viruses can be evaluated with the strong subtle and precise average 

estimation of alternative sub-band HHI of primary decomposition point level. [4]    

                                       σ𝑛
2= [median (|each sub-band|)/0.6745]   (3.9) 

The estimation of variance of sub-band of degraded image can be done as: 

                                             σ𝑦
2 = 1/𝑀 ∑ (𝐴𝑀

𝑚=1 𝑚)2            (3.10) 

Here Am have dynamic elements of wavelet of sub-band submissions, M is for total number 

wavelets coefficients in this sub-band. Proposed Thresholding Technology demonstrates 

adapative thresholding which provides adaptive data driven, sub band and surface based on 

maximum range  
 

T    =        {

   σ𝑛
2

   σ𝑥
2                      𝑖𝑓 σ𝑛

2 >  σ𝑦
2 

max(𝐴𝑚)                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    

 

 

 

After process of thresholding reconstructed output image is passed through a modified 

bilateral filter to get final denoised resultant image 
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3.8.1 Bilateral filter 

Bilateral filter is widely technique used for image de-noising. In this technique edge are 

preserved while smoothing images.  it has three common steps i.e. 

• Non iterative method. Parameters are easily set. 

• Each pixel value is replaced by its weighted average value 

• Contrast and feature size is needed to be preserved. That is done by normalizing 

weights. 

3.8.2 Steps for bilateral filter implementation 

Create a Gaussian kernel using  

2

2

(x a)

2e

− −

   
• Next step is to take care of boundaries. if we won’t take of boundaries then more 

artifacts will appear and bilateral will give cartoon like image as result. For this 

purpose, zeros are added in row and column wise. 

• Calculate the weighted average value for the pixel by using the formula 

i

p r i s i

x

W f (|| I(x ) I(x) ||)g (|| x x ||)


= − −                                                                       (3.12) 

It ensures that the image energy is preserved. Where I is original image, xi is pixel value at ith 

location and fr and gs are Gaussian functions that is used to find smoothing differences 

between intensities and coordinates respectively. 

• Final step is to perform normalization to get the de-noised pixel location for the output 

image using the formula 

k,l

D

k,l

I(k, l)w(i, j,k, l)
I (i, j)

w(i, j,k, l)
=



                                                                                          (3.13) 

 

 

 



28 
 

i, j are pixels in the noisy images and k,l are neighboring pixels. W(I,j,k,l) is weight that is 

assigned and I is original image. 

We use Gaussian kernel function to avoid loss of information due to the addition of intentional 

addition of Gaussian noise in images. Bilateral filter is applied and calculated the weighted 

average value for each pixel using formula  

i

p r i s i

x

W f (|| I(x ) I(x) ||)g (|| x x ||)


= − −                                                                  (3.14) 
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Chapter 4 
  

                                        Results and simulations 

4.1   Simulated results 

This section discourse is in relation to instigate visu shrink thresholding, hard thresholding, 

statistical method, soft thresholding and proposed algorithm method. The score of all the 

described techniques is compared with proposed algorithm method. 

            The comparison of input true image and output resultant image is is necessary. Input 

image is used with addition of various gaussian noise variances. The noisy image is imperiled 

to decomposition of wavelet tranform. After decomposition process ,wavelet thresholding is 

applied and at the end wavelet reconstructed transform image is obtained which is denoised 

image. To check the performance of prescribed methods, we use some measurement 

parameters like PSNR and SSIM to find out which methods results better. PSNR practices a 

traditional mathematical prototype to measure difference between images. This is basically an 

estimation of the quality of resultant image with respect to original image in simulation 

process.   

 PSNR = 10  log 1010   (
(max(f(m,n)))

2

MSE
)   (4.1) 

In equation (4.1) true image is shown by f(m,n). We are using grey scale images so we use 

equation (4.2) below 

                                                  (max(f(m, n))) = 255    (4.2) 

MSE is another parameter to evaluate the errors between true image and resultant denoised 

image. mean square error is measure of image quality.it is simply mean square errors between  

original and resultant denoised image. Resultant output image is fˆ(m, n) and noise free original 

image be  f(m, n. And M × N pixels represents size of image.The MSE is formulated using 

equation (4.3). 
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.  

                              MSE = ∑
f(m,n)− f̃(m,n)

M x NMN      (4.3) 

 

For visual comparison another parameter structural.similarity.index (SSIM) is used. It displays 

quality of image assessment between true image and output resultant image. This method is 

basically a comparison parameter for image quality. The propose error computation SSIM formula 

among images X and Y  is defined in equation (4.4) 

 

                       𝑆𝑆𝐼𝑀(𝑋, 𝑌) =
(2𝜇𝑥𝜇𝑦 +𝐶1)  (2𝜎𝑥𝑦+𝐶2)

(μ𝑥 +μ𝑦  + C1)  (σ𝑥 + σ𝑦 +C2)
                    (4.4) 

 

Here  

μx is mean for original image 

μy is mean for denoised image 

σx is variance for original image 

σy is variance for denoised image 

σxy  is covariance for original Image x and denoised image y 

C1 and C2 referes constants 

 

Another parameter for visual quality of images practices human review is Mean.opinion.score 

(MOS). Different people used to look in to obtained output images of prescribed methods. 

They depict their reviews in the scale of 1 to 5. The description of scale is mentioned below in 

table (4.1)  
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Table 4.1 Mean opinion score (MOS) 

MOS QUALITY 

1 Unacceptable 

2 Poor 

3 Fair 

4 Good 

5 Excellent 

 

 

The existing methods proceeds with mathematical parameters to select a value of 

threshold.There are many wavelet families that are used now a day but bi orthogonal bior6.8 

is results much better than others. So we have used bior6.8 for our proposed algorithm in 

denoising process.  

4.2  Test images 

To estimate the performance of proposed algorithm five true test images are made into account. 

Test images are displayed in figure below. 

                      

(a) Lena      (b) Barbara 
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(c) House      (d) Military college library  

 

 

(e) .Camera man 

 

Figure..4.1 ..Five true experimental images 

4.3  Pictorial quality: 

For the evaluation of pictorial quality of output images of all thresholding techniques , MOS 

is exercised.The figure (4.2) shows results of all five images according to human views and it 

includes proposed method results with addition to other described methods like soft,hard,visu 

shrink and statistical thresholdings. 
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                     Figure 4.2 MOS graphical representation of all five tested images  

 

4.3.1  Lena 

                     
                                 (Ⅰ)                                                                                        (Ⅱ) 
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                               (Ⅲ)                                                                        (Ⅳ)          

                 
                                (Ⅴ)                                                                      (Ⅵ) 

 

        
                               (Ⅶ) 

Figure 4.3 (Ⅰ) True Lena.image. (Ⅱ) image having noise variance = 20 (Ⅲ) Denoised output 

image using soft .thresholding (Ⅳ) Denoised output image using hard. Thresholding 
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 (Ⅴ) Denoised output image using Visu.shrink (Ⅵ) Denoised output image using 

statistical.technique (Ⅶ) Denoised output image using Proposed method 

 

 

 

4.3.2  Military college Library 

               
(Ⅰ)                                                                                 (Ⅱ) 

          
               (Ⅲ)                                                                          (Ⅳ) 

               
                                    (Ⅴ)                                                                           (Ⅵ) 
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                                       (Ⅶ)                                              

Figure 4.4 displays Military college library image of 512 x 512 noise removed 

by.various.methods having.variance.σ =  20  

Above figure of military college library is used as experiment image.4.4 figure segment (Ⅰ) 

shows Test image segment (Ⅱ) shows noisy image with noise variance equal.to.20.segment 

(Ⅲ) shows  denoised resultant image using soft .thresholding section (Ⅳ) shows a denoised 

resultant image using hard. Thresholding segment (Ⅴ) shows a denoised resultant image using 

Visu.shrink method segment (Ⅵ) shows denoised resultant image using statistical.technique 

segment (Ⅶ) shows denoised resultant image using proposed algorithm. 

 

 

4.3.3 Barbara: 

 

                            (Ⅰ)                                                                        (Ⅱ) 
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                               (Ⅲ)                                                           (Ⅳ) 

 

                                  (Ⅴ)               (Ⅵ) 

 

   (Ⅶ) 

Figure 4.5 displays Barbara images of 512 x 512 noise removed by.various.methods 

having.variance.σ =  25  
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Above figure of Barbara is used as experiment image.4.5 figure segment (Ⅰ) shows Test image 

segment (Ⅱ) shows noisy image having.variance.σ =  25.segment (Ⅲ) shows  denoised 

resultant image using soft .thresholding section (Ⅳ) shows a denoised resultant image using 

hard. Thresholding segment (Ⅴ) shows a denoised resultant image using Visu.shrink method 

segment (Ⅵ) shows denoised resultant image using statistical.technique segment (Ⅶ) shows 

denoised resultant image using proposed algorithm 

4.3.4  House: 

 

  (Ⅰ)      (Ⅱ) 

 

          (Ⅲ)      (Ⅳ) 
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  (Ⅴ)               (Ⅵ) 

 

           (Ⅶ) 

 

Figure.4.6 displays House images 512 x 512 noise removed by.various.methods having.variance.σ =  20  

Above figure of Camera man is used as experiment image.4.6 figure segment (Ⅰ) shows Test 

image segment (Ⅱ) shows noisy image having.variance.σ =  25.segment (Ⅲ) shows  denoised 

resultant image using soft .thresholding section (Ⅳ) shows a denoised resultant image using 

hard. Thresholding segment (Ⅴ) shows a denoised resultant image using Visu.shrink method 

segment (Ⅵ) shows denoised resultant image using statistical.technique segment (Ⅶ) shows 

denoised resultant image using proposed algorithm 
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4.3.5 Camera man: 

 

         (Ⅰ)               (Ⅱ) 

 

   (Ⅲ)      (Ⅳ) 

 

   (Ⅴ)      (Ⅵ) 
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Figure 4.7 displays Cameraman image with 512 x 512 noise removed by.various.methods 

having.variance.σ =  20 

Above figure of Camera man is used as experiment image.4.6 figure segment (Ⅰ) shows Test 

image segment (Ⅱ) shows noisy image having.variance.σ =  25.segment (Ⅲ) shows  denoised 

resultant image using soft .thresholding section (Ⅳ) shows a denoised resultant image using 

hard. Thresholding segment (Ⅴ) shows a denoised resultant image using Visu.shrink method 

segment (Ⅵ) shows denoised resultant image using statistical.technique segment (Ⅶ) shows 

denoised resultant image using proposed algorithm 

 

 

4.4  Structural Similarity Index 

4.4.1 Lena: 

 

 

(Ⅰ) Soft.Thresholding.SSIM score is 0.7195.    (Ⅱ) Hard.Thresholding.SSIM score is 0.7619. 
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(Ⅲ) Visu.Shrink.SSIM score is 0.7644 (Ⅳ) Statistical.Method.SSIM score is 0.7608 

 

(Ⅴ) Proposed Method.SSIM score is 0.8688 

Figure.4.8 SSIM display .and scores of Lena denoised image with sigma=20 
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4.4.2 Barbara: 

 

(Ⅰ) Soft.Thresholding.SSIM score is 0.5467           (Ⅱ) Hard.Thresholding.SSIM score is 0.6006 

 

(Ⅲ) Visu.Shrink.SSIM score is 0.7206 (Ⅳ) Statistical.Method.SSIM score is 0.6777 
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(Ⅴ) Proposed Method.SSIM score is 0.8839 

Figure.4.9 SSIM display .and scores of Barbara denoised image with sigma=20 

 

 

 

 

 

4.4.3 House: 

 

(Ⅰ) Soft.Thresholding.SSIM score is 0.7258.          (Ⅱ)Hard.Thresholding.SSIM score is 0.7563 
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(Ⅲ) Visu.Shrink.SSIM score is 0.7573            (Ⅳ) Statistical.Method.SSIM score is 

0.7116 

 

 

 

(Ⅴ) Proposed Method.SSIM score is 0.7623 

Figure.4.10 SSIM display .and scores of House denoised image with sigma=20 
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4.4.4 Military college library: 

                                 

(Ⅰ) Soft.Thresholding.SSIM score is 0.5072 (Ⅱ) Hard.Thresholding.SSIM score is 0.5503 

                               

(Ⅲ) Visu.Shrink.SSIM score is 0.5627 (Ⅳ)Statistical.Method.SSIM score is 0.6142 

 

(Ⅴ) Proposed Method.SSIM score is 0.7350 

Figure.4.11 SSIM display .and scores of Military college library denoised image with 

sigma=20 
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4.4.5 Cameraman: 

     

(Ⅰ) Soft.Thresholding.SSIM score is 0.6646 (Ⅱ) Hard.Thresholding.SSIM score is 0.7028 

                                                                         

 

(Ⅲ) Visu.Shrink.SSIM score is 0.7082 (Ⅳ) Statistical.Method.SSIM score is 0.6643 

 

(Ⅴ) Proposed Method.SSIM score is 0.71.64 

Figure.4.12 SSIM display .and scores of Camera man denoised image with sigma=20 
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4.5  Threshold values of sub-band of image Military college library: 

The deliberation of the threshold values for decomposition levels from one to five with every 

sub-band information is in this section using statistical method i.e. for .HH, .HL and.LH. 

Increase in decomposition levels causes to decrease threshold value of tested image. Thereby 

we have calculated threshold values for a certain image of military college library below. 

Table:4.2  Image of  Military college library  having threshold values for decomposition level 

one to level 5 by statistical method 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Scale HH LH HL 

.1. 

(Finest) 

89.5273 38.4201 45.2674 

.2 25.7379 15.7720 22.2825 

.3 11.9520 6.8731 10.2125 

.4 6.1513 3.3276 4.1631 

.5. (least) 2.8494 1.2348 1.7841 
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Table:4.3  Image of  Military college library  having threshold values for decomposition level 

one to level 5 by proposed method. 

 

 

 

 

 

 

 

 

 

 

 

 

For each level and sub-band with decomposition levels, histogram is displayed below. This 

includes diagonal details, horizontal detail and vertical details of image. As a result of 

decomposition, minimizing frame size of test image N/2 x N/2 causes to increase distortion of 

image. 

 
                       Figure 4.13 displays True image of Military college library 

Scale HH HL LH 

.1 239.7220 37.6373  45.4185 

.2 25.4601 15.7652 21.7843 

.3 11.8189 6.8392 10.2314 

.4 .5.1101 .2.2992 .3.0206 

.5 .2.8646 .1.0854 .1.6249 
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;

 
                     Figure 4.14 : Test Image of  MCS with histogram 
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Figure.4.15.displays histogram for horizontal elements of test image from decompositions 

levels 1 to 5 
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Figure.4.16.displays histogram for vertical elements of test image from decompositions 

levels 1 to 5 
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Figure.4.17.displays histogram for diagonal elements of test image from decompositions 

levels 1 to 5 

4.6  Graph of Noise.variance vs.PSNR: 

Figure‘shows‘the implementation of graph that represents 

PSNR‘values‘versus‘noise‘variance sigma equal to 20 Image of lena.The‘image go through 

various techniques like soft and hard thresholdings ,visu shrink statistical thresholding method 

& proposed method.The graph of noisy image has been shown and being improved by soft 

thresholding .The PSNR values of visu shrink has shown improvement as compared to hard 

thresholding . The proposed algorithm is among top in all scenarios while statistical method 

has a little bit difference interval with proposed method. 
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Figure 4.18 Graphical representation for Lena image of noise variance versus Peak Signal to 

Noise Ratio (PSNR) 

 

4.7  Values for PSNR‘ 

The‘following statistics describes‘PSNR of various images of 

Lena,,House,Cameraman,Brabara and MCS library.The variant noise interference shows some 

sigma‘values‘of‘15, ‘20, ‘25, ‘30, .35.These images are implemented with different  

techniques of soft and hard thresholding, visu shrink ,statistical method and proposed method. 
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Table.4.4 Dislpays PSNR scores of test Images.Lena, .House, .Barbara.for.noise.variance.σ 

=.15, .20, .25, .30, .35 applying soft, .hard, .Visu shrink, statistical method, .Proposed.method 

.      

Input. 

image 

.Noise 

.variance 

.sigma 

.Noisy 

.image 

 

.Soft . 

thresholding 

.Hard. . 

thresholding 

.Visu . 

.shrink 

Statsitaical 

.method 

Proposed. 

.method. 

Lena- 151 123.67 127.46 127.87 127.77 30.22 30.68 

House- 151 123.67 127.25 127.77 128.09 28.86 30.7163 

Barbara- 151 123.67 121.74 123.50 124.52 27.30 28.7736 

MCS. 

library 
151 123.96 123.97 123.97 123.39 25.79 28.5732 

Camera

man 
151 123.90 122.36 124.90 125.30 26.86 30.1005 

Lena- 201 121.19 124.57 126.79 126.90 28.38 29.4075 

House- 201 121.19 124.31 126.72 126.83 27.77 28.7186 

Barbara- 201 121.19 121.18 122.51 123.13 25.92 26.9577 

MCS. 

library 
201 121.54 121.53 122.02 122.37 24.47 27.0429 

Camera

man- 
201 121.40 121.34 123.74 126.13 25.58 28.1267 

Lena- 251 119.25 123.75 125.93 126.04 27.93 28.3587 

House- 251 119.25 123.50 125.80 125.90 26.87 27.2171 

Barbara- 251 119.25 120.73 121.97 122.29 24.86 25.6069 

MCS. 

library 
251 119.67 120.19 121.51 121.64 23.46 25.7456 

Camera

man- 
251 119.34 120.67 122.86 123.50 24.47 26.5130 

Lena- 301 117.73 123.18 125.22 125.33 27.19 27.7673 

House- 301 117.73 122.89 124.98 125.17 26.16 25.9249 

Barbara- 301 117.73 120.37 121.57 121.69 24.10 24.5345 

MCS. 

library 
301 117.21 120.13 121.08 121.05 22.72 24.6208 

Camera

man- 
301 117.08 119.68 122.08 122.94 23.56 25.1473 

Lena- 351 116.46 122.79 124.63 124.65 26.48 27.1006 

House- 351 116.46 122.34 124.49 124.52 25.57 24.8758 

Barbara- 351 116.46 120.09 121.20 121.29 23.32 23.6426 

MCS. 

library 
351 117.00 119.45 120.72 120.54 22.11 23.6434 

Camera 

man- 
351 116.80 119.55 121.50 122.15 22.80 24.0022 
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Chapter 5 

 

5                 CONCLUSION AND FUTURE WORK 

6  
 
Hybrid thresholding with modified bilateral filter-based image de-noising has been discussed 

in this thesis. Introduction to wavelet transform has discussed in the very first part of the thesis. 

Some important features of DWT are also discussed after. And then literature review based on 

some previous techniques has been discussed in the next section. 

Input data which are based on statistical properties, thresholding technique is proposed in the 

latter section. The image is passed by decomposition in the technique which is a hybrid 

adaptive based thresholding technique and then sub-band of the image has this technique 

applied to them. Image coefficient values are much more adaptive to this method. And then 

modified bilateral filter is applied to the reconstructed image. 

As compared to the previous described techniques proposed hybrid technique has more 

improved the value. In both visual and numerical aspect this technique shows better results. 

As compared to other techniques PSNR and visual quality has gotten finer. Better SSIM mean 

value and map are also shown in this technique. 

In the end, we believe there is some more improvement must be happened to get high results 

for example as a thresholding function a hybrid technique must be applied for image denoising. 

Between the multiple decomposition levels to improve the hierarchical dependency and 

represent the better relation of neighbor dependency which is more coherent. Despite all the 

till now, our proposed method has improved the system accuracy and gives satisfactory results. 
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