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Abstract 

Software Defined Network (SDN) has become a popular standard because of its 

advantages of centralized controlling and programmability for large-scale networks. In the 

world of digitization, high network traffic that needs to be handled optimally makes the 

visualization of whole network extremely complex. Over the years, the amount of traffic 

flowing through the network has increased exponentially and it is impossible for a single 

server to handle the huge incoming requests from the client nodes. Load balancing in 

SDN is used to manage the network traffic by partitioning the load among several servers 

in order to enhance the overall system efficiency. In this paper, we aim to develop a load 

balancing approach-using SDN that is essential in World Wide Web for providing high 

quality service. We thereby propose a Weighted Round Robin scheme that hands out the 

incoming requests among several servers using three network parameters like amount of 

data, transmit time and transfer time. The performance of the proposed approach is 

evaluated and compared with traditional Round Robin load balancing approach using 

mininet emulation. The results are evaluated on basis of response time (sec), transactions 

rate (trans/sec) and throughput (Mbit/sec). The results reveal better performance of the 

proposed scheme as compared to the reference approach. 

 

Key words:  SDN, Mininet, Datacenter, load-balancing algorithms 
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Chapter 1 

 

Introduction 
 

 

Now a day, a remarkable increase has been occurring in the network traffic. The 

excessive increase in traffic is due to the immense use of online web applications and 

different cloud services [1]. Different network operators and vendors need to  handle large 

data setups and online services while maintaining security, quality of service and network 

availability without increasing operational costs. In industry, Software Defined Network 

(SDN) has come to meet these challenges [2].  SDN makes the networks to respond 

dynamically according to the need and availability of the resources. Network infrastructure 

can be defined instantaneously, respond to user requests and applications, more quickly 

and simply at a lesser cost [3].  

In the arena of computer networking, Software-Defined-Networks (SDN) is a perception, 

which has added the interest of researchers. It provides an approach to the networking 

community for programming by simplifying the designing of the networks as compared to 

the present approach [4]. The main purpose of SDN is to improve the network’s reliable 

communication and management by distinct the forwarding devices (switches or routers) 

from the control and management planes within a network [2]. Traditional networks have 

static structure and hierarchy. The traditional network organizes in such a way that flow 

control and routing plane supervise the devices of the network and it makes the network 

complex and stops the growth and flexibility of the network infrastructure [5]. Over the 
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past few years, to facilitate the enormous and vast network flow, a surprising development 

occurs in Data Center Network (DCN). Special considerations have to be taken to handle 

such data because any interruption in the service or showing unwanted quality of service 

(QoS), could lead to an immense data loss [6]. Network traffic consists of data-plane and 

control-plane traffic and most of the load balancer structures deal with data-plane traffic 

flow, as it is far more than control-plane traffic. 

1.1 Traditional Architecture: 

In traditional network architecture, each device has two planes, control and data-plane 

and both the planes combined itself in one device. To fix traffic across the chain of the 

switches and routers, traditional systems use combined hardware and software [7]. To 

achieve valuable information about flow control and packet forwarding each device needs 

to interact with its neighboring device. Traditional equipment is hardware based that are 

normally vendor specific, proprietary and expensive and makes the system static and 

complex [5]. In traditional techniques, load balancing is done by a dedicated hardware 

and it is hard to match features with other networks due to its vendor specific policies. 

1.2 Software-Defined-Networking: 

Today, in the field of computer networking Software-Defined-Network (SDN) is a 

perception, which has added the interest of researchers [1]. In order to improve network 

monitoring and performance, SDN provides fast and easy network configuration and 

administration [8]. Now-a-days network architecture needs easy and flexible 

management as compared to traditional architecture, which is static, localized and 

complex. SDN decouples the data plane from the control plane. In SDN, centralized 

controller or network operational system, high programmable tasks are managed 
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separately [9]. It gives the administration the global image of the whole network and allows 

changes in the network without any disturbance.  

The challenges and intricacy in network scalability of data center servers is one of the 

dynamic factor. The intelligent switching starts from the network edge router that is 

connected to the Internet all the way to data center servers in the end [9]. Thus, load 

balancers have appeared as a powerful or great armament to solve the difficulty of 

imbalanced load among the servers, load balancing comes as an effective technique, 

therefore improves the throughput of the network and reduces the response time of 

incoming requests.  

1.3 Software Defined Architecture: 

In computer networking, SDN is a current concept that helps to simplify the network 

management and control. Based on the requirement, SDN provides programmatic access 

to every one so any one could write its own application. SDN separates the control plane 

functionality from the data plane [10]. To communicate with physical or virtual switch, the 

controller uses Open Flow protocol. In networking, open flow protocol gives dynamic 

programmability and user control. This dynamic programmability gives more access to 

add functionalities like port statistics, match fields and forwarding activities etc. [11]. To 

enable development of software the main purpose of SDN is to offer the open interfaces 

that control the network traffic and its connectivity by using network resources. SDN also 

provides network inspection and traffic variation performed in the network [5]. There are 

three means of separating control and data planes: firmly centralized, logically centralized 

and distributed. Fig. 1.1 shows the traditional switch architecture. In first case, data plane 

devices have only one function to forward the packets. In the second case, devices are 
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partially functioned and the central controller holds higher functions [6]. In the last case, 

we have traditional networking architecture in which both planes are compact with each 

other and they collaborate with each other to fix the traffic across the network. 

 

 

  

 

To boost the network monitoring as well as network performance, SDN is a modern and 

new technology in the area of networking, which provides fast configuration and 

administration of the network.  

 

 

 

 

 

                                                  Figure 1.2: SDN Basic Design 

Control plane acts as a brain and is capable to manage the traffic by setting different 

traffic rules in switches for packet processing. With the help of the controller, the 

administration can easily cope the entire network rather than doing individual 

configuration on each switch [6]. The only job of data plane is to forward the packets. Fig. 

1.2 shows the basic SDN design. Due to its flexibility, we can easily recognize the network 

topology and allowing flexible and efficient traffic load management by giving priorities to 

applications and services [12]. 

    Ethernet Switch Control Plane (software) 

Data Plane (hardware)    

 

                   OpenFlow Protocol 

    
OpenFlow based Switch 

Flow-in Flow-out 

SDN Controller 

Figure: 1.1: Traditional Switch 

Figure 1.2: SDN Basic Design 
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1.4 Motivation: 

To handle the incoming traffic, most of the web companies use load balancer in their 

networks. Traditional load balancing is hardware based with the balancing logic loaded 

on the firmware all the time and is costly to scale. In SDN, software based virtualized 

devices are defined. Over the same hardware, we can apply different load balancing 

approaches or algorithms according to the network demand. Motivated by the new 

paradigm that SDN gives the researchers, a load balancing method aimed as a Software-

Defined application over the SDN enabled systems, which is cheaper than hardware 

based methods.  

1.5 Problem Statement: 

To achieve better quality of service, network management is essential in a network. In 

web-based services, servers used to manage and follow up the clients web activities 

efficiently. To cope a large number of users’, a load-balancing application is used to certify 

better traffic flow. Different balancing methods used to provide reliable communication, 

internet services and effective resource utilization. In this study, we implement proposed 

weighted round robin application in an SDN environment and compare its results with 

already implemented round robin algorithm.  

 1.6 Thesis Outline: 

Chapter 1 – Overview and objective of the thesis work.  

Chapter 2 – The contextual concepts and SDN technologies defined here that explains 

its operations and structures. Previous work related to different load balancing methods 

discussed.   
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Chapter 3 – This chapter designates the proposed load balancing technique for the thesis 

work. .   

Chapter 4 – In this chapter, the software setup described to test the algorithm. We 

evaluated the experiments and their results also.  

Chapter 5 – The graphical results and discussion defined in this chapter. 

Chapter 6 – It consists of final summary, conclusion with future work 
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Chapter 2 

 

Background and Related Work 
 

 

2.1 SDN 3-layer Architecture: 

In SDN 3 layer architecture, control plane and data planes are decoupled, network state 

and maintenance are centralized logically and from the applications, the underlying 

network structure is distracted [13]. SDN enables network enterprises to build highly 

scalable, programmable and flexible networks and gain mechanization and network 

control according to the business needs. 

The SDN infrastructure enables the software to control network connectivity provided by 

network resources with all possible traffic inspection and modifications. In industry, 

Software Defined Network (SDN) has come to meet these challenges [14].  SDN makes 

the networks to respond dynamically according to the need and availability of the 

resources. Network infrastructure can be defined instantaneously, respond to the user 

requests and applications more quickly and simply at a lesser cost. The concept of 

virtualization certifies distract view of the system resources that must be competent to a 

specific application or a client and inspected by particular clients or applications [15]. The 

SDN infrastructure supports diverse network functions and connectivity types. It also 

permits forwarding and processing actions of a network. Network functions may cover 

physical or virtual and all OSI layers [16]. For SDN to be effective and popular, it must be 
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capable and deployable within pre-existing multi-layer structures consisting of large 

organizations.  

2.1.1 Architecture Principles of SDN: 

The SDN architecture comprises of three basic principles.  

 Controller and Data Planes are separable  

 Logically centralized control 

 Distract network resources and state to peripheral applications. 

SDN three-layer architecture consists of Application layer, Control layer, and Data-plane 

layer. Fig. 2.1 shows the SDN 3-layer architecture.  

2.1.1.1 Application-Layer: 

Application-layer is a wide area to develop advanced applications by advantaging all 

network information about network statistics and topology. It makes the network 

administrator life easy to use applications to configure and manage underlying 

environment on top of SDN controller [17]. It consists of different networking features such 

as forwarding methods, security, network management policies, network configuration 

and supports the control layer [18]. This layer receives the overall and distant view of the 

complete network from the controller and provides correct direction to the control layer. 

Application layer communicates with SDN controller through northbound interface. 

2.1.1.2 Control-Layer: 

Control-layer involves of logically centralized SDN controller, which behaves as the brain 

of the SDN network. The controller comprises of basic logics, control-forwarding devices, 

manages network traffic flow and policies through Southbound APIs. This is a region 
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where network vendors come with their own products [19]. To get and maintain different 

types of network strategies, state information and network topology details, many 

customized logics are written in SDN controller. It manages the traffic flow control to the 

underlying switches through Southbound APIs and defines communication to the top 

layer through Northbound APIs [20].To communicate with forwarding devices, two 

protocols are defined by SDN controller i.e. OpenFlow and Open Virtual Switch Database 

(OVSDB). 

2.1.1.3 Data-Plane-Layer: 

Data plane layer or infrastructure layer also known as forwarding plane. It comprises of 

different networking devices that forms underlying environment to forward the traffic. In a 

data center, it could be a set of networking switches and routers [21]. In this layer, the 

switches and routers forward the incoming and outgoing packets through the control 

plane. Forwarding plane would be a physical one over which network virtualization takes 

place through control layer [22]. 

 

Figure 2.1 SDN 3-layer Architecture  

https://www.sdxcentral.com/open-source/definitions/what-is-ovsdb/
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2.2 SDN Application Programming Interfaces 

(APIs): 

There are two important interfaces in SDN environment, one is northbound interface and 

other one is southbound interface. 

2.2.1 Northbound Interface: 

Application programming interface such as Northbound-APIs are SDN APIs that provide 

communication between SDN controller and applications running on top of the network. 

They provide a link between SDN controller and applications. These APIs facilitate 

network automation according to the application needs using network programmability 

[23]. Northbound APIs are most important part of SDN environment as it supports wide 

variety of applications. The network applications that optimize through northbound 

interface including firewall, load balancer, security services and cloud services [24]. To 

automate and simplify the network management and operations, different network 

programming languages are needed.  

The author’s emphasize on different important measures of the language for SDN. 

 The programming language used for networking must provide the ways to inquire 

network state and statistics at run time and then deliver it to the applications.  

 The programming language should be able to direct network policies for packet 

forwarding. 

 Network applications may define conflicting network rules and policies, to resolve 

such issues programming language should be powerful to combine different 

network applications policies [25]. 
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Famous SDN programmable languages that fulfill the network requirements are Pyretic, 

Freneti, its successor and Procera. These languages directs a clear syntax based on 

reactive programming functions. These languages define a proper interface for network 

states and policies due to reactive nature of programming. 

2.2.2 Southbound Interface: 

The southbound APIs are OpenFlow (or may be other) protocol in SDN. It defines the 

Communication between SDN controller and underlying environment including physical 

and virtual switches that determines topology, traffic flows and apply network requests 

conveyed from Northbound APIs [26]. The main purpose of southbound interface is to 

provide connectivity between SDN controller, networking nodes i.e. physical or virtual 

switches and routers.  

Many companies provide a range of services by doing some changes in the programs 

that are independent of underlying hardware devices [27]. Working with SDN 

environment, we can control different equipment from a logically centralized control plane 

reducing network management and complexity and can easily deploy different services 

like firewall, security, load balancing, multicasting etc. As business demands shift, the 

network can easily rationalized without any interference from the administration [28].  

2.3 SDN OPENFLOW SWITCH: 

In Software-Defined Networks, OpenFlow switch is a software setup or a hardware 

equipment that forwards the packets in a network [29]. Either it basis on OpenFlow 

protocol or any other forwarding protocol suited with it. OpenFlow protocol was first 

projected at Stanford University by PhD student who developed a flow-based network 

called Ethane. When Open Networking Foundation (ONF) was established, a further 
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development occurred in OpenFlow protocol as Software Defined Networking keystone 

in 2011.  

The OpenFlow switch comprises of one or many flow tables and group table. These flow 

tables implement packet forwarding and consists of OpenFlow channels to the outward 

controller [30]. Fig. 2.2 shows OpenFlow based switch. The OpenFlow switch 

interconnects with the external controller and controller respond to the switch through 

OpenFlow protocol [31]. By OpenFlow protocol, the SDN controller reactively or 

proactively adds, updates and deletes flow entries in flow table. In a switch, each flow 

table comprises of flow entries. Each flow entry involves of counters, match-fields and 

group of instructions to match a packet.  

 

Figure 2.2: SDN OpenFlow Switch  
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2.3.1 OpenFlow Table: 

Flow tables consists of different priority rules. Flow rules comprises of match conditions 

and action fields. When packet arrives, match field decides which rule applied to the 

arriving packet and action field defines how to handle a packet [32]. As packet comes, 

the forwarding device matches the rule to the incoming packet and action that has high 

priority is chosen and applied to the packet [33]. If no rules defined and matched, then 

packet directed to the controller in the form of an open flow message. It is called packet-

in event, including layer 2, 3 and 4 packet headers also including port information on 

which packets arrived [34]. To handle a new packet, a controller received this message 

and a new flow rule added to the flow table.  

2.3.2 OpenFlow Entry: 

There are three basic aspects of an OpenFlow based flow-entry. To match the packet 

header, the match rule used for this purpose. User directs the flow rules through 

controller, inserted in the TCAM. Each packet captures Ethernet, IP and TCP protocol 

[35]. Flow rules implementation of the controller are handled differently according to the 

language they are programmed in, like Floodlight and RYU controller. Fig. 2.5 shows 

open flow table entry. 
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Figure 2.3: OpenFlow Flow Table Entry [15] 

When packet matches a rule, the actions are directed as orders by SDN controller that 

should be followed by OpenFlow switch. OpenFlow protocol also keeps the counters for 

packet statistics. These statistics retains the number and size of packets passing through 

the switch. When packet reaches to any port of the switch, it passes through some steps 

depending on the actions that are preserved in OpenFlow table [16]. 

A switch may forward or drop the packet according to the rules that are set in flow-table. 

If the incoming packet does not match to any rule in the flow table than it passed to the 

controller through OpenFlow based channel, dropped or might forward to the next flow-

table [36]. 

2.3.3 Group Table: 

Group table defines the complex actions for packet forwarding and flooding such as link 

aggregation and multipath routing etc. It also supports various flow entries to be 

forwarded to a single hop and changes the output actions across multiple flow entries.  
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2.3.4 Meter Table: 

In OpenFlow, meters are important for traffic rate monitoring former to the output. The 

ingress rate of network traffic is easily monitored with meters defined by the flow. Using 

(goto meter), instruction flows direct the packets to a meter table, where meter performs 

some actions on basis of received packet rate.   

2.3.5 OpenFlow Ports: 

OpenFlow ports are important to pass the packets between the network and OpenFlow 

processing. Using OpenFlow ports, switches are connected logically with each other and 

forward packets from one switch to the other switch using OpenFlow output port. 

OpenFlow switch consists of some extra OpenFlow ports because some network 

interfaces are restricted for OpenFlow networks [37]. In an ingress port, OpenFlow 

packets are received and managed by the pipeline that forwards the packets to an output 

port.  In OpenFlow switch, ingress port is an OpenFlow port that receives the packet and 

it is used for matching the packets.  Using output function, pipeline decides to direct the 

packets to an output port [38]. OpenFlow switch also consists of three types of ports: 

logical, physical and reserved ports.  

2.3.6 OpenFlow Message Types: 

The OpenFlow entails three sorts of messages, i.e. symmetric, a-synchronous and 

message from controller to switch. 
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2.3.6.1 Symmetric Message: 

Symmetric messages sent both from the controller and switch side. The OpenFlow switch 

is capable to send and define the following symmetric messages to and from the 

controller.   

 Hello message: When connection begins, hello message is exchanged between 

switch and controller. 

 Echo message: Echo request, reply message sent from either controller or switch 

to check or validate the liveness of controller-switch connectivity, and may use to 

find link bandwidth or latency.   

 Experimenter message: It offers additional functionalities for future work. 

 Error: Controller or switch uses the error message to report a connection problem. 

It is mostly used by OpenFlow switch to direct a request failure introduced by the 

controller.  

2.3.6.2 A-Synchronous Message: 

The a-synchronous messages are exchanged from switch to the controller [39]. It consists 

of following types of messages. 

 Packet-In: This packet-in message is used when arriving packet does not match 

any rule set in flow table and switch buffering status. 

 Flow-Removed: This message informs the controller for the removal of flow-entry 

from the flow-table.  

 Port-Status: This message is used during port configuration settings and sends 

switch port status to the controller.  
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 Controller-Status: When the OpenFlow channel status changes, this message is 

sent to the controller.  

 Flow-monitor: If any change occurs in flow table, this message informs the 

controller about the change and controller defines some rules to tackle changes in 

a flow table.  

2.3.6.3 Controller to Switch: 

Controller to switch message consists of messages that controller sends directly to the 

switch to achieve its network state. It consists of following messages. 

 The controller knows the functionalities of the switch and it reacts with the feature 

reply. 

 To change the configuration parameters of the switch, controller used configuration 

type message. 

 Controller uses this packet-out message to direct packets out of port on OpenFlow 

switch. This message comprises of different actions that must be functional in a 

distinct order. 

2.4 OpenFlow Connections: 

To exchange the OpenFlow messages between OpenFlow based switch and controller, 

OpenFlow channel is used. A single controller accomplishes various OpenFlow channels 

each to a different OpenFlow based switch [40]. Each switch has one channel to a single 

OpenFlow controller and for reliability may have various channels each to a different 

controller. 

A controller directs various OpenFlow channels concurrently to numerous switches. It 

may also define many channels to a single OpenFlow switch as well. Using a standard 
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TLS or TCP connection, an OpenFlow switch connects to a controller at a fixed TCP or 

IP port 6633. The OpenFlow switch must distinguish the message set in OpenFlow 

channel and internet traffic channel [41]. When a connection is defined, an OFPT_HELLO 

message having OpenFlow version is interchanged between switch and controller. The 

only condition for the network that it would deliver TCP/IP connection is that if any 

disruption occurs between switch and controller connection, the switch should define one 

of the modes [42]. It could drop the packets for OpenFlow controller, or it may act as a 

legacy switch. 

2.5 OpenFlow Versions: 

In a secure channel, OpenFlow protocol is used between a switch and a controller. 

OpenFlow protocol is constantly upgraded with new versions or extensions [43]. During 

ONF normalization process, OpenFlow protocol is first developed from version 1.0. In first 

version, there is one single flow table and maximum 12 match fields; whereas latest 

version of protocol supports multiple flow tables and number of novel functions as well 

and according to the demand, the competency and scalability of version is extended with 

time [44]. Table 2.1 show version comparison. In February 2011, OpenFlow protocol 

version 1.1 was released and Open Networking Foundation (ONF) set improvement of 

the standard. In December 2011, Open Networking Foundation (ONF) officially 

announced version 1.2 and distributed it in February 2012. The version 1.5.1 is the latest 

version of protocol. 

Table 2.1: OpenFlow Version Comparison [45] 
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2.6 SDN Controllers: 

The controllers in SDN environment are software based and programming language is 

most important for application development and controller performance [46]. The authors 

state that Java is a good option as it supports multithreading. At performance level, python 

has issues with multithreading, C and C++ have issues with memory. A number of open 

source controllers are introduced in SDN environment. The SDN controller acts as a brain 

or central part that uses OpenFlow protocol to cooperate with data plane. The controllers 

are inscribed in software, providing elasticity to manage and control OpenFlow tables 

[47].The flow tables could be injected with rules proactively (before packet arrives) or 

reactively (after packet arrives). Every controller comes with its GUI and REST API 

interface for the connectivity with graphical user interface and predefined command line 

interface to set and enable routes through OpenFlow protocol. Table 2.2 shows SDN 

controller comparison.  
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Table 2.2: SDN Controller Comparison  

Name Developer Language Learning Curve 

RYU Ryu community Python Medium 

OpenDayLight ONF Java High 

Floodlight Big Switch Network Java Medium 

Pox Nicira Python Low 

Nox Nicira C++ Low 

 

The first controller that was developed by Stanford University is NOX. It is written in C++ 

language and licensed under GNU GPL (General Public License). The POX controller is 

the up version of NOX written in python language and could be used in various SDN 

applications [47]. POX controller is commonly used for educational or academic purpose 

to introduce or interact the students with SDN knowledge and it is available under APL 

license (Apache Public license). The Beacon controller is written in Java language and 

introduced at Stanford University. Floodlight controller is advanced version of Beacon 

controller and it is licensed under APL [45]. OpenDayLight controller is also inscribed in 

Java programming language and presented by Linux. It is issued under EPL (Eclipse 

Public License) and has no limitation on operating system. RYU controller is the upcoming 

controller.  

2.7 Standard Bodies SDN: 

Many standard developing organizations (SDO) and development enterprises are 

involved in forming standards and guiding principle for SDN.  Table 2.3 defines central 

SDO and other organizations involved in developing the standards. 

Table 2.3: SDN Standard Bodies [48] 
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Organizations Task Effort related to SDN 

Open Networking 

Foundation (ONF) 

An industrial group 

committed to upgradation 

and adoption of SDN via 

open standard development. 

OpenFlow 

Internet Engineering Task 

Force (IETF) 

It is an internet technical 

standard and defines RFCs 

and standards related to 

internet. 

Interface to routing 

systems (I2RS) 

Service function chaining 

 

European 

Telecommunications 

Standards Institute 

(ETSI) 

ETSI defines worldwide 

applicable standards for 

network communication and 

information technologies.  

 

NFV 

 

2.8 Load-Balancing: 

Load balancing is a way of distributing or allocating the network load to each distinct 

server in a cluster to improve the throughput, response time and resource utilization in an 

effective manner. Simultaneously, it takes away a situation in which some of the data 

center servers are highly loaded or others are lightly loaded. Different load-balancing 

algorithms are used to balance the client requests across a group of servers.                                                                                                                                                                 

The chief purpose of load balancer is to direct the incoming data in such a way that not 

only a single server receives all the requests and starts working slowly, thus affecting the 

performance. Various parameters are important for load balancing methods. One of them 

is content awareness. If load balancing application checks and concerns what type of 



 

22 
  

information is passing through its channel it is considered as content aware otherwise it 

is content blind.  

2.8.1 Content Aware Load-Balancing Algorithms: 

The load-balancing algorithm could be developed to accommodate different types of data 

such as online gaming, web loading, banking etc. 

2.8.1.1 IP Hash Technique: 

The IP Hash load-balancing algorithm combines the source and destination IP address 

in such a way to construct a new hash key. The generated key is used to direct the client 

requests to a server. If a connection breaks up, the key is regenerated and client’s request 

is sent to the same server.  

2.8.1.2 DNS Technique: 

For a particular domain, DNS based load balancing helps to improve client requests. It 

consists of multiple techniques to allocate, retransmit or define the load balancing 

process. One method is DNS delegation. A sub domain is delegated to zones that are 

functioned by set of servers serving a web site. By doing so the website will be able to 

tackle and distribute the requests in a better way.  

2.8.1.3 Persistence Technique: 

This type of load balancing is mainly used in companies where HTTP connections would 

not be enough like banks or security concerns organizations. A sticky session is created 

between client and server till the connection lasts. Using source and destination IP 

addresses, data traffic is passed through the channel unless session ends. 
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2.8.2 Content Blind Load Balancing Algorithm: 

Content blind techniques could be operational and inexpensive if data traffic passing 

through network channel is in a general form. It does not provide a persistent path but 

delivers requests in high speed and may respond to a new request in a faster way as 

well.  

2.8.2.1 Latency or Weighted Response Time: 

This load-balancing algorithm is used mostly in online gaming. The server, which gives 

the fastest response time, has high priority to serve the requests first. Therefore, there is 

no delay or gap shown by the application during online gaming.  

2.8.2.2 Round-Robin or Weighted Round Robin: 

A round-robin algorithm is a simple technique where the IP address of servers is used in 

a circular or rotational manner. The algorithm could be modified by assigning weights to 

a server. Server with higher priority has greater weight with respect to other network 

parameters and more requests are sent to server with greater weight.  

2.8.2.3 Adaptive or Dynamic Technique: 

In adaptive or dynamic load balancer, an agent is installed in each server that reports its 

current status to the load balancer. Therefore, the load balancer uses existing values or 

historical data with already implemented techniques or may use some other inventive 

technique to handle the incoming requests. 

2.9 Related Work: 

In SDN domain, several load-balancing techniques are suggested, but still it is an open 

challenge for academia researchers and industry. OpenFlow protocol permits the network 
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developer to use different programming languages that are compatible with SDN 

environment and allows the use of different software applications and methods that was 

not possible in earlier traditional network architecture. Static and dynamic load balancing 

algorithms are defined in SDN domain on basis of networking parameters. For smaller 

networks, static load balancing algorithm is used. Performance analysis of static method 

is good with respect to dynamic load balancing method. In huge web server fields, static 

is not moral where client requests are generated enthusiastically. Dynamic load-balancing 

applications are used for wide-reaching large web networks as it sets the requests on 

basis of current state of the server.  

In [49], server-based network, dynamic load-balancing algorithm is proposed. The 

algorithm selects the finest server because of different parameters like server memory 

utilization, CPU utilization and number of available connections per server. On basis of 

these parameters’ server capacity is calculated and client requests are furthered to the 

least loaded server. The parameters used for comparison are usage of CPU, server 

memory usage, throughput and response time with random and round-robin load-

balancing techniques.  

In [50], they did SDN based load balancing by examining and evaluating different load 

balancing strategies. They have implemented round-robin, weighted round-robin 

algorithm, flow statistic algorithm, and gather all information like response time, 

throughput and transactions time. By considering the above-mentioned parameters, we 

have to find which algorithm is efficient to balance the load effectually.  

Referring [51], a low cost load-balancing framework (L2RM) is introduced that improves 

the fat-tree data center topology dynamically. The L2RM consists of three main aspects. 
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First, they calculate load deviation parameter to measure the path congestion. If 

congestion occurs, then second algorithm that is ARM (adaptive route management) 

scheme is applied to select the alternative path and balance the link load. For controller 

overhead, a DIP (dynamic information polling) scheme is applied to lessen the controller 

overhead by keeping exact and correct information of the switches.  

Stating [52], a packet based load balancing algorithm is implemented using ONOS 

controller. First, the network topology is discovered using LLDP protocol. Then Dijikstra, 

shortest-path algorithm is used to find shortest path between two hosts. A threshold value 

is defined based on average traffic passing through the link and processing capacity of 

the link. If network traffic is less than the threshold value then it follows the default path 

but if arriving packets are higher than threshold value then traffic is redirect to the other 

core switch or to the alternative link without any packet loss. 

 In [53], SDN based load balancing method is used to implement multi controller load 

balancing and compare their results with traditional network. In this paper, two scenarios 

are implemented first scenario is with single controller that is responsible to program the 

OpenFlow switches for traffic forwarding. In other scenario, the second controller is 

responsible for load balancing application. At the end, the delay and throughput results 

are compared with traditional network.  

Referring [54], an adaptive SDN based load-balancing algorithm is explained. A DCN fat-

tree topology is considered using bandwidth and loss parameters. When the network 

throughput is reduced below its threshold value or if there is an increase in traffic, there 

is an increase in loss as well than its expected value. The proposed algorithm works and 
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finds an optimal path considering loss and bandwidth parameter and compare the results 

with traditional approach.  

In [55], a dynamic load-balancing approach for data center network topology is presented. 

In this scheme, load balancing is done at a given time by computing the transmission 

costs of the links. Dijkstra shortest-path technique is used to find multi paths between 

source and destination hosts. The path with least cost and load is selected and traffic is 

forwarded to that optimal path and switch-forwarding table is updated with time. For 

comparison, bandwidth and delay results are compared for before and after load 

balancing.                                                                                                                                 
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Chapter 3 

 

Proposed Methodology 

In this chapter, we discuss the simulation structure, SDN based Controller, our network 

topology, traffic generator tool, simulation results and its observations. 

3.1 Simulation Structure: 

The simulation setup has designed with PC (laptop): 

Table 3.1: Simulation Setup 

Processor:           Intel Core i5 

System type:       64-bit operating system 

Oracle  Virtual Machine 

Ubuntu  16.04 

Mininet Installed Mininet on Ubuntu 16.04 

POX Controller Install controller on Ubuntu 16.04 

 

3.2 Network Emulation Tool: MININET 

Mininet is a network emulation open source tool. The tool is capable of creating virtual 

environment having virtual hosts, switches and application code is usually running on top 

of SDN based controller [56]. The setup is programmed using python programming 

language and using command line interface (CLI) user can easily connect with the 

network simulation. 
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3.3 SDN based POX Controller: 

POX is SDN based OpenFlow controller written in python language. To forward the 

packets among different hosts, SDN controller is required to install flow entries to the 

OpenFlow switch. The POX controller is installed inside virtual machine based Mininet 

tool [57]. POX is an open source controller, that allows developing and running different 

SDN based applications like hub, firewall, multicasting and load balancing etc.  

3.4 Iperf: 

To measure the performance of a network, Iperf is commonly used tool for tuning. It is an 

open source tool written in C language and runs on numerous platforms like Windows 

and Linux etc. Iperf consists of client/server functionality [58]. It measures the throughput 

by generating data streams between two hosts i.e. sender and receiver.  

3.5 Load Analysis Tool: Siege Tool 

Siege is a load-testing tool used to find the performance parameters of a web server. 

Using siege tool, we can find out the throughput, response time of a server, data transfer 

rate, transaction rate and many other parameters that are important to measure network 

performance [59]. The traffic load generated by siege tool is equal to the number of 

concurrent users (-c), multiplied with number of request (-r) by each client or user. 

3.5.1 Mininet Command: 

ubuntu@sdnhubvm:~[01:15]$ cd siege 

.siege 

ubuntu@sdnhubvm:~/.siege[01:15]$ siege 10.0.0.1 -c10 -r1 -t5s 
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-c: number of concurrent users 

-r: number of user requests.  

By increasing number of concurrent users, number of requests also increases.  

3.6 Proposed Topology: 

A topology is created in Mininet graphical interface Miniedit consisting of servers and 

hosts on opposite side of the switch. In our proposed topology, there are 10 hosts, 3 

servers, an OpenFlow switch and a POX controller. The hosts 1, 2 and 3 will act as a web 

server. The host 4 to host 13 act as a clients and each client will generate different 

requests. On host 4 to host 13, a siege tool is installed and run to generate the network 

traffic.  

3.6.1 Mininet Command: 

sudo mn --topo single,13 --mac --arp --switch=ovs -- 

controller=remote,protocols=openFlow10 --link=tc,bw=10,delay=1ms. 

 

Figure 3.1: Mininet Command  

In server load balancing approach, many modules are involved such as virtual IP (VIP), 

clients and server machines. Figure 3.2 shows server load balancing setup in SDN 

environment. 

VIP: 
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Virtual IP (VIP) is an IP address, which is publicly accessible to the world to get the web 

browsing. A Virtual IP is not bound to any physical interface.  A TCP or UDP port is linked 

with it. For example, in TCP port 80 is used for web traffic. There may be a single server 

or multiple servers associated with VIP hence virtual IP distributes the load among 

servers using different balancing techniques.  

Servers: 

A server may be defined as HTTP server or it may be one of the many other services 

associated with it. Each server has an IP address, TCP or UDP port is linked with it and 

it is not accessible publicly. 

 

Figure 3.2: Server Load Balancing Setup  

3.7 Round-Robin Load balancing Technique: 

In data center, Round-Robin method is used for server load balancing. It passes the 

requests to server in circular manner and shares the client requests to a group of servers. 

The main benefit of round robin load balancing technique is that it is simple to implement, 

Virtual IP 
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low-cost and works good when all the servers have same capability or capacity [60]. In 

OpenFlow based SDN environment, firstly the controller is modified and statistical 

information of all severs like IP address, MAC, port number or any other information are 

composed and stored in a Hash map. To assign the incoming requests, virtual IP (VIP) 

component calls OpenFlow based round-robin algorithm, the algorithm finds which server 

is to be used on basis of last selected server id, and it guarantees that all servers work in 

a circular manner.  

3.8 Weighted Round-Robin Load Balancing 

Algorithm: 

Weighted round robin is widely used method for server load balancing applications. The 

algorithm allows user requests on basis of weight assigned to each server. The servers 

are assigned weights according to the different performing parameters [61]. If server 1 

has capacity 3 times more than server 2, then weight of 3 is assigned to server 1 and 

weight of 1 to server 2.  

Pseudo Code: 

\begin{algorithm} {Weighted Round Robin Algorithm} 
{Input}: 
{Arriving\_Requests} 
{Output}: 
{{Server\_Select}} 
{Start}: 
{Arriving\_Requests} 
Calculate current load of each server using above mentioned methods       
while do 
traverse all  the servers  
choose a least loaded server node with highest weight 
def choose server node 
 best weight = 0 
 best server node = None 
 for server node in  n  nodes 
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 effective_weight = server node   weight 
  if effective_weight <= 0: 
  best_node = node 
  break 
  if effective_weight >= best_weight: 
  best_weight = effective_weight 
  best_node = node     
  return best_node 
  EndIf 
  EndFor   
  EndProcedure 
  end{algorithm} 

3.9 Proposed Method: 

The proposed method forwards the Software Defined load balancer that selects server 

on basis of different parameters.  

In round-robin load balancing, the algorithm balances incoming client requests in a 

circular manner without considering any performance parameter. 

In our proposed method, we will implement weighted round robin algorithm by considering 

three different performance parameters. According to these parameters, we assign the 

weights to each server and compare results.  

For the space of thesis, following parameters are considered. 

3.9.1 Parameter 1:   

When establishing high-performance networks, bandwidth x delay product is significant 

to know as it relates to the number of bits transmitted by sender to the receiver. Data 

transmitted over the media can be calculated by following formula:  

Amount of data = maximum Bandwidth (Mb/sec) x round _trip_ time (ms) 

Most commonly for network performance we are concerned with RTT state, that is delay 

in general words so amount of data transferred can be simply written as bandwidth x 
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delay product. Through bandwidth delay product, we find out whether our network is long 

fat network (LFN) or not. The basic criteria is if  bandwidth delay product is more than 105 

bits then network is LFN otherwise it is not.  

3.9.2 Parameter 2:  

The second parameter being considered is time interval between starting and completion 

of transfer of a file. It also includes the additional time spent on setting or requesting 

transfer of file through network.  

Transfer time = Round trip time (ms) +1/ (bandwidth (Mbps) x transfer size (MB)) 

3.9.3 Parameter 3:  

Third parameter in observance is transmission time of data. The transmit time is amount 

of time taken from the first bit up to the last bit of a file or message to leave the 

transmission node.  

Transmit time = Transfer size/transfer time 

Using these parameters, we find least loaded server for traffic load balancing. The 

proposed weighted round robin algorithm is aimed to handle the servers in a better way 

with different processing capacities. The assigned weight of each server defines its 

processing capability. The server with high weight receives more requests than other 

servers. The   proposed algorithm consists of 'n' servers set $s_0, s_1, s_{n-1}$. $W(S_j)$ 

defines the weight of server $S_j$, j indicates last selected server and it is initialized with 

-1. EW is the effective weight and it is defined as zero and max(S) is the maximum weight 

of all servers in S.  
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Chapter 4 

 
Experimental Testbed and Scenarios 

In this chapter, performance evaluation of the proposed weighted round robin load 

balancer is main objective. It uses multiple parameters to decide which server handles 

the incoming requests. Using HTTP connections, we have compared the response time, 

transaction rate and throughput against round robin load balancer by increasing users or 

incoming requests. Fig. 4.1 shows the graphical view of topology. The topology consists 

of 10 hosts, each host consists of different number of clients, and each client generate 

different traffic load. The IP addresses of hosts from 10.0.0.4 to 10.0.0.13 respectively as 

clients and the hosts with IP addresses 10.0.0.1, 10.0.0.2 and 10.0.0.3 act as servers. 

The server IP addresses are not visible to clients. The load balancer acts as a central 

identity that hides identity of servers after it and parodies the identity of servers. A load 

balancer is identified with virtual IP address and MAC address that is not used for any 

other device in the network. In the network topology, all clients connected to this virtual 

IP and MAC address, believe that it is the web server address of server that is answering 

its requests.  
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In the topology, switch is defined between clients and servers and is connected to a POX 

controller through OpenFlow protocol having default port 6633. The POX controller is 

running with load balancer application for each new experiment.  

 

Figure 4.1: Proposed Topology in Mininet  

 

4.1 Case 1: Bandwidth x Delay Product  

In our first case, both Round-Robin and weighted Round-Robin load balancer is subjected 

to client requests ranging from 10 to 500 connections. All the client requests are sent to 

load balancer IP address. The application running for load balancer, handles the packets 



 

36 
  

in controller and then passes them to OpenFlow switch that forwards it to any one IP in 

the pool of servers.  

4.1.1 Round Robin (r=1): 

First, we implement round robin load-balancing algorithm for different number of users 

using siege tool. The method uses a counter to pick up a server. When first request 

arrives, it is forwarded to the first server, the second request is sent to  second server and 

third request to third server. The next request is sent to first server again as it is now first 

in queue. Using siege tool, we set concurrent users (-c) from 10 to 100 with (-r=1) gives 

total transactions. Table 4.1 shows the results by taking corresponding number of users. 

Table 4.1: Round Robin for r = 1 

No of users Throughput (Mbit/s) 
Response time 

(Secs) 
Transaction rate 

(Trans/sec) 

10 0.13 0.22 41.01 

20 0.12 0.50 37.12 

30 0.09 0.76 27.08 

40 0.07 1.35 22.18 

50 0.03 1.72 14.01 

60 0.05 1.71 9.64 

70 0.03 1.48 8.70 

80 0.04 1.62 12.47 

90 0.03 2.10 11.72 

100 0.04 2.45 9.00 

 

4.1.2 Weighted Round Robin (r=1): 

For our proposed method, we find bandwidth delay product parameter. Using Iperf, we  

find the maximum utilized bandwidth of each link in Mbit. Using ping command, we 

generate a traffic and find its round_trip_time (rtt) in milliseconds (ms). Table 4.2 shows 

the network bandwidth and rtt values. After getting bandwidth and delay values, we 

assigned weight to each server and run the weighted round robin application.  
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Table 4.2: Bandwidth x Round Trip Time 

No. of Users  Max Bandwidth (Mbit/sec) RTT (ms) 

10 9.58 4.403 

20 9.83 5.786 

30 10 4.302 

40 6.43 5.358 

50 5.38 4.547 

60 5.12 4.280 

70 8.57 5.026 

80 10 4.862 

90 9.86 4.989 

100 5.43 4.423 

 

From bandwidth and rtt values, we find bandwidth delay product and get amount of data 

in the form of bits. Table 4.3 shows the received amount of data by each server. The 

server receiving least number of bits is least loaded server and higher weight is assigned 

to that server.  

Table 4.3: Amount of Data 

Servers Amount of data (bits) 

Server 1 3.7664x104 bits 

Server 2 4.2562x104 bits 

Server 3 3.6030x104 bits 

 

After getting average amount of data each server is handling, we assign a higher weight 

to server 3 as it is least loaded server, then server 1 is assigned weight at second priority 

and at last least weighted server is server 2. Table 4.4 shows the results after running 

WRR application. 
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Table 4.4: weighted Round Robin for r = 1 

Users Throughput 
(Mbit/sec) 

Response time 
(Secs) 

Transaction rate 
(Trans/sec) 

10 0.33 0.11 88.21 

20 0.32 0.20 85.58 

30 0.32 0.26 84.29 

40 0.31 0.34 84.18 

50 0.31 0.46 82.20 

60 0.29 0.49 77.15 

70 0.25 0.57 66.59 

80 0.23 0.72 62.66 

90 0.23 0.74 62.03 

100 0.21 0.79 56.24 

 

4.1.3 Round Robin (r=5): 

In this test, using siege tool we increase the client requests or load by setting number of 

concurrent users (-c) from 10 to 100 with -r equal to ‘5’. For example, if we have 10 

simultaneous users when r is taken as five, then total requests or load equals to 50.   

Table 4.5: Round Robin for r = 5  

No. of Users Throughput  
(Mb/sec) 

Response time 
(Secs) 

Transaction rate 
(Trans/sec) 

10 0.14 0.22 43.17 

20 0.09 0.57 28.05 

30 0.10 0.79 28.83 

40 0.10 0.84 30.22 

50 0.05 0.81 15.13 

60 0.051 1.11 14.38 

70 0.06 0.58 17.32 

80 0.08 0.95 23.89 

90 0.03 0.78 10.18 

100 0.08 0.98 23.67 
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4.1.4 Weighted Round Robin (r=5): 

‘r’ is set to five for WRR as well, so increasing the average load or traffic and deriving 

results.  

Table 4.6: Weighted Round Robin for r = 5 

No. of Users Throughput 
(Mbit/sec) 

Response time 
(Sec) 

Transaction rate 
(Trans/sec) 

10 0.24 0.15 63.89 

20 0.22 0.29 58.53 

30 0.22 0.32 57.26        

40 0.21 0.33 57.21 

50 0.21 0.35 57.07 

60 0.21 0.36 55.80 

70 0.20 0.43 53.22   

80 0.19 0.43 50.35 

90 0.18 0.55 49.40 

100 0.17  0.62 46.37 
 

4.2 Case 2: Transmit Time 

Transmit time or transmission time is the time starting from transmitting first bit of 

message till the last bit of message leaves the transmission link.  

Transmit time = File Size (Mbyte) / Bandwidth (Mbit/sec) 

In second case, we consider link’s ‘transmit time’ as a performance parameter. The size 

of a file is 10 MB. Using above formula, we find the average transmit time for each server 

and assign the weights according to least transmit time. Table 4.7 shows transmit time of 

each server.  
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Table 4.7: Transmit Time (µs) 

Servers Transmit Time (µs) 

Server 1 1057.95 

Server 2 1033.60 

Server 3 1121.465 

Server 2 has least transmit time; hence we assign highest weight to it, consequently more 

requests are forwarded to server 2. Weight assigned to server 1 is higher than server 3, 

but less than server 2.   

4.2.1 WRR (r=1): 

In table 4.8, we find the required results by applying weighted round robin for ‘r’ equal to 

one with different number of users.  

Table 4.8: Weighted Round Robin for r = 1 

No. of Users Throughput 
(Mbit/sec) 

Response time 
(sec) 

Transaction rate 
(Trans/sec) 

10 0.27 0.13 72.64 

20 0.25 0.24 68.26 

30 0.25 0.31 66.06 

40 0.23 0.46 62.65 

50 0.21 0.57 57.35 

60 0.21 0.63 56.86 

70 0.20 0.63 54.73 

80 0.20 0.63 53.05 

90 0.19 0.74 50.74 

100 0.18 0.82 47.26 

 

4.2.2 WRR (r=5): 

Table 4.9 shows the results for increased data traffic by setting number of concurrent 

users (-c) from 10 to 100 with -r equal to ‘5’. 
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Table 4.9: Weighted Round robin for r = 5 

No. of Users Throughput 
(Mbit/sec) 

Response time 
(secs) 

Transaction rate 
(trans/sec) 

10       0.27 0.15 71.24 

20       0.26 0.28 70.47 

30       0.24 0.37 64.25 

40       0.24 0.45 64.07 

50       0.23 0.51 61.84 

60       0.22 0.56 59.47 

70       0.22  0.59  58.12 

80       0.21  0.61 57.76 

90       0.21  0.66 56.08 

100       0.17 0.70 46.62 

4.3 Case 3: Transfer Time  

 

A time interval between starting and completion of transfer of a file is called ‘Transfer 

time’. It also includes the additional time spent on setting or requesting transfer.  

Transfer time = Round trip time (ms) +1/ (bandwidth (Mbps) x transfer size (MB)) 

In third case, we consider the link ‘transfer time’ as a performance parameter. The size 

of a file is 1MB. Using the above formula, we find the average transfer time to each server 

and assign weights according to least transfer time. Table 4.10 shows transfer time of 

each server.   

Table 4.10: Transfer Time 

Servers Transfer Time (ms) 

Server 1 4.54017 

Server 2 5.08114 

Server 3 4.82001 
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Server 1 has least transmit time, so highest weight is assigned to it resulting in most 

requests forwarded to it. Assign weight to server 3 higher than server 2, but less than 

server 1.  

4.3.1 Weighted Round Robin (r=1): 

In table 4.11, we need to find transfer time by applying weighted round robin for ‘r’ equal 

to one with different number of users. First of all, we find the average transfer time of each 

server. The required quantities to calculate transfer time are round trip time, bandwidth of 

the link and size of file. After getting results, we assign weight to each server w.r.t the 

least transfer time and run the load balancing application.   

Table 4.11: Weighted Round Robin for r = 1 

Users Response time 
(secs) 

Transaction rate 
(trans/sec) 

Throughput 
(Mbit/sec) 

10 0.13 70.18 0.26 

20 0.14 69.43 0.26 

30 0.31 65.04 0.24 

40 0.48 65.18 0.24 

50 0.53 58.09 0.22 

60 0.62  43.43 0.16 

70 0.66   42.74 0.16 

80 0.66   39.49 0.15 

90 0.68   39.06 0.15 

100 0.75   35.54 0.13 

 

4.3.2 Weighted Round Robin (r=5): 

Table 4.12 shows the results for increased data traffic by setting number of concurrent 

users (-c) from 10 to 100 with -r equals to ‘5’. 
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Table 4.12: Weighted Round Robin for r = 5 

Users Response time 
(secs) 

Transaction rate 
(trans/sec) 

Throughput 
(Mbit/sec) 

        10 0.13 72.62 0.27 

        20 0.22 69.49 0.26 

        30 0.32 64.31 0.24 

        40 0.33 58.07 0.22 

        50 0.53 55.61  0.21 

        60 0.66 49.80 0.19 

      70 0.71 46.54 0.17 

      80 0.84 46.64 0.17 

      90 0.81 39.76 0.15 

     100 0.87 35.45 0.13 

In this chapter, we are done with the different considered scenarios and testbed results 

after implementing Round Robin and proposed Weighted Round Robin algorithm. Now in 

Chapter 5, we analyze and discuss our results in terms of response time, transaction rate 

and throughput.   
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Chapter 5 

 

Result Analysis and Discussion 
 

In this chapter, results of proposed work have been discussed. The performance 

parameters like response time, transaction rate and throughput of both round robin and 

weighted round robin are compared. As it can be visualized from the further presented 

calculations and graphical previews it can be deduced that weighted round robin gives 

better results.  

5.1 Case 1: Bandwidth Delay Product (r=1) 

As discussed earlier, we used bandwidth delay product for WRR. Now testing our policy 

for r=1. 

5.1.1 Response Time: 

Response time is a time taken by server to respond to each user’s request. Fig. 5.1 shows 

response time of both algorithms. The response time for RR algorithm ranges from 0.22-

2.45 sec. Whereas, response time for WRR ranges from 0.11 to 0.79 sec. Proposed WRR 

method achieves lesser response time than RR.  
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Figure 5.1: Response Time in relation to number of Arriving clients 

5.1.2 Transaction Rate: 

Transaction rate is the number of transactions per second that a server has to handle. 

Transaction rate of a server should be high so it can handle maximum requests. The 

transaction rate for RR ranges from 8.7trans/sec to 41.01trans/sec. whereas, transaction 

rate for WRR ranges from 56.24 to 88.21 trans/sec. In our working, we have achieved 

higher transactions than Round Robin. Fig. 5.2 shows the transaction rate graph.  
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Figure 5.2: Transaction rate in relation to number of arriving Clients 

5.1.3 Throughput: 

On basis of least bandwidth delay product, we achieve high throughput rate for WRR as 

compared to RR. Fig. 5.3 shows the throughput graph. The throughput rate for RR ranges 

from 0.03 Mbit/sec to 0.13 Mbit/sec. whereas, the throughput rate for WRR ranges from 

0.21 to 0.33 Mbit/sec.  

 

Figure 5.3: Throughput in relation to number of Arriving Clients 
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5.2 Bandwidth Delay Product (r = 5): 

5.2.1 Response Time: 

Fig. 5.4 shows the response time when increasing the number of clients. By increasing 

number of clients, by value of ‘r’ equals to five, the average load increases also. For RR, 

the response time ranges from 0.22 to 1.11 sec. The response time for WRR is from 0.15 

to 0.62 sec. We achieve better response time for increasing arriving clients. 

 

Figure 5.4: Response time in relation to number of Arriving Clients 

5.2.2 Transaction Rate: 

By increasing load, we find here number of transaction per second for both algorithms. 

Fig. 5.5 shows the transaction rate graph. The transaction rate for RR ranges from 10.18 

trans/sec to 43.17 trans/sec. whereas, the transaction rate for WRR ranges from 46.37 

trans/sec to 63.89 trans/sec. In our work, we achieve high transactions rate than RR.  
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Figure 5.5: Transaction Rate in relation to number of Arriving Clients 

5.2.3 Throughput: 

On basis of least bandwidth delay product, we achieve higher throughput rate for 

Weighted Round Robin (WRR) as compared to Round Robin (RR). Fig. 5.6 shows the 

throughput graph of increased average load. The throughput rate for RR ranges from 

0.03Mbit/sec to 0.13Mbit/sec. whereas, the throughput rate for Weighted Round Robin 

(WRR) ranges from 0.17Mbit/sec to 0.24Mbit/sec. 
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Figure 5.6: Throughput in relation to number of Arriving Client 

5.3 Case 2 Transmit Time: (r=1) 

As described earlier, transmit time is used as second parameter for our observations for 

WRR. We test our policy for r=1. Fig. 5.7 shows the response time of both algorithms.  

5.3.1 Response time: 

The response time for Round Robin algorithm ranges from 0.22ms to 2.45ms. Whereas, 

the response time for Weighted Round R ranges from 0.13 to 0.82 sec. Proposed WRR 

achieves response time that is lesser than RR. 
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Figure 5.7: Response time in relation to number of Arriving Clients 

5.3.2 Transaction rate: 

Fig. 5.8 shows the transaction rate on basis of least transmit time. The transaction rate 

for WRR ranges from 47.26 trans/sec to 72.64 trans/sec. In our work, we achieve high 

transactions rate than RR.  

 

Figure 5.8: Transaction rate in relation to number of Arriving Clients 
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5.3.3 Throughput: 

Fig. 5.9 shows better throughput rate for WRR than RR for ‘r’ equals to one. WRR 

throughput ranges from 0.18 to 0.27Mbit/sec, showing better throughput rate than RR. 

  

Figure 5.9: Throughput in relation to number of Arriving Clients 

5.4 Transmit time (r = 5): 

Based on least transmit time; we increase the average load or traffic by value of five, 

while comparing these results with that of RR. 

5.4.1 Response Time: 

Fig. 5.10 shows the response time by increasing average load. The response time for RR 

algorithm ranges from 0.22ms to 1.11m. Whereas, the response time for WRR ranges 

from 0.15 to 0.70 sec. Proposed WRR achieves less response time than RR. 
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Figure 5.10: Response time in relation to number of Arriving Clients 

5.4.2 Transaction Rate: 

Fig. 5.11 shows the transaction rate on basis of least transmit time. The transaction rate 

for RR ranges from 10.16trans/sec to 43.17trans/sec. The transaction rate for WRR 

ranges from 46.62 to 71.24 trans/sec. In our proposed method, higher transaction rates 

are achieved than RR.  
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Figure 5.11: Transaction rate in relation to number of Arriving Clients 

5.4.3 Throughput: 

Fig. 5.12 shows that WRR has better throughput rate than RR for ‘r’ equal to five. The RR 

throughput ranges from 0.03 to 0.14Mbit/sec, Throughput for WRR ranges from 0.17 to 

0.27Mbit/sec, which clearly shows WRR throughput is better throughput rate than RR. 
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Figure 5.12: Throughput in relation to number of Arriving Clients 

5.5 Case 3 Transfer Time: (r=1) 

As discussed in chapter 4, we used transfer time as the third performance parameter for 

WRR. Now testing it as per our procedure for r=1. 

5.5.1 Response Time: 

Fig. 5.13 shows the response time comparison of both algorithms. The response time for 

RR algorithm ranges from 0.22ms to 2.45ms. Whereas, the response time for WRR 

ranges from 0.13 to 0.75 sec. Using proposed WRR methodology lesser response time 

than RR can be achieved. 
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Figure 5.13: Response time in relation to number of Arriving Clients 

5.5.2 Transaction Rate: 

Fig. 5.14 shows the transaction rate on basis of least transfer time. In WRR, transaction 

rate for each client is higher than RR. The transaction rate for WRR ranges from 35.54 to 

70.18 trans/sec, which is a much higher achieved transaction rate than simple RR 

algorithm.  
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Figure 5.14: Transaction rate in relation to number of Arriving Clients 

5.5.3 Throughput: 

Fig. 5.15 shows that better throughput rate is being achieved for WRR than RR for 

unchanged value of ‘r’ i.e. equal to one. The RR throughput ranges from 0.03 to 

0.14Mbit/sec. WRR throughput ranges from 0.13 to 0.26 Mbit/sec, hence it can be clearly 

seen that WRR has better throughput rate than RR. 
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Figure 5.15: Throughput in relation to number of Arriving Clients 

5.6 Case 3 Transfer Time: (r=5) 

Now using transfer time as a performance parameter for WRR, testing it while keeping 

r=5. 

5.6.1 Response Time: 

Fig. 5.16 shows the response time comparison of both algorithms. The response time for 

RR algorithm ranges from 0.22ms to 1.11ms. whereas, response time for WRR ranges 

from 0.13 to 0.87 sec. Proposed WRR achieves response time less than RR. 
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Figure 5.16: Response time in relation to number of Arriving Clients 

5.6.2 Transaction Rate: 

Fig5.17 shows transaction rate based on least transfer time. The transaction rate for WRR 

ranges from 35.45 to 72.62 trans/sec, achieving higher transactions rate than RR.  

 

Figure 5.17: Transaction rate in relation to number of Arriving Clients 



 

59 
  

5.6.3 Throughput: 

Fig. 5.18 shows that throughput rate is better for WRR than RR taking ‘r’ equal to five. 

The RR throughput ranges from 0.03 to 0.14 Mbit/sec, however WRR throughput ranges 

from 0.13 to 0.27 Mbit/sec, depicting better throughput rate than RR. 

 

Figure 5.18: Throughput in relation to number of Arriving Clients 

In this chapter, we have dealt with the discussion and results of Round Robin and 

proposed Weighted Round Robin method in the form of graphical representation. From 

all the results, better performance results are attained using proposed Weighted Round 

Robin as compared to Round Robin. We have derived these results by determining three 

network parameters that were bandwidth delay product, transmission time and transfer 

time. From all above outcomes, we conclude our work in chapter 6. 
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Table 5.1: Result analysis using Round Robin and Weighted Round Robin 

Parameters Round Robin  

   

r = 1        r = 5 

Weighted Round 

Robin 

   Bandwidth Delay  

 r = 1               r = 5 

Weighted Round 

Robin  

Transmit Time  

 
   r = 1           r = 5 

Weighted Round 

Robin  

Transfer Time 

r = 1       r = 5 

Response 

Time 

(Secs) 

  0.22        0.22 

  2.45        1.11 

  0.11            0.15 

 0.79              0.62 

  0.13          0.15 

  0.82          0.70 

0.13          0.13 

0.75          0.87 

Transaction 

Rate 

(Trans/sec) 

  8.70       10.18 

  41.01     43.17 

 56.24            46.37 

 88.21           63.89 

   47.26       46.62 

   72.64        71.24 

 35.54        35.45 

70.18         72.62 

Throughput 

(Mbit/sec) 

   0.03      0.03    

   0.13      0.14         

 0.21             0.17  

0.33             0.24 

    0.18         0.17 

    0.27         0.27 

0.13           0.13 

0.26           0.27 

Table 5.1 shows the analysis between Round Robin and Weighted Round Robin results. 

However, Weighted Round Robin has better results for all parameters in general than 

Round Robin algorithm 
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Chapter 6 

 

Conclusion and Future Work 

In chapter 5, we had been comparing the results of both load-balancing techniques. Both 

Round Robin and Weighted Round Robin algorithms are simulated in a SDN 

environment. The acquired results are compared in terms of response time (sec), 

transaction rate (trans/sec) and throughput (Mbit/sec). Comparing results shows that our 

proposed parameters for Weighted Round Robin provides better results than Round 

Robin algorithm.  

In future work, evaluation of the above-mentioned algorithms can be done in any other 

SDN based controller like Ryu, floodlight etc. In our work, we had used single controller 

but for future work, multi controllers can be used and implemented. Different network 

topologies like fat tree, diamond, mesh or any customized topology consisting of different 

number of switches, servers and clients can be used to test the application as well.  
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