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Abstract

Backscatter communication (BackCom) has been emerging as a prospective

candidate in tackling lifetime management problems for massively deployed

Internet-of-Things devices, which suffer from battery related issues, i.e., re-

placements, charging, and recycling. This passive sensing approach allows

a backscatter sensor node (BSN) to transmit information by reflecting the

incident signal from a carrier emitter without initiating its transmission.

To multiplex multiple BSNs, power-domain non-orthogonal multiple access

(NOMA), which is a prime candidate for multiple access in beyond 5G sys-

tems, is fully exploited in this work. Recently, considerable attention has

been devoted to the NOMA-aided BackCom networks in the context of out-

age probabilities and system throughput. However, the closed-form expres-

sions of bit error rate (BER) for such a system has not been studied. In this

paper, we present the design and analysis of a NOMA enhanced bistatic Back-

Com system for a battery-less smart communication paradigm. Specifically,

we derive the closed-form BER expressions for a cluster of two devices in a

bistatic BackCom system employing NOMA with imperfect successive inter-

ference cancellation under both fading-free and Nakagami-m fading channel

condition. The obtained expressions are utilized to evaluate the reflection

iii
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coefficients of devices needed for the most favorable system performance.

Our results also show that NOMA-BackCom achieves better data through-

put compared to the orthogonal multiple access-time domain multiple access

schemes (OMA-TDMA).
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Chapter 1

Introduction and Background

to Thesis

In this chapter, we give a brief overview and background of Internet-of-things

(IoT) enabling technology, i.e., fifth-generation (5G) wireless networks be-

fore introducing the motivation for studying the backscatter communication

(BackCom) systems in this thesis. We shall also discuss the non-orthogonal

multiple access (NOMA) scheme and its advantages compared to the orthog-

onal multiple access (OMA) scheme.

1.1 Overview of 5G

The past few years have seen dramatic growth in the employment of wirelessly

networked devices which has all been made possible due to great advances

and innovations in the field of wireless communications. In particular, the

advancements in wireless communications has led to massive growth in the

1



CHAPTER 1. INTRODUCTION AND BACKGROUND TO THESIS 2

Figure 1.1: Usage of 5G in various applications.

number of wireless communication devices and sensors for emerging appli-

cations. These networked devices, specifically IoT, have enabled great ease

in the domains of both consumer and industrial applications. The next big

thing for connectivity is the arrival of 5G which is expected to provide a

substantial breakthrough by providing 1000 times higher system capacity,

10 times higher spectrum efficiency connecting at least 100 billion devices,

10 times lower system latency, and 10 times lower energy energy-per-bit us-

age as compared to the 4G networks [2–6]. Fig 1.1 shows some of the 5G

applications.
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Figure 1.2: 5G services categories and use cases in IMT 2020 [1].

1.1.1 5G Network Services

5G is envisioned to provide the following three service usage scenarios which

are expected to revolutionize our daily life [7]:

• Enhanced mobile broadband (eMBB): 5G network is expected to pro-

vide significantly faster data speeds and wide-area coverage and high

mobility to end-users. Its applications include services that have high

requirements for bandwidth, such as 4k videos, augmented reality (AR),

and virtual reality (VR).

• Massive machine-type communications (mMTC): This service is for

mMTC deployment of IoTs that will connect billions of devices or sen-

sors placed in a relatively smaller area. Its applications include smart

city and smart agriculture. These devices have low cost, long battery
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life, and delay insensitive data.

• Ultra-reliable and low latency communications (URLLC): This service

is for those applications which have strict latency and reliability re-

quirements. There is a wide range of applications usage cases that

have such stringent requirements such as factory automation, tactile

internet, remote medical care, and automated driving as shown in Fig.

1.2.

1.1.2 IoT

IoT is an exciting outcome of the next-generation 5G networks which will

provide the above-mentioned services for various use cases. IoT allows de-

vices and humans to communicate with each other and act as a bridge be-

tween a physical and cyber world connected through the internet ready for

remote control and monitoring. The IoT is the next big technological ad-

vancement the world has ever seen since the deployment of the Internet in

the late 1960s [8]. The proliferation of billions of smart sensors and actua-

tors connected with the internet will enable human beings and computers to

acquire knowledge about the world we live in and interact with it too. This

rise in devices necessitates new technology paradigms for providing massive

connectivity, low latency and reliable service to fulfill IoT requirements in

smart application [9]. mMTC is envisaged to provide a leading role to cater

to this requirement [10].

The IoT proliferation in the context of massive machine type communica-

tion (mMTC) is one of the key technology trends driving the fifth-generation
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(5G) networks innovation [11]. IoT cellular devices connectivity is expected

to reach 5.0 billion devices by 2025 because of its immense applicability in the

smart home, smart city, smart agriculture, connected health, smart indus-

tries, autonomous vehicles, and unmanned aerial vehicles (UAVs) [12]. For

instance, in smart cities, an IoT network can provide efficient waste man-

agement, parking assistance, and air quality monitoring. Similarly, in smart

agriculture, such an IoT network can be used to monitor soil moisture, pest

control mechanisms, and livestock tracking [13], [14].

1.2 Energy Efficiency Concerns

Energy-efficient communications have become an important focus in both

academia and industry due to the exponential growth of these devices cou-

pled with growing demands of energy [15]. It is expected that by 2025 the

communications industry will be responsible for 20% of all the world’s elec-

tricity [16]. Therefore, research in energy-efficient wireless communications

is critical to strike a balance between energy consumption and system per-

formance. It is understood that the communication phase takes many times

more power as compared to the detection or sensing phase of the smart de-

vice. The existing solutions use Marconi-type radio for wireless connectivity,

such as Bluetooth, 802.11, ZigBee, LoRa etc. These radios are usually energy

consuming and expensive owing to the active radio-frequency (RF) transmis-

sion components. Fig. 1.3 shows the comparison of the energy consumption

of the communication and sensing phase.

Power-efficient wireless connectivity is at the heart of the massive prolifer-
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Figure 1.3: Wireless radios consume an order of magnitude higher power
compared to low power sensors.

ation of Internet-of-thing (IoT) networks for wide-scale and fine-grained sens-

ing and control in various domains. For instance, IoT networks of constrained

battery-operated devices are attractive for applications in both the con-

sumer and industrial domains, e.g., smart home/city/agriculture, e-health,

building/industrial- automation, and vehicular/aerial networks [11]. This

pervasiveness and usability of IoT connectivity are equally reflected in cur-

rently connected IoT devices, which will further be reaching 24.5 billion de-

vices by 2025 [17]. In this expected scenario, managing the network lifetime

becomes critical, especially when the conventional battery-based solutions are

not viable due to the high cost of battery replacements and recycling con-

cerns. In particular, battery recharging/replacement is challenging in cases

where most of the sensors are hidden (e.g., inside concrete walls) or deployed

in an inaccessible environment (e.g., under cultivated land). As a result, var-

ious energy harvesting techniques are under investigation to overcome this

challenge [13]. However, not all forms of energy harvesting solutions, i.e.,
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light, kinetic or thermal, are suitable for a low cost sensor, and we have to

rely on radio-frequency (RF) energy harvesting due to its many attractive

characteristics.

1.3 Backscatter Communications

Recently, for massive IoT networks, backscatter communication (BackCom)

has emerged as one of the promising radio-frequency (RF) energy harvesting

techniques, which enables communication without battery backup [18] [19].

The low-complexity and low-power BackCom technique allows backscatter

sensor nodes (BSNs) to communicate with a backscatter sensor reader (BSR)

by passive reflection from a carrier emitter (CE) and modulation without

requiring any active RF transmission component. It is based ion the concept

that instead of using active RF components to communicate, a continuous

wave (CW) signal is is generated centrally and is used to illuminate multiple

nodes.

A BackCom system is generally composed of three components, a car-

rier emitter (CE), a backscatter sensor reader (BSR), and backscatter sensor

nodes (BSNs). The BSN is not equipped with an active RF transmission

component for information transfer rather it relies on the unmodulated car-

rier signal transmitted by the CE for both energy harvesting and backscat-

ter. This backscatter is made possible because of the intentional impedance

mismatch at the antenna input which results in different reflection coeffi-

cients [20]. Data encoding for backscatter over an incident wave is carried

out by varying the reflection coefficients at the antenna input side. This
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backscatter approach is vastly different from the generally applied wireless

harvesting approach where nodes first harvest energy to perform active RF

transmission. Thus, transmissions in a backscatter communication consume

orders of magnitude less energy than a typical radio and the absence of an

active RF component in BSNs enables simpler and low complexity circuits.

Therefore, the BackCom approach is most suitable for IoT networks [21].

1.3.1 BackCom Basics

The BackCom works on the principle of reflection of incident CW signal by

backscatter tags and by modifying and modulation the signal for secondary

transmission, i.e., backscatter. This modulation and reflection is made pos-

sible by the impedance mismatch. On a BSN there are two impedances:

antenna impedance (ZA) and load impedance (ZL). By changing the value

of these impedances, reflection coefficient Γ of the backscatter tag is changed

and it is given by [22]

Γ =
ZL − ZA
ZL + ZA

= 1− 2 |ZA|
|ZA|+ |ZL| e−j(θA−θL)

= |Γ| ejθT , (1.1)

where θA and θL are the phases of the antenna and load impedances. The

magnitude and phase of Γ is given by

|ΓT | =
|ZA|2 + |ZL|2 − 2 |ZA| |ZL| cos(θA − θL)

|ZA|2 + |ZL|2 + 2 |ZA| |ZL| cos(θA − θL)
, (1.2)

θT = arctan

(
2 |ZA| |ZL| sin(θA − θL)

|ZA|2 − |ZL|2

)
. (1.3)
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The reflection coefficient is the ratio of the complex amplitudes of the

incoming signal Sin(t) and the reflected signal Sout(t). Let the incoming sine

wave signal be

Sin(t) = Aine
j(2πfint+θin). (1.4)

By using the definition of reflection coefficient, the reflected signal Sout(t)

is given by

Sout(t) = Γ · Sin(t) = |Γ|Aine
j(2πfint+θin+θT ). (1.5)

Therefore, by controlling the complex value of the reflection coefficient

Γ, which in itself is derived from the complex values of antenna and load

impedances, i.e., ZA and ZL, we can modify or modulate the value of the

reflected signal Sout(t).

1.3.2 BackCom Arhcitecture Types

BackCom can be classified into three types based on their architectures [23],

[24]:

• Monostatic Backscatter Communications Systems: In this type of Back-

Com system, there are two main components, i.e., a backscatter trans-

mitter ,e.g., an RFID tag, and a reader as shown in Fig. 1.4(a). The

reader is responsible for both transmitting the CW signal for backscat-

tering and decoding the reflected signal. It incorporates an RF source

and a backscatter receiver. As the RF source and the backscatter re-
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ceiver are placed on the same device, i.e., the tag reader, the modulated

signals may suffer from a round-trip path loss. Moreover, the system

can be affected by the doubly near-far problem. It is mainly used for

short-range communication.

• Bistatic Backscatter Communications Systems: Different from the Mono-

static BackCom, in this type of system, the RF source, i.e. carrier

emitter, is decoupled from the backscatter receiver. Its architecture is

shown in Fig. 1.4(b). Such type of system can avoid the round trip

path loss problem as was the case with Monostatic system. Addition-

ally, the performance of the system can be improved immensely by

strategically placing the carrier emitters around the field. Specifically,

one centralized backscatter receiver can be located in the field while

multiple carrier emitters are well placed around backscatter transmit-

ters. It will result in increased coverage of the BackCom system. This

will also result in cheap deployment of the system as the development

cost of carrier emitters and backscatter receivers of Bistatic is cheaper

than that of Monostatic backscatter systems due to the simple design

of the components.

• Ambient Backscatter Communications Systems: This architecture is

similar to the Bistatic one where the carrier emitters are separated from

the backscatter reader. But they use ambient RF sources, e.g., TV tow-

ers, cellular base stations, and Wi-Fi APs instead of using dedicated

RF sources as in Bistatic architecture. This is shown in 1.4(c).This

approach affords some advantages compared with Bistatic approach.
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Figure 1.4: BackCom Arhcitecture Types.

First, because of using already-available RF sources, there is no need

to deploy and maintain dedicated RF sources, thereby reducing the

cost and power consumption. Second, by utilizing existing RF signals,

there is no need to allocate a new frequency spectrum, and the spec-

trum resource utilization can be improved. However, it also has some

inherent disadvantages. First, it is not a reliable source for RF energy

harvesting and is not under designer control. Secondly, it can act as di-

rect interference to BackCom receiver as opposed to a CW transmission

in Bistatic scheme.

1.4 Non-orthogonal multiple access (NOMA)

With the massive increase in wireless devices, there is a growing concern for

limited resources and media arbitration. The traffic over the wireless medium

is expected to increase by 1000 folds in the next decade. To overcome these

challenges, a great deal of research is being carried out on multiple access

schemes for future networks. Until now, several techniques such as time, fre-
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Figure 1.5: From OMA to NOMA via power domain multiplexing.

quency, and code division multiplexing have been used collectively known as

Orthogonal multiple access (OMA) schemes. Orthogonal frequency division

multiplexing (OFDM) is also being used to serve several users with reduced

interference offering high spectral efficiency. A single user is served in a sin-

gle orthogonal resource block in these techniques as shown in Fig. 1.5 which

becomes spectrally inefficient if some bandwidth resources are allocated to a

user with bad channel conditions. The need for future massive and high ca-

pacity encompasses high connectivity, reliability, ultra-low latency, improved

fairness, and high throughput.

In contrast to conventional OMA, NOMA transmission techniques intend

to share a DoF among users via superposition and consequently need to

employ multiple user detection (MUD) to separate interfered users sharing

the same resource block as shown in Fig. 1.5. Recently, non-orthogonal

multiple access (NOMA) is envisaged as an essential enabling technology for

5G wireless networks, especially for uncoordinated transmissions. it exploits

the channel differences between a strong and a weak user to its advantage. By

allowing multiple users to be served in the same resource block (to be decoded
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using successive interference cancellation (SIC)), NOMA may greatly improve

the spectrum efficiency and may outperform traditional orthogonal multiple

access schemes in many scenarios. Further, it is suitable for mMTC, since

it supports a large number of users to be served simultaneously. The users

also experience low latency, as due to simultaneous transmissions, the user

does not need to wait for its resource block, i.e., time slot. NOMA can also

maintain user-fairness and diverse quality of service by flexible power control

between the strong and weak users; particularly, as more power is allocated

to a weak user, NOMA offers higher cell-edge throughput and thus enhances

the cell-edge user experience. NOMA is usually divided into two types:

• Power-domain NOMA: In this, signals of different users are superim-

posed upon each other after channel coding and modulation, i.e., they

use the same time-frequency resource block but differentiated by the

power accorded to different users. This aggregate signal is decoded at

the receivers by using SIC. This results in an increased in spectral ef-

ficiency at the cost of the increased receiver complexity. Based on the

results from information theory, the non-orthogonal multiplexing using

superposition coding at the transmitter and SIC at the receiver is the

most optimal in acheiving the capacity regions of broadcast channels.

• Code-domain NOMA In this, the user share the same resource block

but is differentiated by the different spreading sequences like in code-

division multiple access (CDMA) systems.

In this thesis, we will employ uplink power-domain NOMA as the multiple

access scheme.
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1.5 Thesis Motivation

The motivation of this thesis is to study the design and perform analysis

of a NOMA enhanced bistatic BackCom system for a battery-less smart

communication paradigm employed in an IoT scenario under AWGN and

Nakagami fading channels. No concrete literature exists which studies the

problem of evaluating the BER in such a communication system which is

necessary to carry out the reliability analysis and to find out the suitable

reflection coefficients for the backscatter tags to fulfill the QOS requirement.

For this purpose, we derive the analytical closed-form BER equations and

validate it by performing Monte Carlo simulations.

1.6 Thesis Contribution

The thesis work presents the following main contributions:

• We propose a NOMA enhanced bistatic BackCom system for battery-

less smart communication among BSNs, where the reflection coeffi-

cients of BSNs can be manipulated to achieve better system perfor-

mance in terms of effective data bits.

• The BER performance of a NOMA enhanced bistatic BackCom sys-

tem, impaired by both, an AWGN and a Nakagami-m fading channel,

with practical impairements such as imperfect SIC is considered, where

approximate closed-form analytical BER expressions of binary phase-

shift keying (BPSK) are derived for two BSNs. The derived BER ex-

pressions are verified by Monte Carlo simulations for various reflection
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coefficients.

• The probability density functions (PDFs) of the sum and difference of

two independent and non-identically distributed (i.n.i.d) Nakagami-m

distributions has not been derived in literature before. It is shown with

the help of some statistical approaches such as the moment matching

method that it follows Nakagami and normal distribution respectively

and we derive the average BER expressions under such a scenario.

• The increase in effective non-erroneous transmitted bits over a large

period in a NOMA-BackCom scheme is compared with an OMA scheme

for a variety of reflection coefficient conditions. It is shown that NOMA-

BackCom outperforms the OMA-TDMA scheme by multiplexing the

BSNs.

• Our results suggest that at relatively higher transmit SNRs, system

performance can be greatly improved by setting suitable reflection co-

efficients rather than an increment in transmit power of the CE.

• The derived expressions allow us to investigate the effect of reflection

coefficients on the performance of the NOMA-BackCom system and to

roughly figure out the optimal reflection coefficients.

1.7 Thesis Organization

The organization of the thesis is presented as follows. Chapter 2 highlights

the literature review of the important concepts proposed in this thesis for
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providing a flow for the readers. In Chapter 3, we carry out the performance

analysis of NOMA enhanced BackCom system over an AWGN channel. Sys-

tem model over and AWGN channel is developed and closed-from analytical

equations are derived. In Chapter 4, we present the numerical and simulation

results and find out the effect of various reflection coefficients on the BER of

each user. In Chapter 5, we develop a detailed system model for a bistatic

BackCom system aided by NOMA under a Nakagami-m fading channel. We

use methods of moments (MOM) to derive the BER expressions to qualify

the system performance under different scenarios. In Chapter 6, we show the

numerical and simulation results and identify the range of reflection coeffi-

cients necessary for required system performance. Finally, chapter 6 presents

the conclusions and further proposes the future work



Chapter 2

Literature Review

In this section, we highlight the drivers and challenges related to adopting

NOMA enchanced backscatter communication system and put some light on

the work done in the related field. The basic concepts and related literature

of BackCom system and NOMA have already been covered in the previous

chapter. In this chapter, we will touch on the research work recently carried

out while incorporating the two. The backscatter technique implementation

for passive IoTs has been limited due to its inherent short-range communi-

cation. Recently, the BackCom system has been suggested for overcoming

this limitation using bistatic architectures [25], [26]. In bisatic architecture,

the CE and BSR are not co-located, therefore, it allows setting up a more

flexible network topology which can also mitigate the near-far effect [27].

Non-orthogonal multiple access (NOMA), because of its low latency and

high spectral efficiency, is the ideal candidate to support a large number

of IoT nodes in a BackCom uplink communication system [28]. Recently,

NOMA-aided BackCom has proven to be a key technology for collating data

17
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from multiple BSNs [29], [30]. In [31], the authors investigated the per-

formance of a NOMA-enhanced BackCom system, and the significance of

adopting NOMA with the BackCom system was demonstrated by analyz-

ing the average number of successfully decoded bits. Similarly, the authors

in [32] and [33] evaluated the performance of NOMA-aided BackCom network

in terms of outage probability and system throughput. The authors in [34]

and [35] studied the problem of resource allocation in NOMA-enhanced Back-

Com networks. In [36], the authors analyzed the outage probabilities and the

ergodic rate for a symbiotic system that integrates cellular NOMA and am-

bient BackCom in an IoT network. The authors in [37] studied the optimal

time allocation policies of a power station-powered BackCom system for a

hybrid NOMA-TDMA scheme. Relay assisted BackCom system has been

studied in [38]. In [39], the authors proposed a NOMA-BackCom application

in unmanned aerial vehicle (UAV) based data collection with optimized UAV

altitude and trajectory.

Based on the aforementioned literature survey, to the best of authors’

knowledge, there is no reported work that carries out the BER performance

analysis of uplink NOMA in a BackCom system, which is an essential compo-

nent in system design and optimization. In this work, we consider a NOMA-

enhanced bistatic backscatter uplink communication under the Nakagami-m

fading channel where one reader serves a cluster of randomly deployed BSNs.

To maintain low NOMA decoding complexity, BSNs are usually divided into

a cluster of two users. The reflection coefficients of the BSNs are set differ-

ent from each other to make the wireless channel distinct to better exploit

power-domain NOMA. The proposed scheme results in an increase in effec-
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tive non-erroneous transmitted bits as compared to an OMA scheme.



Chapter 3

NOMA-BackCom Systems in

AWGN Channel

3.1 System Model

In this chapter, we consider the case of a single backscatter reader and a

single cluster consisting of two semi-passive BNs. The BNs do not effec-

tively transmit any radio signal, instead, the reader sends a continuous wave

(CW) signal to the BNs. After energy harvesting to support the operations

of sensing and micro-controller, the BNs reflect the incident CW signal to

achieve communication with the reader. This backscatter is carried out by

modulating the incoming signal using variable impedance. Due to the en-

ergy and complexity constraints of a BackCom system, BPSK modulation is

considered in this work, where the modulation is performed by changing the

load impedance between two impedance states through a micro-controller.

These two impedance states correspond to the same magnitude but with two

20



CHAPTER 3. NOMA-BACKCOM SYSTEMS IN AWGN CHANNEL 21
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Figure 3.1: Illustration of uplink NOMA-BackCom system

different phase shifts.

An uplink NOMA scheme is utilized in this system, whereby, both BNs

reflect the incoming signal by sharing the same time-frequency resource. The

received signal at the reader undergoes double attenuation effects due to

dyadic channel from reader to the BNs and back. Fig. 3.1 illustrates the

corresponding schematic of the uplink NOMA scheme. The received signal

at the reader is given by

y =
√
Prξ1h1x1 +

√
Prξ2h2x2 + w, (3.1)

where ξi ( i ∈ {1, 2}) and hi denote the power reflection coefficient of
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BNs and channel coefficients between the BNs and the reader. Because of

the small coverage region of a BackCom system, a strong line-of-sight (LOS)

link is assumed between the reader and the BNs and, therefore, a path loss-

only channel model is considered which consists of the double attenuation

effect (i.e., r2α
i , where ri denote the distance between the reader and the i-th

BN and α is the path loss exponent). In (5.1), Pr is the reader transmit

power, xi is the BPSK modulated information signal of user i, and w is

additive white Gaussian noise (AWGN) with zero mean and N0 variance.

A successive interference cancellation (SIC) process is implemented at the

reader to decode the two users’ signals. For uplink NOMA, the optimal order

of decoding is in the order of decreasing channel gains and it is assumed in

our study that |h1|2 > |h2|2. Because of stronger channel conditions, the

signal from user 1, u1, is decoded first by treating user 2, u2, as inter-user

interference (IUI) at the reader. Next, u2 signal is decoded after subtracting

the detected u1 symbol from received composite signal y. If u1’s signal is

decoded correctly then no IUI is faced in decoding of u2, otherwise, there

will be error propagation from u1 when decoding u2. In conventional power-

domain NOMA, the multiplexed devices can transmit with different powers

to accrue maximum benefit from NOMA. However, in a BackCom system,

owing to no active RF transmission capability, the BNs reflect with different

reflection coefficients to imitate similar behavior. Therefore, it is instinctive

that we set the reflection coefficient for the two users as distinct as possible to

aid in the NOMA process. Accordingly, ξ1 is set as large as possible while, ξ2

is set as small as possible. In this scenario, the signal to noise ratio (SNR) of

the two users are defined as SNR1 = Prξ1|h1|2/N0 and SNR2 = Prξ2|h2|2/N0.
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3.2 NOMA-BackCom BER Performance Anal-

ysis

In this section, we mathematically derive the closed-form expressions of the

BER for the two BNs. Assume 2d
√
ξ1 (d > 0) as the minimum distance

between received constellation points of u1 without AWGN. The relation be-

tween the minimum signal distance 2d and the bit energy εb can be expressed

as [40]

dmin =

√(
log2M × sin2 π

M

)
εb . (3.2)

For binary phase-shift keying (i.e., M = 2), d =
√
εb. As the signal of u2 is

superimposed on u1 at the reader, therefore, the minimum distance between

received constellation points of u2 without AWGN is 2d
√
ξ1/
√
R where R is

the ratio of SNR1 and SNR2, i.e., R = (ξ1 |h1|2)/(ξ2 |h2|2).

By virtue of its strong channel condition, u1 is decoded first. Fig. 3.2

shows the constellation diagram of the composite signal received at the

backscatter reader. As noted from (5.1), the received signal y is a superpo-

sition of two BPSK modulated information signals of two BNs, where each

constellation point is represented by two bits (a1, a2). Here, a1 is the BPSK

bit of u1 and a2 is the BPSK bit of u2. Because of the presence of IUI from

u2, a1 is translated into two possible constellation points. The shaded block

shows the two possible values that a particular u1 bit may take due to IUI.

Moreover, it is assumed that all symbols have an equal prior probability of

transmission.
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Figure 3.2: The received signal space diagram for u1(red color and blue color
represent u1 and u2 BPSK bit, respectively)

3.2.1 BER of the First User

For a1, the decision boundary for bit detection is represented by the dotted

line in Fig. 3.2 and there are four possible cases (represented by four orange

stars) in which bit a1 can be decoded incorrectly. When (0,0) is sent, the

decision boundary is at a distance of
√
εbξ1 +

√
εbξ1/R from constellation

point and if the AWGN exceeds this value, a bit error will occur due to wrong

decoding of a1. By following the same procedure for three other points, the

probability that a1 is in error is

P1(e) =
1

4

[
erfc

(√
εbξ1 +

√
(εbξ1)/R√

N0

)
+

erfc

(√
εbξ1 −

√
(εbξ1)/R√

N0

)]
,

(3.3)

where erfc(.) is the complementary error function.
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Figure 3.3: Signal space diagram for u2 with correct u1 for (0,0) and (1,0)

3.2.2 BER of the Second User

For decoding of u2 bit a2, SIC process is implemented, whereby, u1 recon-

structed bit, â1, is subtracted from received aggregate signal y. Therefore,

the decoding of a2 depends on the decoding result of a1. This can be divided

into two cases; case I: correct decoding of a1 and case II: wrong decoding of

a1.

Fig. 3.3 shows the constellation diagram of a2 when a1 has been correctly

decoded (i.e., case I). For decoding of bits {0,0} when a1 has been correctly

decoded, it can be observed from Fig. 3.2 that the noise must be less than
√
εbξ1 +

√
(εbξ1)/R. Whereas, for incorrect decoding of a2, as shown in Fig.

3.3, the noise must exceed
√

(εbξ1)/R. Therefore, the decision boundaries

for a2 in case I are
√

(εbξ1)/R and (
√
εbξ1 +

√
(εbξ1)/R). A bit error in a2

will occur if AWGN falls within these boundaries.

For decoding {1,0}, it can be seen from Fig. 3.2 that AWGN should

exceed (−
√
εbξ1 +

√
(εbξ1)/R) for correct decoding of a1. Similarly, as
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illustrated in Fig. 3.3, for incorrect a2 decoding, AWGN should exceed√
(εbξ1)/R. Therefore, the decision boundary of a2 for decoding {0,1} in

case I is
√

(εbξ1)/R. A bit error in decoding u2 will occur whenever AWGN

shall exceed this boundary.

{1}

–
�b 1

�

�b 1

�

Decision boundary for { 1,1}

0

�b 1– �b 1

Decision boundary for { 0,1}

Figure 3.4: Signal space diagram for u2 with correct u1 for (0,1) and (1,1)

In the same fashion, it can be found from Fig. 3.4 that the decision

boundaries of a2 decoding for {1,1} in case I are (−
√
εbξ1 −

√
(εbξ1)/R)

and −
√

(εbξ1)/R. Similarly, decision boundary of a2 decoding for {0,1} is

−
√

(εbξ1)/R in case I as shown in Fig. 3.4. Therefore, the error probability

of a2 for case I can be expressed as

P2I(e) =
1

4

2 erfc

√(εbξ1)/R

N0

−
erfc

(√
εbξ1 +

√
(εbξ1)/R√

N0

)]
.

(3.4)

For case II, Fig. 3.5 describes the signal space diagram of a2 for {0,0} and

{1,0} scenario when u1 has been incorrectly decoded. The decoding of u2
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Figure 3.5: Signal space diagram for u2 with incorrect u1 for (0,0) and (1,0)

will be affected by the wrong decoding of u1 because of error propagation

during the SIC process. It can be seen in Fig. 3.5 that for {0,0} case, u2

constellation point is shifted from −
√

(εbξ1)/R to (−2
√
εbξ1 −

√
(εbξ1)/R).

For wrong decoding of a1, it can be inferred from Fig. 3.2 that noise has to

exceed (
√
εbξ1 +

√
(εbξ1)/R). Moreover, for wrong decoding of a2, noise has

to exceed (2
√
εbξ1 +

√
(εbξ1)/R) as shown in Fig. 3.5. Therefore, decision

boundary for decoding a2 for {0,0} in case II is (2
√
εbξ1 +

√
(εbξ1)/R).

For decoding of {1,0} scenario in case II, it can be seen from Fig. 3.5 that

the constellation point is shifted from −
√

(εbξ1)/R to (2
√
εbξ1−

√
(εbξ1)/R).

AWGN should be less than (−
√
εbξ1 +

√
(εbξ1)/R) for an error in a1 which

will induce a residual error in a2 decoding. The bit a2 will be decoded incor-

rectly if AWGN is more than (−2
√
εbξ1 +

√
(εbξ1)/R). Therefore the deci-

sion boundaries for decoding a2 for {1,0} scenario in case II are (−2
√
εbξ1 +√

(εbξ1)/R) and (−
√
εbξ1 +

√
(εbξ1)/R).
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Figure 3.6: Signal space diagram for u2 with incorrect u1 for (0,1) and (1,1)

Using the same inference technique in Fig. 3.6, decision boundary for

incorrect decoding of user 2 BPSK bit a2 for {1,1} scenario in case II is

(−2
√
εbξ1 −

√
(εbξ1)/R). Similarly, decision boundaries for {0,1} scenario

are (
√
εbξ1 −

√
(εbξ1)/R) and (2

√
εbξ1 −

√
(εbξ1)/R) as found from Fig. 3.6.

Therefore, the error probability of a2 for case II can be expressed as

P2II(e) =
1

4

[
erfc

(
2
√
εbξ1 +

√
(εbξ1)/R√

N0

)
+

erfc

(√
εbξ1 −

√
(εbξ1)/R√

N0

)
−

erfc

(
2
√
εbξ1 −

√
(εbξ1)/R√

N0

)]
,

(3.5)

Finally, the exact average BER of u2 over an AWGN channel can be found

as the sum of two different cases given by (3.4) and (3.5) as
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P2(e) =
1

4

2 erfc

√(εbξ1)/R

N0

−
erfc

(√
εbξ1 +

√
(εbξ1)/R√

N0

)
+

erfc

(
2
√
εbξ1 +

√
(εbξ1)/R√

N0

)
+

erfc

(√
εbξ1 −

√
(εbξ1)/R√

N0

)
−

erfc

(
2
√
εbξ1 −

√
(εbξ1)/R√

N0

)]
.

(3.6)



Chapter 4

Numerical and Simulation

Results in AWGN Channel

This chapter presents the numerical results in a single cluster two-user NOMA-

BackCom system by evaluating the BER expressions derived in the previous

section. The results are validated with Monte Carlo simulations and are

found to perfectly match the derived expressions in this paper. Informa-

tion symbols x1 and x2 for both users are selected uniformly from a BPSK

constellation and passed through AWGN channels. SIC decoding is imple-

mented at the reader, where, u2 is decoded after decoding and subtracting

reconstructed u1 symbols from aggregate received signal y.

In Fig. 4.1, numerical and simulated BER of the NOMA enhanced Back-

Com system is plotted against transmit SNR of both BNs. As can be seen

from the figure, numerical results obtained using (5.4) and (3.6) perfectly

match the simulation results for different pairs of ξ1 and ξ2 values. It can

be observed that a greater separation in reflection coefficient values results

30
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Figure 4.1: BER plots of BN1 and BN2 for three reflection coefficient pairs
(ξ1,ξ2)

in better BER behavior for NOMA enhanced BackCom. This is because by

lowering the BN2 reflection coefficient, ξ2, the IUI experienced by BN1 is

decreased, resulting in better BER performance due to the efficient utiliza-

tion of the NOMA principle. This effect is highlighted by observing the (1,1)

reflection coefficient pair which is essentially a NOMA without the BackCom

system and provides unacceptable performance in such a scenario.

Fig. 4.2 illustrates the increase in effective non-erroneous bits transmis-

sion by employing the NOMA scheme in a BackCom system with two BNs as

compared to an OMA-TDMA transmission scheme. The analysis is carried

out over a sufficiently large number of time slots. It can be observed that the

NOMA scheme indeed outperforms the OMA scheme due to the simultane-

ous transmission of two bits to the reader in a single time slot even though
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Figure 4.2: Comparison of normalized effective bits transmitted in NOMA
for two reflection coefficient pairs (ξ1,ξ2) and OMA

the OMA-TDMA scheme experiences no IUI from the second BN. Moreover,

the correct transmission of bits is greatly influenced by the reflection coeffi-

cients set at the BNs. Reflection coefficients with greater separation result

in better performance of the BackCom system.

In the next two simulations, analysis of reflection coefficients will be car-

ried out to find the most optimal reflection coefficient pairs for the NOMA-

BackCom system. The simulation parameters are defined in the Table. 4.1.

In Fig. 4.3, contour plot of BER is plotted by varying the two reflection

coefficient pairs of BN1 and BN2. Path loss is included in both the forward

and backscatter channel. The reflection coefficients of both the BNs are

varied from 0.01 to a maximum value of 1 by always keeping (ξ1 > ξ2) as

found from the previous result in Fig. 4.1. BER of BN1 is represented by a
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Table 4.1: Simulation parameters.

Parameters Values
Transmit power of reader Pt 20 dBm

Noise variance N0 -90 dBm
Path loss exponent α 2

BN1 distance from reader 25 m
BN2 distance from reader 25 m

Effective SNR of BN1 and BN2 24.08 dB
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Figure 4.3: BER contour plot by varying ξ1 and ξ2 values

dotted line while the BER of BN2 is represented by a solid line. It can be

observed from the contour plot that for any specific value of ξ1, there exists a

small range of ξ2 values smaller than ξ1 for which we can achieve acceptable

performance in a NOMA-BackCom system. This is because by increasing ξ2,

there is an increase in error propagation from BN1 to BN2 which degrades

the BER performance. An interesting result of this analysis is that there is
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Figure 4.4: BER contour plot of BackCom coverage range versus ξ2

a limit for the maximum disparity between ξ1 and ξ2 values because if ξ2

value is set too low, the BN2 will not be able to decode itself even with no

error propagation from BN1. It should be noted that the BER performance

of BN1 is independent of the value of ξ2.

In Fig. 4.4, analysis of coverage range of the reader is carried out for

different values of ξ2 by setting the reflection coefficient of BN1 (ξ1) as 0.7.

It can be inferred from the figure that for the aforementioned condition, the

best coverage is achieved by using ξ2 which is almost quarter the value of ξ1,

e.g., if the Quality of Service (QoS) requirement of BER for both BN1 and

BN2 is 10−3, and the required coverage range for BackCom operation is 33

meters, then the reflection coefficient of BN2 could be set as 0.19 to meet

these objectives. The reader’s performance starts to fall off by either increase

or decrease from this optimum value. Similarly, optimal values of reflection
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coefficients for other scenarios may be found.



Chapter 5

NOMA-BackCom Systems in

Nakagami-m Channel

5.1 System Model

5.1.1 BackCom Model

We consider a NOMA-aided bistatic BackCom system (BBCS) consisting

of a CE, multiple BSNs, and a BSR as shown in Fig. 5.1. In practice,

BSNs are usually multiplexed into different clusters of two or three users to

maintain low decoding complexity and meet timing constraints. Moreover,

CEs are placed closer to the BSNs in the field to mitigate the doubly near-

far effect. The BSNs do not possess any active RF transmission source.

The CE transmits a sinusoidal continuous wave (CW) carrier signal which

is intelligently reflected by BSNs to aid in communication with BSR. The

CW signal is transmitted by CEs all the time, whereas BSNs operate in two

36
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Figure 5.1: Illustration of uplink NOMA-aided BBCS.

states, namely the active state and energy harvesting state.

In the active state, each cluster of BSNs backscatters the CW signal

to transmit its sensor data to the BSR. The BSR receives the signal and

recovers the information from BSNs. BSNs are capable of reflecting the

incident CW signal with altered phase and/or magnitude by terminating its

antenna between two load impedances. This is typically carried out with

the help of an RF transistor. Ideally, by switching the transistor on, the

antenna is short-circuited and the incident wave is reflected with a phase

change of 180 Alternatively, by switching the transistor off, the antenna is

open-circuited and the incident wave is reflected with no phase change (i.e.,

zero degree). By changing the value of load impedance from short and open-

circuit conditions, the magnitude of the reflected wave can also be changed

alongside phase.

In the energy harvesting state, the BSNs do not reflect the incident CW

signal, but only harvest the energy from it. The harvested energy is stored in

a battery and is used to power the circuitry (including micro-controller and

RF transistor) and support sensing operations. We assume that the cluster
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which is not in an active state is in an energy harvesting state or vice versa.

Furthermore, the stored energy can be used to sustain long term operations

of BSNs.

As the modulation of BSNs is achieved by switching the antenna loads

between M load impedances, it corresponds to the power reflection coeffi-

cients, Γn, n = {0 , . . . , M − 1}. Keeping in view the complexity and energy

constraints of the low-power BSNs, we consider BPSK modulation in this

work. Therefore, we only consider two values of power reflection coefficient

{Γ0, Γ1} corresponding to two load impedances. The switching of RF tran-

sistor between the two states for the BPSK modulation is performed with

the help of a micro-controller. A typical BSN (see Fig. 5.2) circuit consists

of an antenna, transmitter, receiver, energy harvester, variable impedances,

micro-controller, sensor, RF transistor switch, and a battery.

Energy 

Harvester
Load 1

Load 2

Micro-

controller

Battery

Sensor

RF 

Transistor

ID/Control 

Decoder
�1

Backscatter modulation block

CE
BSR

BSN-2

CW signal

Backscattered signal

BSN-1

Figure 5.2: Illustration of the internal structure of a BSN.
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5.1.2 Channel Model

We consider an uplink transmission scenario in which each cluster of two

BSNs is served by a single CE and BSR. Both BSNs and BSRs are equipped

with single antennas. As shown in Fig. 5.1, hf,i is used to denote the channel

coefficient of the forward link between the CE and ith BSN, for i ∈ {1, 2},

whereas hb,i is used to denote the channel coefficient of the backscatter link

between ith BSN and BSR.

For the forward channel, path loss only propagation effects are considered

in hf,i. This fading-free channel model is a reasonable channel assumption

because of the proximity and strong line-of-sight (LoS) link between CE and

BSNs1. Combined with our BackCom model and given that the transmit

power of the CE is PT , the power required at a BSN for forward channel is

given by PT Γi |hf,i|2. In the backscatter channel, we assume that the channel

coefficient hb,i follow independent and non-identically distributed (i.n.i.d)

Nakagami-m fading which can model both LoS and non-LoS conditions. The

zero mean additive white Gaussian noise (AWGN), w, with variance N0, i.e.,

w ∼ CN (0, N0) is also considered in the system.

5.1.3 NOMA Scheme

We employ a power-domain NOMA (PD-NOMA) uplink scheme in the Back-

Com system. PD-NOMA operates by multiplexing users with relatively large

channel gain differences over same time/frequency slot, thereby improving

spectral efficiency. During IoT deployment, sometimes grouping IoTs with

1A fading impaired channel model for forward link is left as a future study at the
moment.
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nearly balanced power differences is inevitable. However, in IoT scenarios

where conventional PD-NOMA is unusable, its BackCom variant can still

function by manipulating the power reflection coefficients of the BSNs to

generate acceptable channel differences. In a cluster of two BSNs, a training

phase is required by the BackCom to differentiate the BSNs into a weak or

strong user. It works as follows: each BSN is distinguishable by its unique

ID which is known to the BSR. The BSR broadcasts a pilot signal with the

unique ID for each BSN in two training time slots. The BSNs backscatter the

signal with the same power reflection coefficient after receiving its unique ID.

Now, the BSR can obtain the instantaneous channel state information (CSI)

and can classify the BSNs into weak/strong pair. The BSNs can then set its

power reflection coefficients corresponding to the received instantaneous CSI

by the BSR.

For a single cluster, the received signal at the BSR can be written as

y =
√
PTΓ1hf,1hb,1x1 +

√
PTΓ2hf,2hb,2x2 + w, (5.1)

where xi is the BPSK modulated information signal of ith nodes. As men-

tioned earlier, the forward channels hf,is are assumed to be dominated by a

deterministic path loss model only, whereby their effects are compensated in

the transmit SNR of both BSNs and are thus omitted in further analysis. In

order to decode the signals transmitted by the BSNs, successive interference

cancellation (SIC) process is implemented at the BSR, where error propaga-

tion may happen. Without the loss of generality, it assumed that the first

BSN has higher channel gain than the second BSN, i.e., |hb,1|2 > |hb,2|2. To
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detect the weaker signal in a SIC scheme, the stronger signal should be de-

tected first and scaled, then subtracted from the aggregate received signal.

Therefore, the optimal decoding order is in the order of decreasing channel

gains. Considering this, the signal from BSN-1, u1, is decoded firstly by

treating BSN-2, u2, as inter-user interference (IUI) at the BSR. Thus the

maximum likelihood detector (MLD) of u1, given that the channel gains are

estimated perfectly at BSR, can be described by [40]

x̂1 = arg min
x̃1∈S

∣∣∣∣y −√PTΓ1hb,1x̃1

∣∣∣∣2, (5.2)

where x̂1 is the estimated data symbol, S is the set of all possible constellation

points for u1, and x̃1 is the set of all possible trial values for x1.

Next, u2 signal is decoded after subtracting the detected u1 symbol from

received composite signal y. If u1’s signal is decoded correctly then no IUI

is faced in decoding of u2, otherwise, there will be error propagation from u1

while decoding u2. The detector for u2 can be expressed as

x̂2 = arg min
x̃2∈S

∣∣∣∣(y −√PTΓ1hb,1x̂1

)
−
√
PTΓ2hb,2x̃2

∣∣∣∣2. (5.3)

In the next section, BER expressions are derived for PD-NOMA-BackCom

system with a cluster of two BSNs, assuming equiprobable symbols. The

same approach may be applied for a higher order phase shift keying (PSK)

modulation, however, the derivation becomes impractical when a large num-

ber of BSNs are multiplexed together.



CHAPTER 5. NOMA-BACKCOM SYSTEMS IN NAKAGAMI-M CHANNEL42

5.2 NOMA-BackCom BER Performance Anal-

ysis

As noted from (5.1), the received symbol at BSR is a superposition of two

BPSK symbols, therefore, it corresponds to a total of four constellation points

as shown in Fig. 5.3. Because |hb,1|2 > |hb,2|2, the BSR detects u1 symbol

first. Thereafter, it subtracts the decoded u1 symbol from the received signal

and detects u2 symbol. Each constellation point in Fig. 5.3 is represented by

two bits given by {x1, x2}. Here, x1 is the BPSK bit of u1 and x2 is the BPSK

bit of u2. In Fig. 5.3, red diamond shows the original location of x1 without

IUI from u2. However, because of the presence of IUI from u2, x1 is translated

to two possible constellation points. The shaded block shows the two possible

values that a particular u1 bit x1 may take due to IUI. By modifying the

values of reflection coefficients, the position of these constellation points can

be changed, which will in turn affect the BER performance of the system.

{0} {1}{0,1}{0,0} {1,0} {1,1}

0

Decision boundary to detect

BSN-1 bit

Figure 5.3: The received signal space diagram of super-imposed BPSK sym-
bols from two BSNs at the BSR, where |hb,1|2 > |hb,2|2.
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5.2.1 BER of the First User

The detection of the first user is performed according to (5.2), therefore,

no SIC is required in the process. An error will be made in the detection

process if x̂1 6= x1 and its probability is given by Pe(u1). The probability of

error for u1 depends on the decision boundary distance of x1 and it is the

sum of error probabilities of each possible symbol multiplied with the prior

probability. Because of IUI, there are four possible cases in which a bit x1 can

be decoded incorrectly. When u
(0)
1 and u

(0)
2 are sent, where u

(y)
i represents

that user i transmits a bit y, the decision boundary of x1, represented by the

red line, is at a distance of
√
ε1Γ1|hb,1| +

√
ε2Γ2|hb,2| from the constellation

point {0, 0}, where εi denote the symbol energy of user i. Therefore, bit

x1 will be decoded incorrectly if in-phase component of w exceeds the sum

of u
(0)
1 and u

(0)
2 i.e., w ≥

√
ε1Γ1|hb,1| +

√
ε2Γ2|hb,2|. Similarly, following the

same procedure for each symbol, the error is calculated and multiplied by

prior probability. Consequently, the error probability for u1, considering even

symmetry in constellation diagram, is given by

Pe(u1) =
1

4
[P(|w| ≥ Υ1 + Υ2) + P(|w| ≥ Υ1 −Υ2)] , (5.4)

where P(x) denotes the probability of event x, and Υi =
√
εiΓi|hb,i|. The

expression (5.4) can be represented using Gaussian Q function as

Pe(u1) =
1

2
[Q (Y ) +Q (Z)] , (5.5)
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where Y and Z are random variables (RVs), defined as

Y =
Υ1√
N0/2

+
Υ2√
N0/2

,

Z =
Υ1√
N0/2

− Υ2√
N0/2

,

(5.6)

and the Gaussian Q function is defined as

Q(x) =
1

2π

∫ ∞
x

exp

(
− u2

2

)
du. (5.7)

The average BER for BSN-1, denoted as Pe(u1), is evaluated by averaging

over the PDF of RV Y , fY (y), and RV Z, fZ(z), where, fY (y) and fZ(z) are

the PDFs for the sum and difference of two i.n.i.d Nakagami-m distributions,

respectively. The average error probability of u1 is

Pe(u1) =
1

2

[∫ ∞
−∞
Q (Y )fY (y) dy+

∫ ∞
−∞
Q (Z)fZ(z) dz

]
. (5.8)

The PDF fY (y) has been derived in [41] and [42] in the form of Ap-

pell hypergeometric function of the second kind and Lauricella multivariable

hypergeometric function, respectively. However, a closed-form solution of

(5.8) is prohibited using expressions in [41] and [42], rendering the use of

numerical evaluation. Therefore, the PDF of Y in this work is approximated

with another distribution, complying with the features of Y as shown in the

following lemma.

Lemma 1: The distribution of the sum of two i.n.i.d Nakagami-mi RVs, Y1

and Y2, with parameters mi and Ωi, where i ∈ {1, 2}, can be approximated
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by another Nakagami-mR1 RV R1, i.e., R1 = Y1 + Y2, with fading parameter

mR1 and average power ΩR1 , with PDF as

fR1(r) =
2m

mR1
R1

r2mR1
−1

Ω
mR1
R1

Γ(mR1)
exp(−mR1r

2

ΩR1

), r1 > 0, (5.9)

where ΩR1 and mR1 are defined as [43]

ΩR1 = E[R1
2],

mR1 =
(E[R1

2])2

V ar[R1
2]

=
Ω2
R1

E[R1
4]− Ω2

R1

,
(5.10)

where Γ(.) is the gamma function, and E[.] and V ar[.] denote the expectation

and variance operators, respectively.

Proof: A two-step process is followed to approximate the distribution of

the sum of two RVs Y1 and Y2 to another distribution. In the first step, the

method of moments (MoM) approach is utilized to match the moments of

RV Y = Y1 +Y2 to that of Nakagami-mR1 RV, R1. Nakagami-m distribution

is based on two parameters, i.e., fading parameter m and shape parameter Ω.

Therefore, we need to match the moments of the two parameters. From [43],

the nth moment of the Nakagami-mi distribution is given by

E[Y n
i ] =

Γ(mi + n
2
)

Γ(mi)

(
Ωi

mi

)n
2

, (5.11)

where mi is the fading parameter of each RV Yi, Ω1 = ΩY1 = 2Υ2
1/N0 and

Ω2 = ΩY2 = 2Υ2
2/N0. Using the multinomial theorem assuming independence

among RVs, Y1, Y2, and (5.11), the second moment of the sum RV Y = Y1+Y2
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is matched with the second moment of RV R1, i.e.,

ΩR1 = E[Y 2] = E[Y 2
1 ] + E[Y 2

2 ] + 2E[Y1]E[Y2]

= Ω1 + Ω2 + 2
Γ(m1 + 1

2
)

Γ(m1)

(
Ω1

m1

) 1
2 Γ(m2 + 1

2
)

Γ(m2)

(
Ω2

m2

) 1
2

. (5.12)

Now we need to find the value of mR1 . To this objective, we note from

(5.10) that E[R1
4] is required. Again using the multinomial theorem for

R1 = Y1 + Y2, E[R1
4] can be evaluated as

E[R1
4] = E[Y 4

1 ] + 4E[Y 3
1 ]E[Y2] + 6E[Y 2

1 ]E[Y 2
2 ] + 4E[Y1]E[Y 3

2 ] +E[Y 4
2 ]. (5.13)

Then, from (5.10) and (5.12), value of mR1 can easily be found.

In the second step, the Kolmogorov-Smirnov (K-S) test is used for goodness-

of-fit (see Appendix). Fig. 5.4(a) shows the plot of empirical CDF and

approximated theoretical CDF [44].

The PDF fZ(z) for the difference of two i.n.i.d Nakagami-m distributions

has not been derived previously. Therefore, we approximate it with another

closely matching distribution using the following lemma.

Lemma 2: The distribution of the difference of two i.n.i.d Nakagami-

mi RVs, Z1 and Z2, with parameters mi and Ωi, where i ∈ {1, 2}, can be

approximated by a Gaussian (normal) RV, W1 = Z1 − Z2, with mean µW1

and variance σ2
W1

, with PDF

fW1(w) =
1√

2πσ2
W1

exp

(
− (w − µW1)

2

2σ2
W1

)
, (5.14)
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Figure 5.4: Empirical CDF vs theoretical CDF obtained using MOM with
two i.n.i.d Nakagami-m distributions; (a) the sum of the two, (b) the differ-
ence of two.
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where the values of µW1 and σ2
W1

are given in (5.16) and (5.17).

Proof: A similar two-step process as used in Lemma 1, is used to approx-

imate the distribution of the difference of two RVs Z1 and Z2 to another dis-

tribution. Firstly, MoM is applied to match the moments of RV Z = Z1−Z2

to moments of the normal RV, W1. The first two moments of W1 are

E[W1] = µW1 ,

E[W1
2] = µ2

W1
+ σ2

W1
.

(5.15)

Following the algorithm of moment matching, using multinomial theorem,

noting independence among RVs, Z1 and Z2, and using (5.11), the mean µW1

of the normal RV, W1, can be evaluated by matching the first moment of the

difference RV Z = Z1 − Z2 with RV W1 as

µW1 = E[Z] = E[Z1]− E[Z2]

=
Γ(m1 + 1

2
)

Γ(m1)

(
Ω1

m1

) 1
2

−
Γ(m2 + 1

2
)

Γ(m2)

(
Ω2

m2

) 1
2

, (5.16)

where Ω1 = ΩZ1 = 2Υ2
1/N0 and Ω2 = ΩZ2 = 2Υ2

2/N0. Now we match the

second moments to obtain variance σ2
W1

µ2
W1

+ σ2
W1

= E[Z2] = E[Z2
1 ] + E[Z2

2 ]− 2E[Z1]E[Z2],

σ2
W1

= E[Z2]− µ2
W1
, (5.17)

where E[Zn
i ] is taken from (5.11).

In the second step, the Kolmogorov-Smirnov (K-S) test is used to show

that the normal distribution closely matches the distribution of the difference
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of two Nakagami-m RVs. The K-S test is has been performed in Appendix.

Fig. 5.4(b) shows the plot of empirical CDF and approximated theoretical

CDF showing a close agreement.

Now from (5.9) and (5.14), a closed-form solution for the average BER

can be evaluated as follows

Pe(u1) =
1

2

[ ∫ ∞
−∞
Q(R)fR(r) dr︸ ︷︷ ︸

Φ

+

∫ ∞
−∞
Q (W )fW (w) dw︸ ︷︷ ︸

Λ

]
. (5.18)

The closed-form expression for Φ can be found by invoking the alternative

form of the Q-function known as Craig’s formula [45] and applying moment

generating function (MGF) for fγR(γr). It is given by

Φ(m, γ) =



1
2

[
1−Ψ

(
γ

2m

)m−1∑
k=0

(
1−Ψ2

(
γ
2m

)k
4

)]
,m integer

1
2
√
π

√
γ
2m

(1+ γ
2m

)m+(1/2)

Γ(m+ 1
2

)

Γ(m+1)
×

2F1

(
1,m+ 1

2
;m+ 1; m

m+ γ
2m

)
, m noninteger

(5.19)

where Ψ
(
γ

2m

)
,
√

γ/2
m+γ/2

and 2F1 is the Gauss hypergeometric function. Fur-

ther, the closed-form expression for Λ in (5.18) is given by following Lemma.

Lemma 3: The integral of the product of a Q function and a normal

distribution with mean µ and variance σ2 is

Λ(µ, σ2) = Q
(

µ√
σ2 + 1

)
. (5.20)

Proof: See Appendix.
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Finally by using (5.19) and (5.20) in (5.18), the average probability of

error for BSN-1 can be expressed as

P(e)(u1) =
1

2

[
Φ(mR1 ,ΩR1) + Λ(µW1 , σ

2
W1

)
]
. (5.21)

5.2.2 BER of the Second User

To decode the second user, SIC process is implemented, whereby, BSR would

initially detect the first user according to (5.2) and then from the recon-

structed x̂1 bit, compute,

x̂2 = arg min
x̃2∈S

∣∣∣∣ySIC + w −
√
PTΓ2hb,2x̃2

∣∣∣∣2. (5.22)

Therefore, if x̂1 is detected correctly, i.e., x̂1 = x1, then ySIC =
√
PTΓ2hb,2x2

and it corresponds to an IUI-free decoding. On the other hand, if x̂1 is de-

tected incorrectly, i.e., x̂1 6= x1, then ySIC =
√
PTΓ1hb,1x1 +

√
PTΓ2hb,2x2 −

√
PTΓ1hb,1x̂1 and the decoding decision for second user also depends on the

value of reconstructed bit x̂1. Fig. 5.5 shows the received signal diagram

for the two aforementioned cases when the transmitted u1 bit x
(1)
1 is de-

coded correctly or incorrectly. Therefore, these two cases should be handled

differently.

Case I

We first consider the case that u1 symbol has been detected correctly by

BSR. The probability for correct decoding of x1 bit is opposite to the one

derived in (5.4), which gives the probability for incorrect decoding of x1 bit.
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0

{0} {1}{0} {1}

Decision boundary to detect

BSN-2 bit

Figure 5.5: The received signal space diagram of BSN-2 for x
(1)
1 transmission

when ySIC |x̂1 6=x1 and ySIC |x̂1=x1 .

P I
e (u2) =

1

2

[
P(w ≤ Υ1 + Υ2)× P

(
w ≥ Υ2

∣∣ w ≤ Υ1 + Υ2

)
+

P(w ≤ Υ1 −Υ2)× P
(
w ≤ −Υ2

∣∣ w ≤ Υ1 −Υ2

)]
. (5.23)

P II
e (u2) =

1

2

[
P(w ≥ Υ1 + Υ2)× P

(
w ≥ 2Υ1 + Υ2

∣∣ w ≥ Υ1 + Υ2

)
+P(w ≥ Υ1 −Υ2)× P

(
w ≤ 2Υ1 −Υ2

∣∣ w ≥ Υ1 −Υ2

)]
. (5.24)

This will serve as the prior probability for case I. The error probability for x2

bit is influenced by the decision boundary for detecting u2 symbol as shown

by the constellation points indicated by the black circles in Fig. 5.5. Hence,

the probability of error for u2 with correct u1 decoding, considering both x
(0)
1

and x
(1)
1 bit transmission scenarios, is given by (5.23) at the top of page.

The conditional expressions pertain to decoding the x1 bit correctly and

can be inferred from Fig. 3.2. The first and second terms in (5.23) correspond

to x
(0)
2 and x

(1)
2 received constellation points, respectively.
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Using conditional probability law, (5.23) can be rewritten as

P I
e (u2) =

1

2
[P(Υ2 ≤ w ≤ Υ1 + Υ2) + P(Υ2 ≤ w)] . (5.25)

The expression in (5.25) can be represented using Gaussian Q function

as

P I
e (u2) = Q(

√
γΥ2)−

1

2
Q(Y ), (5.26)

where Y is defined in (5.6) and γΥ2 =
Υ2

2

N0/2
.

Case II

This case considers the scenario when u1 symbol has been detected incorrectly

by BSR. The probability for incorrect decoding of x1 bit is similar to the one

derived in (5.4). This will serve as the prior probability for case II. Because of

the IUI from u1, there will be an error propagation of 2Υ1 from the decision

boundary to detect x2. This can be observed from the constellation points

represented by the red triangles in Fig. 5.5. Hence, the probability of error for

u2 with incorrect u1 decoding, considering both x
(0)
1 and x

(1)
1 bit transmission

scenarios, is (5.24).

The conditional expressions in (5.24) are obtained in the same way as in

(5.23) except that x1 is decoded incorrectly in case II. By using conditional

probability law, the probability of error for u2 considering x1 is decoded

erroneously, represented using the Gaussian Q function, is given by

P II
e (u2) =

1

2
[Q(C) +Q(Z)−Q(D)] . (5.27)
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where Z is defined in (5.6), C and D are RVs, defined as

C =
2Υ1√
N0/2

+
Υ2√
N0/2

,

D =
2Υ1√
N0/2

− Υ2√
N0/2

.

(5.28)

Then, the total probability of error for u2 can be found as the sum of both

the cases given by (5.26) and (5.27)

Pe(u2) = P I
e (u2) + P II

e (u2),

Pe(u2) = Q(
√
γΥ2) +

1

2
[−Q(Y ) +Q(C) +Q(Z)−Q(D)] .

The RV C, i.e., sum of two i.n.i.d Nakagami-mi RVs, can be approximated

by a Nakagami-mR2 RV with fading parameter mR2 and average power ΩR2 ,

with PDF given in (5.9) as proved in Lemma 2, where ΩC1 = 4Ω1 and

ΩC2 = Ω2 . The RV D, i.e., difference of two i.n.i.d Nakagami-mi RVs, can

be approximated by a Gaussian (normal) RV, with mean µW2 and variance

σ2
W2

, with PDF given in (5.14) as proved in Lemma 2, where ΩD1 = 4Ω1 and

ΩD2 = Ω2 .

Therefore, the average probability of error for u2 becomes

Pe(u2) = Φ(m2, γΥ2) +
1

2

[
−Φ(mR1 ,ΩR1) + Φ(mR2 ,ΩR2) + Λ(µW1 , σ

2
W1

)

−Λ(µW2 , σ
2
W2

)
]
. (5.29)
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5.3 Appendices

5.3.1 K-S Test for the sum of two i.n.i.d Nakagami-mi

RVs

The random number generation routine is repeated N times to collect sam-

ples of the RV Y , i.e., {y1, y2, ..., yN}, with empirical cumulative distribution

function (CDF) F̂Y . The hypothesized CDF is that of Nakagami-mR1 distri-

bution, FR1 . The statistic used for goodness-of-fit known as K-S statistic is

the maximum difference between the empirical CDF and hypothesized CDF,

given by [46]

D̂f = sup
y
|F̂Y (yi)− FR1(yi)|. (5.30)

The critical value is found to be ĉ = 0.0192 for N = 5000 samples against

the level of significance â = 0.05. The null hypothesis for testing is given as

H0 : FY = FR1 . (5.31)

The null hypothesis is accepted if D̂f ≤ ĉ, i.e., FY = FR1 and rejected

otherwise. The K-S test is conducted for three set of parameters, i.e., {m1 =

1,Ω1 = 1,m2 = 1,Ω2 = 1}, {m1 = 3,Ω1 = 1,m2 = 1,Ω2 = 1} and {m1 =

3,Ω1 = 1,m2 = 3,Ω2 = 0.5} and K-S statistic, D̂f , calculated using (5.30)
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are

D̂f = 0.0122 for m1 = 1,Ω1 = 1,m2 = 1,Ω2 = 1,

D̂f = 0.0082 for m1 = 2,Ω1 = 1,m2 = 1,Ω2 = 1,

D̂f = 0.0077 for m1 = 3,Ω1 = 1,m2 = 3,Ω2 = 0.5.

(5.32)

It can be observed, that D̂f ≤ ĉ for each parameter set and H0 cannot be

rejected. Hence, Nakagami-m distribution closely matches the distribution

of the sum of two Nakagami-m RVs and can be used to approximate RV Y .

5.3.2 K-S Test for the difference of two i.n.i.d Nakagami-

mi RVs

Again, the Random number generation routine is repeated N times to col-

lect samples of the RV Z , i.e., {z1, z2, ..., zN}, with empirical cumulative

distribution function (CDF) F̂Z . The hypothesized CDF is that of normal

distribution, FW1 .

The critical value is found to be ĉ = 0.0192 for N = 5000 samples against

the level of significance â = 0.05. The null hypothesis for testing is given as

H0 : FZ = FW1 . (5.33)

The K-S test is conducted for three set of parameters, i.e., {m1 = 1,Ω1 =

1,m2 = 1,Ω2 = 1}, {m1 = 3,Ω1 = 1,m2 = 1,Ω2 = 1} and {m1 = 3,Ω1 =

1,m2 = 3,Ω2 = 0.5} and K-S statistic, D̂f , calculated using (5.30) for each

set, given as
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D̂f = 0.0109 for m1 = 1,Ω1 = 1,m2 = 1,Ω2 = 1,

D̂f = 0.0141 for m1 = 2,Ω1 = 1,m2 = 1,Ω2 = 1,

D̂f = 0.0140 for m1 = 3,Ω1 = 1,m2 = 3,Ω2 = 0.5.

(5.34)

H0 cannot be rejected for each parameter set as D̂f ≤ ĉ. Hence, nor-

mal distribution closely matches the distribution of the difference of two

Nakagami-m RV and can be used to approximate RV Z.

5.3.3 Proof of Lemma 2

Let W be a normal distributed RV with parameters mean µ and variance

σ2, i.e., W ∼ N(µ, σ2) and Z be a standard normal distributed RV, i.e.,

Z ∼ N(0, 1). Both being independent, then Q(w) = P(Z > w) as Q(x)

is the probability that a standard normal RV takes a value greater than x.

This is similar to Λ because the integrand in Λ is the product of P(Z > w) =

P(Z > W |W = w) and the marginal density of normal RV, W , i.e., fW (w),

which comes out to be P(Z > W ). As we know that distribution of the

difference of two normal RVs is again a normal RV with subtracted means

but added variances, i.e., Z −W ∼ N(−µ, σ2 + 1), therefore

Λ = P(Z > W ) = P(Z −W > 0) = Q
(

µ

σ2 + 1

)
. (5.35)



Chapter 6

Numerical Results and

Simulations in Nakagami-m

Channel

This section investigates the performance of NOMA enhanced bistatic Back-

Com system consisting of a single cluster of two-BSNs and presents the nu-

merical results by evaluating the BER expressions derived in the previous

section. The results are validated with Monte Carlo simulations and are

found to match the derived expressions in this paper. The channel between

BSNs and BSR is modeled as Nakagami-m fading channel, and both BSN

and BSR are assumed to be equipped with a single antenna. The transmit-

ted symbols for both users are selected uniformly from a BPSK constellation.

Unless stated otherwise, the figures are plotted for fading channel conditions

given as m1 = 4,Ω1 = 1,m2 = 1,Ω2 = 0.5.
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Figure 6.1: BER plots of BSN-1 and BSN-2 for fading (m1 = 4,Ω1 = 1,m2 =
1,Ω2 = 0) and fading-free scenarios.

6.0.1 Analysis Validation

In Fig. 6.1, numerical and simulated BER of the NOMA enhanced BackCom

system is plotted against transmit SNR of both BSNs. A Nakagami-m fading

channel (m1 = 4,Ω1 = 1) and a Rayleigh fading channel (m2 = 1,Ω2 = 1) is

taken in Fig. 6.1(a), 6.1(b) and 6.1(c) for the fading scenario of BSN-1 and

BSN-2, respectively. Three different pairs of reflection coefficient values (Γ1,

Γ2) are considered for the analysis. As can be seen from the figure, numeri-

cal results obtained using (5.18) and (5.29) match the simulation results for
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different pairs of Γ1 and Γ2 values thus validating the theoretical analysis. It

can also be observed that a larger separation in reflection coefficient values

results in better BER behavior for NOMA enhanced BackCom. This is be-

cause, by lowering Γ2, the IUI experienced by BSN-1 is decreased, resulting

in better BER performance of BSN-1 due to the efficient utilization of the

NOMA principle. As the BER performance of BSN-2 depends on the success-

ful SIC operation of BSN-1, therefore, lowering the IUI indirectly influences

the performance of BSN-2 as evident from its improved performance.

The BER plots are also given in Fig. 6.1(d) for a fading-free scenario

by taking an arbitrarily large value of m1 and m2 to simulate a pure AWGN

channel. The fading-free scenario provides a significant improvement in BER

performance. Furthermore, similar behavior of larger separation resulting in

better performance is also observed in fading-free scenarios.

6.0.2 Effects of the reflection coefficients

In Fig. 6.2, we investigate the effect of reflection coefficient on the normalized

average of total effectively decoded bits of u1 and u2. The total effectively

decoded bits correspond to the non-erroneous transmission of BSNs’ bits over

the total number of bits transmitted by BSN-1 and BSN-2. It is assumed

that the reflection coefficient for the BSN-1, Γ1, is set as 0.7 for the analysis.

The results are plotted for three values of transmit SNRs, i.e., 0, 10, and 20

dB.

From Fig. 6.2, we can observe that the total normalized effective bits

of u1 and u2 decrease with an increase in Γ2 value. Therefore, the system



CHAPTER 6. NUMERICAL RESULTS AND SIMULATIONS IN NAKAGAMI-M CHANNEL60

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Reflection coefficient 
2

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

N
o
rm

a
liz

e
d
 t
o
ta

l 
e
ff
e
c
ti
v
e
 b

it
s
 o

f 
b
o
th

 u
s
e
rs

Transmit SNR 20 dB

Transmit SNR 10 dB

Transmit SNR 0 dB

Figure 6.2: The normalized average of effectively decoded bits for BSN-1 and
BSN-2 against Γ2 while Γ1 = 0.7.

performance is improved by setting a low value of Γ2. This is again because,

by setting a low value of Γ2, the interference experienced by BSN-1 is reduced,

thus, its BER performance is improved resulting in the greater non-erroneous

transmission of bits by the system. However, it is to be noted from figure,

that Γ2 has a minimum value below which the performance of the system

starts to degrade as BSN-2 is not able to decode itself at such a small value

resulting in higher transmission errors.

The Γ2 values are also marked for each transmit SNR which provides

the best system performance in terms of the effective bits transmitted. For

transmit SNRs of 0, 10, and 20 dBs, the optimal Γ2 is 0.67, 0.27 and 0.21,

respectively. It is evident from the fact that by lowering the transmit SNR,

a greater Γ2 value is needed by BSN-2 to decode itself successfully. We also

find that the maximum normalized total effective bits turns out to be 0.9791

for the 20 dB SNR scenario.
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Figure 6.3: BER contour plot of BSN-1 and BSN-2 by varying Γ1 and Γ2

values for fading and fading-free scenarios
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In Fig. 6.3, a contour plot of BER is plotted by varying the reflection

coefficient pair of BSN-1 and BSN-2. The reflection coefficients of both BSNs

are varied from 0.01 to a maximum value of 1 by always keeping Γ1 > Γ2 as

found from the previous result in Fig. 6.1. The BER of BSN-1 is represented

by a dotted line while the BER of BSN-2 is represented by a solid line.

It can be observed from the contour plot that for any specific value of Γ1,

there exists a range of Γ2 values smaller than Γ1 for which we can achieve

acceptable performance in a NOMA-BackCom system. For the fading case

(see Fig. 6.3(a) and 6.3(b)), it can be observed that very little improvement

is possible in BER unless either the transmit SNR is increased by placing

the BSNs closer to CE or fading channel condition is boosted by removing

obstructions in line-of-sight (LoS) path. The contour plots of the fading-free

case is plotted in Fig. 6.3(c) for improvement comparison due to less channel

severity.

6.0.3 Effect of the Nakagami-m fading parameter

Now, we investigate the impact of the fading parameter m on the BER

performance of each BSN for a NOMA-BackCom system with two different

sets of reflection coefficients. The BER plots are shown in Fig. 6.4 for

transmit SNRs of u1 and u2 as 20 and 15 dBs, respectively. As can be

observed from figure, the BER performance of both users depend strongly

on the fading parameters of the channel. It can be seen that for suitable

reflection coefficient pairs, the fading parameters affects the performance of

BSN-1 more than BSN-2.
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6.0.4 Comparison with OMA-TDMA scheme

In this section, we compare the performance of the NOMA-BackCom system

with an OMA-TDMA transmission scheme in a BackCom system. Fig. 6.5

illustrates the increase in effective non-erroneous bits transmission by em-

ploying the NOMA scheme in a BackCom system of a single cluster with two

BSNs as compared to an OMA-TDMA transmission scheme with two BSNs.

It can be observed that the NOMA scheme indeed outperforms the OMA

scheme due to the simultaneous transmission of two bits to the reader in a

single time slot even though the OMA-TDMA scheme experiences no IUI

from the second BSN. Individually, the TDMA BSN always has better BER

performance as compared to NOMA BSN, i.e., a TDMA user has a greater

number of successful transmissions as shown in Fig. 6.5 (b). However, the

combined performance of NOMA scheme is better as the time spent by BSN
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on each time slot is doubled under NOMA scheme as compared to TDMA

scheme. At high SNR though, the BER difference between an individual

NOMA and TDMA user becomes negligible.



Chapter 7

Conclusion & Future Works

7.1 Concluding notes

This work has presented the design and analysis of a NOMA enhanced

bistatic BackCom system for a battery-less smart communication paradigm

employed in an IoT scenario. We have derived the closed-form BER ex-

pressions for a cluster of two BSNs with imperfect SIC under Nakagami-m

fading channel. Furthermore, the PDFs of the sum and difference of two

i.n.i.d Nakagami-m distributions are also accurately approximated. All the

derived expressions are verified with the simulations under different scenar-

ios. Based on these expressions, we have evaluated the performance of the

system in terms of the reflection coefficients. We have also found that the

increment of SNR with unsuitable reflection coefficients does not lead to

a better system performance, hence highlighting the significance of setting

proper reflection coefficients according to the scenario. This necessitates

an optimization study as a future work where reflection coefficients can be

66
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optimized such that the system performance in terms of BER or effective

transmitted bits can be improved. Further future extensions include BER

analysis for higher modulation schemes with a higher number of BSNs in

different fading environments.

7.2 Future Works

The proposed approach can be followed to multipler BSNs multiplexed by a

single reader. As we have only carried out the study for only two users. More-

over, future extensions include BER analysis for higher modulation schemes

in different fading environments. Another interesting problem is the opti-

mization problem of selecting the most optimum reflection coefficients for

the best system performance in terms of BER.
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