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ABSTRACT 

The purpose of this study was to investigate the interaction of the neural couplings 

underlying tongue movements with the movements of the hands and feet. We intend to explore 

whether the movement of the tongue differentially facilitates any of the upper or lower limb 

movements, since upper limbs are more frequently used in daily life. We examined the neural 

modulation of the motor network in 20 healthy subjects while they performed the motor task. 

The fMRI data of the motor task was downloaded from the human connectome project (HCP) 

database (https://db.humanconnectome.org/app/template/Login.vm). The motor task consisted of 

finger tapping, foot squeezing and horizontal and vertical movements of the tongue. Our study 

included 8 regions of interest consisting of right and left motor representations of the hands, feet 

and tongue along with the right and left hemispheric representations of the supplementary motor 

area (M1HL, M1HR, M1FL, M1FR, M1TL, M1TR, SMAL and SMAR). We used functional 

connectivity analysis and dynamic causal modeling to investigate the modulatory influence of 

regions of the tongue, hands and feet onto each other while the participants perform the tongue 

movements. The connectivity analysis showed that the M1 representations of hands and feet 

received strong inhibitory input from bilateral SMA during tongue movements.  Furthermore, 

M1TL received strong excitatory input from both the contralateral and ipsilateral SMA, while 

M1TR received inhibitory input from contralateral while excitatory input from Ipsilateral SMA. 

Also, the backward connections from M1TL to SMA were excitatory while M1TR exerts 

inhibitory influence onto both the SMA. Moreover, the self-connections of M1TR were strongly 

inhibited while the self-connections of M1TL were excitatory. Our results indicate differential 

activation profiles of M1TL and M1TR, suggesting the motor control of the tongue are to be left 
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lateralized. Our effective connectivity results are consistent with the previous fMRI studies 

reporting lateralization of tongue movement. 

Keywords: Neuroimaging, fMRI, effective connectivity, dynamic causal modeling, motor 

control 
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Chapter 1 

INTRODUCTION 

The primary motor cortex (M1) consists of representations of the body parts 

somatotopically arranged with the well-defined local distribution of the tongue, arms and legs 

(Penfield & Boldrey, 1937; Volz, Eickhoff, Pool, Fink, & Grefkes, 2015). There are a number of 

brain areas involved in the motor preparation, planning and execution other than the M1 

(Boudrias et al., 2012; Eickhoff & Grefkes, 2011; Volz et al., 2015). For example, simple 

movements of upper or lower limbs activate a distinct motor network consisting of bi-

hemispheric areas including M1, supplementary motor area (SMA), premotor cortex, basal 

ganglia, cerebellum and somatosensory cortex (Grafton, Woods, & Mazziotta, 1993; Volz et al., 

2015).  

In a recent study, Volz et al. have suggested that due to the more frequent use of our 

hands in daily life activities as compared to the feet, the neural coupling underlying the 

movements of the upper limb are stronger and more lateralized as compared to the movements of 

the lower limb. Various studies have demonstrated the underlying inter-hemispheric 

lateralization for the movements of upper and lower limbs whereas studies investigating the 

motor voluntary control of the tongue, mouth, lip and jaws are scarce for fMRI mainly due to 

associated motion artifacts (Funk et al., 2008; Marquart, Birn, & Haughton, 2000). This is quite 

unfortunate considering the utility and importance of the tongue in daily life activities such as 

speaking, swallowing and the manipulation of food. 
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The understanding of tongue lateralized dominance for cortical representation is still unclear. 

Wildgruber et al. in 1996 reported strong bilateral activation in M1 during the vertical 

movements of the tongue, without any significant statistical lateralization. On the contrary, 

studies have also reported asymmetrical representation of the tongue in M1 with respect to the 

size of the activation as a result of performance of both the vertical and horizontal movements 

(Lotze, Seggewies, Erb, Grodd, & Birbaumer, 2000; Martin et al., 2004) albeit not reporting 

statistically significant significance (Funk et al., 2008).   

1.1 Significance of the study 

Dynamic causal modeling (DCM), a generic approach for inferring hidden (unobserved) 

neuronal states from measured brain. DCM was introduced in 2003 for fMRI data (Friston et al., 

2003) and made available as open-source software within the Statistical Parametric Mapping 

(SPM) software.  

At the time of writing, we didn’t find any study related to the modulation of the motor 

network due to tongue movements using DCM. We intend to investigate whether modulation of 

the tongue influences the movement of the upper or lower limbs. We also examined the 

lateralization of motor control of the tongue movements using DCM to estimate effective 

connectivity within the motor network. We hypothesized that the movement of the tongue may 

differentially facilitate the movement of the upper or lower limbs. 

1.2 Problem Statement 

 Several diseases (i.e. stroke) cause motor impairments leading to disabilities of the upper 

and lower limbs and often the tongue as well  
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 It is not clear whether these motor regions influence (excite or inhibit) activity in each 

other 

 The effective connectivity and underlying neuronal dynamics of the tongue movements 

within the motor cortex are still unknown 

1.3 Objectives of the Study 

The objectives of the study are as follows, 

 To investigate the impact of the tongue movement on the motor network dynamics 

 To apply effective connectivity analysis and dynamic causal modeling to investigate the 

lateralization of the tongue movement, as this has not been done before 

 To investigate how tongue movements modulate the activity of limbs at the motor 

cortical level
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Chapter 2 

REVIEW OF LITERATURE 

2.1 A brief overview of fMRI 

Since 1895, when the concept of X-rays was introduced by Wilhelm Conrad Röntgen, its 

application in the field of magnetic resonance imaging (MRI) has proved to be the most 

significant imaging advancement (Logothetis, 2008). The history of magnetic resonance imaging 

includes many researchers, who have discovered NMR and described its underlying physics, but 

it is regarded to be invented by Paul C. Lauterbur in September 1971; who published the theory 

about it in March 1973. Later, in the 1980s, when MRI was used for the benefits of health and 

medicine, it quickly gained an unparalleled role in the field of diagnostics and basic research. 

Among the other vast ranges of benefits of MRI; in medicine, it can provide detailed insights of 

structural integration of organs, including the central nervous system. Also, it can be utilized to 

provide information related to tissue perfusion, vascularization and physiochemical changes 

taking place within the tissue. All these applications of MRI are well-recognized but in the 

1990s, the introduction of functional MRI (fMRI) – the technique which measures the neural 

activity based on the hemodynamic changes – made a great impact on the progress of cognitive 

neuroscience research. 

Nowadays, fMRI is extensively being used in humans to study the neural mechanisms 

controlling human actions and sensory processing. It is also being used to understand and 

conclude the cognitive aspects ranging from memory to recognition to social interactions to 

ethical behaviors. The immense research that has been done during the past two decades on 
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fMRI has made people fascinated that this technique could read human brains, which is highly 

criticized by both the scientific community and the public. fMRI and its related neuroimaging 

techniques can never read the mind of a person, nor are they meant to do so. Such techniques 

provide insights into the neuronal mechanism that contributes towards the understanding of how 

the human brain works. Numerous advantages of fMRI make this technique highly acceptable 

include its noninvasiveness, its comparatively good spatiotemporal resolution and its ability to 

invoke all the brain networks that are involved in a particular task (Logothetis, 2008). 

2.1.1 Physics and the physiology 

2.1.1.1 The Physics of MR signal 

The underlying physics of MRI is based on the interaction of magnetic moments of the 

nuclei when the applied magnetic field gives rise to a phenomenon of magnetic resonance 

(Hashemi & Bradley). The atomic nuclei exhibiting nuclear spin may act as a simple magnetic 

dipole and achieve a high energy state by orienting against the applied magnetic field or display 

a low energy state by aligning in the direction of the applied magnetic field. Hence, the energy is 

absorbed or emitted in the range of radiofrequency while transiting between the two energy 

states.  

The excited nucleus emits frequencies proportional to the magnetic field it experiences. 

The factor that determines the magnetic field that is possessed by the nucleus is the application 

of the strong magnetic field. As the phenomenon of the resonance frequency and magnetic field 

applied works differently for every nucleus, the programming of the imaging systems can be 

customized in a way to specifically detect the nuclei of interest. Nevertheless, the electrons 

surrounding the nucleus shield and modulate the magnetic field at the nucleus. These minor 
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differences are thus caused by the shielding effects on the resonance energy and are usually 

ignored in fMRI and conventional MR but form a basis in other spectroscopic methods of MR 

(Peter Jezzard, 2003). 

2.1.1.2 The physiology of brain activation 

Charles Sherrington, an English physiologist, demonstrated in 1890 that an increase in 

the blood flow occurs because of brain stimulation (Roy & Sherrington, 1890). It was also 

observed that the total oxygen supply exceeded the amount of oxygen being utilized, which is, 

the relative amount of oxygen present in the blood decreased. In 1992, Kuwabara et al. provided 

potential evidence of physiological importance that a working brain receives an increased rate of 

oxygen supply, but its rate of utilization may get limited because of the rate of oxygen exchange 

at the level of the capillaries (Buxton & Frank, 1997; Kuwabara, Ohta, Brust, Meyer, & Gjedde, 

1992). The oxygen gradient between the mitochondria and the capillaries is achieved by 

enhancing the relative amount of oxygenated hemoglobin, hence compensating the rate of 

utilization. Thus, along with an increase in blood flow, a local increase in blood volume will also 

occur (Peter Jezzard, 2003). 

Various aspects of the physiology of transfer of information in the brain such as the 

generation of electrical potential, increased glucose utilization (oxidative metabolism), relative 

oxygenation and increased local blood flow provide an underlying mechanism for various 

neuroimaging techniques. Functional magnetic resonance imaging is one of the modalities of 

neuroimaging which uses the changes in the blood flow and oxygenation for measuring brain 

activation. 
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2.1.2 Techniques for functional brain mapping 

The methods of functional imaging explain the complex changes in a time course like 

that at which cognitive, motor or sensory processes occur. Precise interpretations require a 

method that is robust enough to localize the neuroanatomy of these complex changes. Hence, 

various functional imaging techniques are accordingly contrasted and compared to choose the 

best suited spatial and temporal resolution (Fig 2.1). Electrophysiological based methods, such as 

electroencephalography (EEG) detects the depolarization of neurons by directly mapping the 

generation of transient electrical dipoles or magnetic dipoles in the case of 

magnetoencephalography (MEG), in real time (10-100 msec), but these techniques have 

relatively poor spatial resolution (only a few mm-cm). On the contrary, positron emission 

tomography (PET) and functional neuroimaging (fMRI) detects the neuronal activation with 

relatively high spatial resolution (up to 1-10 mm) but have a limited temporal resolution as these 

techniques detect the much slower hemodynamic response generated because of the 

depolarization of neurons. 
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Other imaging techniques such as near infrared spectroscopy (NIRS) also measure 

changes in the blood flow at a cortical level but have low spatial resolution due to the scattering 

of light due to the presence of the skull. On the other hand, a relative benefit of fMRI and PET is 

that these techniques can have activations occurring in the deep brain areas as well. PET and 

other spectroscopic imaging techniques like magnetic resonance spectroscopic imaging (MRSI) 

can also detect neuronal activations deep in the brain, but their temporal and spatial resolution 

are compromised, mainly due to the chemical being used. Still, the information provided by 

these techniques is quite specific and complements the information provided by the fMRI (Peter 

Jezzard, 2003). 

Figure 2.1: An illustrative comparison of functional brain imaging techniques. This is a popular 

version of illustration explaining temporal and spatial properties of different brain functional imaging 

techniques that can be applied on humans, animals or tissue preparations. fMRI has a unique link to 

high temporal and spatial resolution properties, providing a detailed understanding of neuronal 

organization of the brain (adapted from Cohen and Bookheimer 1994) 
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2.1.3 Principles of magnetic resonance imaging 

Various methods can be used to detect functional activation of the brain such as, changes 

in the concentration of oxygen, blood volume, or by measurements of tissue perfusion. 

Currently, the center of attention for human neuroimaging is blood oxygen level dependent 

(BOLD) contrast (Logothetis, 2008; Ogawa & Lee, 1990; Ogawa, Lee, Nayak, & Glynn, 1990). 

The important advantages of using fMRI for investigating neuronal activations are the temporal 

and the spatial resolutions of the signal acquired. The temporal and spatial resolutions ensure our 

capability to discern the timings and the exact locations of the neuronal activations, respectively. 

The nature of the experimental design also critically affects the interpretability of the BOLD 

fMRI.  

2.1.3.1 Spatial localization in MRI 

The units used for measuring magnetic field strengths are usually Gauss (G) or Tesla (T). 

The imaging machine detects the location of resonating nuclei of small molecules present in the 

sample by using small gradients of magnetic fields in the range of 25-40 mT/m. This is then 

superimposed on a large static magnetic field with a strength of at least 1.5 T generated by the 

imaging magnet. The difference in the resonance frequency provides the measure to detect the 

relative positioning of the molecules present along the smaller gradient field, as the applied field 

strength is proportional to the resonance frequency of the nuclei present in the compound. 

Advancements in the field of imaging has allowed researchers to extend this simple 

phenomenon of imaging in one dimension to two or three-dimensional multi-slice imaging by 

applying gradients along multiple directions. As the hemodynamic response lasts only a few 

seconds, and the switching of smaller magnetic fields previously took a lot of time, the 
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introduction of imaging techniques integrated with fast changing gradients made the use of fMRI 

more practical and robust, allowing researchers to acquire more images of the brain in a short 

period of time. One of these techniques is echo-planar imaging (EPI) (Mansfield, 1977), which is 

most popular nowadays, although several other techniques are also available. 

2.1.3.2 Generation of contrast in MRI 

The second major goal in imaging, other than spatial localization, is generating a contrast. 

When nuclear spins get excited from a low energy state to a high energy state, they can do the 

reverse, that is, they will get relaxed by emitting the energy absorbed, in the form of a 

radiofrequency as they move from a high energy state to a low energy state which will then be 

detected by the MRI. The interaction of spins with the environment surrounding them determines 

the efficiency of spin relaxation. This is called a lattice in physics terminology.  

 The rate constant which determines the time required to regain the magnetization has a 

value of 
 

  
 and T1 is known as the spin lattice relaxation time. Over a period of one T1, the 

excited spins revert to 66% of their magnetization and it takes three T1 cycles to regain 95% of 

the magnetization. Rapid applications of excitation pulses then allow for full relaxation which 

lowers the number of spins and ultimately results in a decreased resonance signal. This 

phenomenon provides the basis for generating an image contrast. The chemical environment 

surrounding the water molecule locally determines the T1 contrast. That is why the T1 contrast 

for a water molecule in the cerebrospinal fluid is much longer as compared to the tissue. 
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As we decrease the ‘TR’ or the inter-pulse delay, by increasing the rate at which radiofrequency 

pluses are applied, the resonance signal acquired from the brain regions with shorter relative T1 

relaxation times increase as compared to the regions which have a longer T1 (Fig 2.2). 

According to principle, if only a single molecule is being studied, it would follow the time 

constant T1 for its spin decay. The simple fact is that the molecule will emit energy if it is in an 

excited state. But, one sample consists of an enormous number of molecules exhibiting spins 

simultaneously.  

 

 

Figure 2.2: Demonstration of differences in T1 and T2 contrast images. The brain MRI contrast not 

only depends on the differences in the proton distribution in water and fat but is also influenced by the 

relaxation times. (a) Brain images demonstrated by differences in the T1 relaxation times. The lighter 

shades represent the longer T1 values. (b) Images on the right side represent the distribution of T2 

relaxation time. As shown in the images, the tissue differences brought by T2 and T1 are not identical, 

irrespective of the fact that the water in the cerebrospinal fluid has longest values of T1 as well as T2. 

Variation in the pulse sequences are used to generate relative differences in T1 and T2 based on different 

types of tissue. Variations in the TE alter the relative relaxation time while a variation of TR interval 

alters the T1 contrast. (Adapted from the book Functional MRI: An introduction to Methods, Oxford 

University Press, USA, 2003) 
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At the level of a molecule, these nuclei happen to experience local and very small 

changes in the magnetic field. T1 relaxation is an exponential process. Whenever the 

magnetization vector is disturbed from its equilibrium value, the z-component of magnetization 

will recover in an exponential fashion, as shown in Fig 1.3. This plot shows the recovery of 

longitudinal magnetization with time for the case of zero magnetization at time t = 0. This is, for 

example, the case corresponding to the initial insertion of a sample into a static magnetic field. 

 

 

 

 

Whereas T1 relaxation is a recovery process of longitudinal magnetization, T2 relaxation 

is a decay process of transverse magnetization. The T2 relaxation time is a measure of the rate of 

decay of transverse magnetization, and is also governed by an exponential process. 

Figure 2.3: T1 relaxation curve. Recovery of longitudinal magnetization (Mz) 

following a 90° pulse. This is an exponential process, the time constant for which 

is described by the longitudinal relaxation time T1. The recovery curve for the case 

Mz (t = 0) is shown. (Adapted from the book Functional MRI: An introduction to 

Methods, Oxford University Press, USA, 2003) 



Chapter 2  Review of Literature 

13 
 

 

 

 

 

An energy exchange occurs between the nuclei due to differences in the local magnetic 

field, thus, creating a loss in the phase coherence of their resonance emissions. The loss of 

coherence, in turn, causes a loss in the intensity of the total resonance signal summed from all 

the nuclei together, which is called T2 or spin-spin relaxation time, as shown in figure 1.4. In a 

specific chemical environment, the T2 is an inherent characteristic of the nuclei. By increasing 

T.E time, i.e., by lengthening the delay before the signal is detected in a pulse sequence, the 

signal acquired from the brain regions with a longer T2 for example, brain grey matter will 

relatively increase as compared to regions with shorter T2 such as brain white matter. In fMRI or 

Figure 2.4: T2 Relaxation, the decay of transverse magnetization. (a) Initially, 

all the signals are in phase. (b) Random field fluctuations mean that some nuclei 

lag the system resonance frequency and some lead ahead. (c) Eventually, the 

spread of frequencies means that the signal is no longer coherently pointing along 

one direction and there is no signal detected (Adapted from the book Functional 

MRI: An introduction to Methods, Oxford University Press, USA, 2003). 
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conventional MRI, the presence of protons in tissue water is of interest, instead of protons 

present in the fat.  

Changes in the relative proportions of water protons allow contrast among brain 

structures. With the help of contrast, bone containing less water and hence generating a low MR 

signal can be distinguished from a higher MR generated signal from the brain as it contains more 

water. The local environments of water molecules affect the relaxation times of the proton nuclei 

which are utilized to develop further contrasts. Such contrast differences are generated by 

varying the mode in which spins are excited and detected by using pulse sequences. 

Contrasts can be developed by varying three main parameters of pulse sequences. First is 

the flip angle which is the energy per pulse of radiofrequency energy. The more energy that is 

applied to the sample, the more time it takes to fully relax. Secondly, we can vary the rate of 

application of pulses. The rate is increased by decreasing the inter-pulse delay by shortening the 

TR (usually measured in seconds). The time allowed for T1 relaxation decreases as the TR 

decreases. Lastly, contrasts can be developed by changing the time delay before the signal is 

detected in the pulse sequence. That depends on the T.E time (usually measured in milliseconds). 

The higher the TE value, the less the signal is contributed by the nuclei having a shorter T2. 

The signal decays at a faster rate if local field inhomogeneity is present which allows the 

molecules to diffuse through during the time period of a single TE. The movement of molecules 

into different magnetic fields caused by inhomogeneity slightly changes their resonance 

frequency, which then decreases the coherence of spins of the nuclei. The resulting net signal 

therefore decays more rapidly. The rate at which the signal decays due to the presence of 

inhomogeneities of local magnetic fields is represented by T2* relaxation time. This T2* 
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relaxation time is much shorter than the T2 in the brain areas where local magnetic fields change 

rapidly. Hence this can also be used as a basis for generating another contrast.  

2.1.3.3 Mechanisms of haemodynamic change 

When brain regions become active, the utilization of energy increases at the synapse and 

hence the local blood flow increases. (Duncan & Stumpf, 1991; Duncan, Stumpf, & Pilgrim, 

1987) The precise details of mechanisms that cause metabolic changes are unclear. It has been 

suggested that the uptake of glutamate, the excitatory neurotransmitter by the adjacent astrocytes 

may be a major contributor to the increased utilization of energy (Magistretti & Pellerin, 1996). 

In the brain, astrocytes are present in a large quantity and exist adjacent to the neurons. 

Experiments using 
13

C MRS have proposed that the glutamate keeps cycling between two cells, 

the neuron and the astrocyte as a result of oxidative glucose metabolism (Sibson et al., 1998).  

However, it appears that the relationship between the increased blood flow and increased 

energy utilization is not so simple. The complexity arises when the mechanism of inhibition 

occurs at the synapse (Peter Jezzard, 2003). Theoretically, it is suggested that the release of 

inhibitory neurotransmitters may not lead to a substantial increase in the utilization of energy 

(Gjedde, 1997). Studies have shown that during a ‘go/no go’ motor paradigm or a simple ‘no go’ 

phase, the motor cortex does not show any detectable activations while inhibition of the motor 

cortex is demonstrated electrophysiologically (Rees, Friston, & Koch, 2000).  

Nevertheless, as a general notion, other evidence does challenge this. In the motor cortex, 

the lateral superior olive has excitatory connections from the ipsilateral afferents, in contrast to 

the contralateral connections that are found to be inhibitory. It was shown that the stimulation of 

any of these two connections results in an increased uptake of deoxyglucose, which is an energy 
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utilization measure (Glendenning, Hutson, Nudo, & Masterton, 1985). Likewise, another study 

carried out in rats revealed that the stimulation of both, the parallel inhibitory fibers having di-

synaptic connections and climbing  excitatory fibers having mono-synaptic connections in the 

cerebellum leads to a local increase in blood flow (Mathiesen, Caesar, Akgoren, & Lauritzen, 

1998). The changes in the blood flow in this system were directly correlated with the product of 

the magnitude of the magnetic field potentials and the frequencies of the stimulation, thus 

combining the effects of metabolic factors from both pre- and post-synaptic activity. It implies 

that more work is needed to clarify the interpretation of coupling the neuronal activity to the 

haemodynamic changes (Peter Jezzard, 2003). 

The above mentioned observations have highlighted the key features of the fMRI BOLD 

response. It should be able to detect the changes based on the activation in the regions where 

synapses are present that are grey matter and not white matter. It should not directly measure the 

neuronal activity; instead the changes measured should represent synaptic activity or a combined 

effect of both the synaptic and electrical dendritic changes. Lastly, as excitatory synaptic activity 

triggers the cortical signal; the neuronal discharge rate should have a direct relationship with the 

magnitude of the BOLD response (Peter Jezzard, 2003; Rees et al., 2000). 

2.1.3.4 Coupling of haemodynamic changes to neuronal activation  

The underlying mechanisms that cause a local increase in the blood flow are still not fully 

understood. Several processes regulate the flow of blood to the brain. Myogenic, hormonal, and 

sympathetic mechanisms collectively regulate brain perfusion. More specific regulations are 

required to meet the changes in energy along with the brain activation. The factors that 

contribute local response include, release of K
+
 due to neuronal depolarization, and the release of 
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adenosine and water in response to the unbalanced supply and utilization of oxygen.  However, 

the most important chemical signal is the release of nitric oxide which occurs as a response to the 

local increases in blood flow due to the neuronal activation and is also an important indicator of 

hypercapnia in the cerebrum (Peter Jezzard, 2003). 

Several circulating factors such as serotonin and norepinephrine as well as the locally 

released eicosanoids e.g., prostacyclin (Kuschinsky, 1991; Peter Jezzard, 2003) can modulate the 

flow of blood, as well as some of the drugs being commonly used (Dirnagl, Niwa, Lindauer, & 

Villringer, 1994; Ogawa et al., 1993). Studies have shown that age-dependent changes in the 

coupling between increased blood flow and neuronal activations may occur. For instance, in 

neonates, the concentration of deoxyhaemoglobin may relatively increase, instead of decreasing 

due to the activation of neuronal population (Meek et al., 1998). While the increase in blood flow 

due to neuronal activation may reduce with age. (Hock et al., 1995) 

2.1.3.5 How is BOLD contrast generated? 

In order to appreciate the phenomena of fMRI it is important to understand the BOLD 

response. The measure of change in the applied magnetic field when it gets in contact with a 

material, also known as magnetic susceptibility, forms the basis of BOLD fMRI. 

Normally, blood is considered as a concentrated solution of haemoglobin, which acts as a 

diamagnetic when oxygen is bound to it, while it becomes paramagnetic when it loses oxygen 

(Pauling & Coryell, 1936). The diamagnetic materials have reduced magnetic flux, hence when 

magnetic field is applied it gets repelled. In contrast, the paramagnetic materials have high 

magnetic flux, so the applied magnetic field is attracted towards the material. Hence, the change 

in the oxygenation of the magnetic field may cause changes in the distortions of the applied 
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magnetic field. It has been demonstrated that the deoxygenation of haemoglobin causes the T2 

relaxation time to vary exponentially (Thulborn, Waterton, Matthews, & Radda, 1982).  

As the strength of the magnetic field increases, the change in the T2 relaxation time also 

increases as the difference in the magnetic susceptibility between the surrounding and the blood 

cells governs the phenomena. Ogawa (1990) showed a BOLD contrast image for the first time 

during a cat imaging experiment. The report from the experiment showed that when the cat was 

made hypoxic, the brain signal decreased around the blood vessels, while normoxia reverses this 

effect (Ogawa, Lee, Kay, & Tank, 1990). Magnetic susceptibility of blood vessels increases due 

to blood deoxygenation relative to the tissue surrounding the brain, giving rise to local field 

gradients and decreasing tissue T2* locally around the blood vessels in the tissue water. Later, 

Ogawa suggested that the small changes occurring in the brain due to neuronal activation can be 

imaged using this effect of relative oxygenation. In fact, the T2 changes characterized by the 

experiments of Thulborn and the T2* changes proposed by Ogawa explains distinct phenomena, 

though they are actually related (Peter Jezzard, 2003). 

2.2 Brain Connectivity Analysis: An application of fMRI 

A wide range of network analysis techniques may be applied and analyzed to study brain 

connectivity, several of which are applied in parallel or in conjunction of other techniques to 

describe and map other biological networks such as in ecology, gene regulation or cellular 

metabolism. 

The theory of directed graphs which comes under the broad category of graph theory is of 

great importance as it can be applied to all levels of brain connectivity whether it is structural, 

functional or effective. Such graphs consist of vertices, which corresponds to the brain regions or 
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neurons, and edges, representing statistical dependencies, pathways or synapses between neural 

elements. Simply put, these graphs can be explained as a matrix of connections with binary 

elements showing the absence or presence of an edge between the vertices or brain regions. 

These vertices may have direct connections through which they interact or indirect links 

composed of multiple paths. 

2.2.1 Functional and effective connectivity 

Functional connectivity is an observable phenomenon which can be assessed using 

statistical dependencies, like transfer of entropy, coherence or correlations. On the contrary, 

effective connectivity uses an approach of constructing a model corresponding to the parameters 

and based on that, attempt to explain the dependencies observed in functional connectivity. 

Effective connectivity explains the causal or directed influence of coupling among various brain 

regions when a task is performed. Hence, it solely depends on the model constructed to explain 

that influence. It is considered crucial because the model comparison may limit the analysis, as 

comparison leads to selecting a model with the presence of specific brain connections, and thus 

inferences are drawn on only those specific connections. Each model in effective connectivity is 

used to explain an alternate hypothesis to explain the cause of observed data, hence 

recapitulating the scientific process (Friston, 2011). 
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Chapter 3 

MATERIAL AND METHODS 

3.1 Subjects 

The HCP database is a big and reliable source of neuroimaging data. Recently, the HCP 

database has made public release of healthy human subjects for task fMRI, resting-state fMRI 

and structural data. Motor task data was downloaded using this link 

(https://db.humanconnectome.org/app/template/Login.vm). Twenty healthy subjects performed 

the motor task and their subsequent functional scans were acquired. The details of the inclusion 

and exclusion criteria can be found here (Van Essen et al., 2013; Van Essen et al., 2012). All the 

participants were between the ages of 22 and 35. The participants were excluded if they had any 

neurological, psychiatric or any other medical disorder which could affect brain processing.  

3.2 Experimental design 

The HCP motor task was adapted from the one structured by Buckner and colleagues 

(Buckner, Krienen, Castellanos, Diaz, & Yeo, 2011; Yeo et al., 2011).  

Table 3.1 Parameters for HCP motor task 

Parameters for HCP Motor task fMRI 

Frames per run 284 

Run duration (min) 3:34 

# of task blocks per run 10 

Duration of task blocks (s) 12 

Task cue at the start of block Yes 

https://db.humanconnectome.org/app/template/Login.vm
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Duration of task cue (s) 3 

 

The participants were presented with visual cues and were asked to perform motor 

movements such as finger tapping of the right or left hand, squeezing their right or left toes, or 

moving their tongue to map the relevant motor areas in the brain. The cue was presented for 3s 

and each block consisted of 10 movements and lasted for 12s. Two runs were acquired and each 

of them consisted of 13 blocks, with 4 blocks for foot movements (2 left and 2 right), 4 for hand 

movements (2 left and 2 right), 2 for tongue movements and 3 fixation blocks (15s) per run. 

Table 1.0 shows the details of the experimental paradigm.  

 

3.3 fMRI data processing  

The HCP pipelines developed for data pre-processing are primarily based on FSL and 

FreeSurfer. The data acquired from the HCP db were also minimally preprocessed and further 

details of preprocessing can be acquired from HCP Volume pipeline (Glasser et al., 2013). The 

minimal preprocessing involves motion correction, gradient unwarping, EPI distortion 

Five cue-paced (3s) movements 

(12s) 

1. Left Foot 

2. Right foot 

3. Left Hand 

4. Right Hand 

5. Tongue 



Chapter 3  Materials and Methods 

22 
 

correction, brain-boundary-based registration of EPI to structural T1-weighted scan, non-linear 

(FNIRT) registration into MNI152 space, and grand-mean intensity normalization.  

 

 

Additionally, the scans were smoothed using an isotropic smoothing kernel of 8 mm full width 

half maximum (FWHM). The low frequency drifts were removed by applying a high-pass filter 

of 1/128 Hz to the time series of each voxel. 

3.3.1 GLM model design 

Subject level analysis was carried out using SPM 12. The two runs were concatenated 

and first level GLM analysis was then applied. Five predictors were added into the model based 

on the motor movements which included the left foot, right foot, left hand, right hand and 

tongue. Each movement lasted for 12s and a 3s cue was presented before each block. Linear 

contrasts were generated based on this motor model and were used to develop motor activation 

Figure 1.1: An overview of methodology. This figure represents a flow diagram of functional connectivity 

analysis, ending at the extraction of time series from the regions of interest (ROIs)  
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maps for each movement versus the baseline and versus all the other movements. Voxels which 

have t-values more than the height threshold of 5.11, with a p-value of 0.05 were considered 

significant (family-wise error (FWE) correction applied). The overview of the methodology is 

shown in Figure 1.1.  

3.3.2 Dynamic causal modeling 

Effective connectivity analysis was carried out using dynamic causal modeling (Friston, 

Harrison, & Penny, 2003) based on the bilinear state equation explained in Fig. 3.2. The coupling 

among the regions are estimated by DCM at the level of the neurons depending on three factors 

in the form of matrices, matrix (A) endogenous coupling (independent of task), matrix (B) task 

dependent coupling, and matrix (C) the direct input caused by experiment that drives the 

interregional coupling in the system (Volz et al., 2015). Figure 3.3 presents a schematic 

illustration of the steps involved in the analysis of DCM. 

DCM estimates the rate at which neural activity change due to the influence of one brain 

area over another. DCM was applied at the subject level and the time series were extracted from 

8 regions of interest (ROIs), adjusted for effects of interest at coordinates specific to the subjects. 

The ROIs, at a radius of 8mm, were defined as spheres centered upon individual activation 

maxima. 
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The regions of the motor network which are found active during isolated movements of 

the upper and lower limbs were extracted as ROIs (Grefkes, Eickhoff, Nowak, Dafotakis, & 

Fink, 2008; Kapreli et al., 2006; Luft et al., 2002). ROIs included the region of the primary 

motor cortex corresponding to the foot (M1foot) and hand (M1hand), ventrolateral premotor 

cortex (vPMC) and the supplementary motor area (SMA).  

M1foot and M1hand in the left hemisphere were obtained using the contrasts ‘right hand’ 

and ‘right foot’ respectively, while the M1 ROIs in the right hemisphere were identified using 

the contrasts left foot and left hand. The unilateral simple movements of upper and lower limbs 

usually render reliable activations in the contralateral hemisphere of the brain (Volz et al., 2015). 

The premotor regions were extracted from the conjunction analysis of the right foot and right 

hand. This ensures that the premotor regions were involved in the movements of both the upper 

Figure 3.2: Bilinear state equation used in dynamic causal modeling 

in fMRI. The DCM matrix-A represents endogenous connectivity, 

matrix-B shows task induced modulation and matrix-C consists of direct 

input values (Adapted from the paper, Causal Modelling and Brain 

Connectivity in Functional Magnetic Resonance Imaging (Friston, 

2009). 
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and lower limbs. All ROIs were defined by the structural and anatomical criteria (Volz et al., 

2015). For the DCM analysis we assumed that the premotor regions drive the neural activity in 

the network and thus were defined as input regions in DCM (Matrix C). The coordinates from 

the individual subjects are provided in Table 3.2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3  Materials and Methods 

26 
 

 

Table 3.2: Individual fMRI activations used as ROIs for DCM 

 

 

Subject  M1FR M1FL M1HR M1HL M1TR M1TL SMAR SMAL vPMCR vPMCL 

01 12,-40,68 -6,-46,68 46,-12,58 -42,-16,56 50,-8,28 -56,-6.26 2,2,60 0,-10,62 50,2,50 -46,0,50 

02 2,-40,70 10,-44,76 42,-20,52 -40,-18,50 60,0,28 -60,-4,34 2,4,56 -2,-6,70 52,-8,40 -58,-20,44 

03 4,-26,76 -8,-16,76 44,-16,62 -38,-18,62 52,-10,26 -54,-8,24 2,2,64 -6,-10,70 50,-6,52 -44,-4,54 

04 8,-30,76 -4,-24,78 46,-18,62 -42,-22,62 58,-4,32 -58,-8,26 8,-4,66 -2,-6,62 44,-2,50 -52,-8,50 

05 6,-28,76 -8,-14,78 40,-26,64 -40,-22,50 56,-4,24 -60,-6,20 2,16,56 -2,6,56 54,4,42 -40,-2,48 

06 4,-16,74 -4,-16,76 46,-14,56 -32,-26,60 60,-2,34 -56,-4,28 0,-6,64 -2,-2,56 52,2,44 -54,-2,46 

07 10,-38,78 -4,-14,76 32,-22,70 -40,-14,56 52,-8,32 -58,-4,38 4,4,56 -2,-8,56 56,2,44 -58,0,40 

08 6,-30,76 -4,-22,74 44,-12,58 -42,-14,56 58,-4,32 -58,0,28 2,0,60 -2,-2,58 52,2,52 -44,-4,48 

09 8,-28,76 -6,-34,74 40,-14,50 -42,-16,56 56,-6,26 -58,-4,40 10,-14,72 -2,-8,68 54,-2,42 -58,-2,38 

10 12,-42,76 -6,-16,78 40,-22,64 -40,-24,56 62,4,32 -58,-4,38 4,6,64 -2,-10,56 58,2,38 -54,8,38 

11 8,-28,76 -4,-22,70 46,-12,58 -44,-20,56 62,-2,30 -58,-6,38 0,-2,62 -4,-6,76 52,-32,28 -58,-4,38 

12 12,-12,78 -4,-6,74 44,-14,56 -44,-20,56 58,-6,32 -60,6,32 0,10,56 -2,-6,68 62,6,22 -46,0,52 

13 8,-18,68 -8,-28,56 42,-12,52 -40,-12,62 54,-8,32 -60,-2,26 6,-10,66 -4,4,56 44,,38,26 -52,-4,44 

14 10,-48,72 -12,-40,78 40,-22,64 -52,-12,48 62,-2,24 -56,-6,22 2,-4,60 -4,-10,60 58,12,18 -58,-20,40 

15 10,-38,76 -8,-42,76 52,-10,48 -42,-20,62 60,-4,20 -60,-6,18 0,-14,72 -10,-6,74 56,2,38 -52,6,40 

16 18,-14,78 -4,-34,72 28,-16,72 -42,-22,52 58,-4,26 -58,8,20 4,6,68 -4,4,72 40,0,60 -46,0-54 

17 4,-38,72 -4,--42,74 34,-24,50 -36,-22,66 62,-2,30 -62,-2,22 6,4,60 -2,-2,64 60,2,36 -52,0,36 

18 4,-36,72 -6,-34,72 46,-14,58 -42,-20,62 56,-4,38 -52,-10,40 8,4 58 -4,-4,68 36,-4,46 -42,-6,62 

19 2,-38,72 -6,-36,72 40,-22,64 -52,-32,52 60,-2,26 -58,0,34 4,12,50 -2,-6,58 54,0,42 -58,2,30 

20 6,-26,78 -10,-42,76 40,-22,54 -44,-14,58 62,4,30 -56,-2,38 2,-4,72 -2,-8,60 56,-10,38 -52,0,38 

Mean 8,-30,74 -6,-28,74 42,-16,58 -42,-18,56 58,-4,28 -58,-4,28 2,2,62 -2,-4,62 52,2,40 -52,-2,44 

SD 4,10,3 2,12,5 5,5,6 4,5,5 4,4,4 2,3,7 3,8,6 2,5,6 6,12,10 5,7,6 
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3.3.2.1 Connectivity models  

The anatomical connectivity data from the published studies was used to define the 

endogenous connections within the motor network (Volz et al., 2015). Hence, we supposed 

similar brain connections between the motor cortex and premotor regions. Fully connected 

endogenous connections were assumed between all the regions (Fig 3.4).  

 

 

 

SMA and contralateral and ipsilateral M1 (Rouiller et al., 1994), between SMA and 

contralateral (Boussaoud, Tanne-Gariepy, Wannier, & Rouiller, 2005) as well as ipsilateral 

vPMC (Luppino, Matelli, Camarda, & Rizzolatti, 1993), between vPMC and both contralateral 

and ipsilateral M1 (Rouiller et al., 1994), homotopic transcallosal connections among M1-M1 

Figure 3.3: Schematic illustration for dynamic causal 

modeling. This figure shows the steps involved in the analysis 

of DCM. 
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(Rouiller et al., 1994), vPMC-vPMC (Boussaoud et al., 2005), and SMA-SMA (McGuire, Bates, 

& Goldman-Rakic, 1991).  

 

 

We hypothesized four alternative models which can explain task specific modulation of 

coupling within the motor network. All the premotor regions (bilateral vPMC and the SMA) 

were defined as input regions in DCM in all the models (Matrix C) based on the assumption that 

motor tasks directly influence the activity of all premotor areas (Wang et al., 2011). Therefore, 

all models had some connections between the premotor regions and M1 contralateral to the 

movement. Moreover, as described in our hypothesis, we were particularly interested in the 

interaction between SMA and different M1 representations. Thus, the model 1 was constructed 

as the most sparse model with minimal number of connections. Model 1 is named as ‘Ipsilateral 

Figure 3.4: An illustration of endogenous connectivity represented by DCM matrix A. Fully 

connected matrix was assumed between all the regions for endogenous connections 
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Connections’ as it consisted of only ipsilateral bidirectional SMA connections with M1 

representations of the hands, feet and tongue shown in Figure 3.5. Model 2 and 3 systematically 

varied in the number of connections modulated and in complexity. Model 2 was named as 

‘contralateral connections’ as M1 representations of the hands, feet and tongue received SMA 

input only from the contralateral hemisphere (Fig 3.6). Model 3 was named as ‘self-connections’ 

because it was the only model that consisted of bilateral SMA connections with the M1 

representations as well as self-connections of the tongue (M1TR and M1TL). Model 3 is shown 

in Figure 3.7. Lastly, model 4 was constructed as a fully connected model with 64 connections 

and hence was named as ‘fully connected model’ which is represented in Figure 3.8. 

 

 

Figure 3.5: Demonstration of model 1. This model was named as the ‘ipsilateral model’ as it 

consists of Ipsilateral connections (within the same hemisphere) only among the M1 

representations of the hands, feet, tongue and the SMA. 
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Figure 3.6: An illustration of Model 2. This model was named as the ‘contralateral model’ as 

shown by its name; it only consists of contralateral connections among the M1 representations 

of the movements and the SMA. 

Figure 3.7: An illustration of model 3. This model was named as the ‘self-connections 

model’, as this was the only model which consisted of self-connections along with all the 

Ipsilateral and contralateral connections. 
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3.3.2.2 Bayesian Model Selection 

All four models were estimated and Bayesian model selection (Penny, Stephan, Mechelli, 

& Friston, 2004) was applied in order to identify the model with the highest evidence (variance 

explained) given the data using the fixed-effects approach (Penny, 2012; Stephan, Penny, 

Daunizeau, Moran, & Friston, 2009). The total mean variance explained by the winning model 

was computed by using the script (spm_dcm_fmri_check.m) provided by Karl Friston in the 

SPM helpline (2012; https://www.jiscmail.ac.uk/cgi-bin/webadmin?A2=spm;bebd494.1203) 

(Volz et al., 2015). 

 

Figure 3.8: Demonstration of Model 4. This model was named as the ‘fully-connected 

model’, based on the assumption that the motor task modulates all the connections between 

the brain regions. 
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3.3.2.3 Bayesian Parameter Averaging 

Bayesian Parameter Averaging (BPA) was then applied on the winning model to find the 

strength of the bidirectional connections. These values provide the insight into the modulation 

caused by the task on the connections of the regions actively involved during the performance of 

the task.  
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Chapter 4 

RESULTS AND DISCUSSION 

4.1 BOLD activation 

The fMRI group analysis (Figure 4.1) revealed that the movement of the right-hand leads 

to an increased activation of BOLD activity in the left motor network consisting of M1hand 

(left), bilateral vPMC, SMA, bilateral extrastriate cortex, bilateral striate, as well as subcortical 

regions including the right anterior cerebellum, left putamen and left thalamus (p < 0.05, FWE 

corrected). Similar, but a mirror reversed pattern of network activation was observed for the 

movement of the left hand (Figure 4.2). Likewise, foot unilateral movements elicit a similar 

fashion of activation in premotor, motor and subcortical areas (Figures 4.3 and 4.4). More 

importantly, each movement resulted in significant activation of the premotor regions, SMA and 

vPMC, validating that these regions, which we included in our DCM analysis, were actively 

involved in all the conditions. 
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Figure 4.1: Activation map resulting from the movement of the right hand. Prominent activation found at the motor 

representation of the hand in the left hemisphere (contralateral to the movement) Height threshold: 5.07, P < 0.05 (FWE) 
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Figure 4.2: Activation map resulting from the movement of the left hand. Prominent activation found at the motor 

representation of the hand in the right hemisphere (contralateral to the movement) Height threshold: 5.07, P < 0.05 (FWE) 
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Figure 4.3: Activation map resulting from the movement of the right foot. Prominent activation found at the motor 

representation of the foot in the left hemisphere (contralateral to the movement) Height threshold: 5.07, P < 0.05 (FWE) 
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Figure 4.4: Activation map resulting from the movement of the left foot. Prominent activation found at the motor 

representation of the foot in the right hemisphere (contralateral to the movement) Height threshold: 5.07, P < 0.05 (FWE) 
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4.2 Bayesian model selection 

The purpose of model selection is to determine a model, from a set of plausible 

alternatives, which is most useful, i.e., represents the best balance between accuracy and 

complexity and thus affords maximal generalizability. The results of the Bayesian model 

selection applied on all four models at the subject level consistently showed for the subjects 

(n=20) that Model 3 had the highest value for log evidence (relative) which is showed in Figure 

4.5. It was hence regarded as the most generative model of the data. The winning model on 

average explained 39% of the variance, which represents a good fit of the observed and predicted 

responses. Of note, model comparison was not based on percentage variance explained by the 

winning model, but was based on negative free energy which accounts for both the complexity 

and the model fit (Penny, 2012). 
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Figure 4.5: Percentage variance explained for the winning model 
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Subject No. 

 

M1 

Ipsilateral 

Connections 

M2 

Contralateral 

Connections 

M3 

Self 

Connections 

M4 

Fully 

Connected 

01 17% 16% 25% 19% 

02 15% 15% 27% 12% 

03 17% 16% 38% 15% 

04 17% 16% 38% 15% 

05 27% 30% 39% 30% 

06 21% 22% 35% 22% 

07 30% 30% 40% 29% 

08 52% 33% 46% 35% 

09 24% 28% 33% 25% 

10 16% 26% 37% 34% 

11 35% 39% 35% 23% 

12 24% 14% 29% 13% 

13 14% 16% 30% 17% 

14 43% 34% 38% 30% 

15 29% 29% 42% 34% 

16 28% 35% 43% 40% 

17 31% 36% 39% 26% 

18 28% 25% 37% 45% 

19 45% 19% 28% 50% 

20 38% 23% 38% 48% 

Table 4.1: Model evidence shown in the form of percentage variance explained for all four models for all subjects 

(n=20) 
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Figure 4.6: Bayesian model selection (BMS) based on fixed 

effects. Results of BMS applied on all four models using fixed 

effects show that Model 3 has the highest log evidence and thus is 

selected as a winning model. 
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4.3 Tongue-movement specific connectivity 

Task specific changes in the neuronal coupling elicited by the movement of the tongue in 

the motor network are represented in matrix-B (p-value < 0.05, FDR corrected) of the DCM. 

Figure 4.7 shows the overall neural coupling obtained as a result of Bayesian model averaging. 

Movement of the tongue was accompanied by enhanced bilateral excitatory input from the SMA 

onto the left M1tongue. In contrast, the right M1tongue received an excitatory input from the 

ipsilateral SMA and an inhibitory input from the contralateral SMA (Fig 4.9). Of note, both the 

right and left SMA exerted significant inhibitory influences onto all the M1 representations of 

the hands and feet, that is, M1HR, M1HL, M1FR and M1FL (Fig 4.8). Notably, the self-

connection of the left M1tongue was strongly inhibited while the self-connection of the right 

M1tongue was negatively inhibited as shown in Figure 4.10. Lastly, the backward connections 

from M1TL to the bilateral SMA were excitatory while the backward connections from M1TR to 

the bilateral SMA were inhibitory as illustrated in Figure 4.11.  
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Figure 4.7: Tongue movement specific modulation in motor network. An overview of the results 

obtained from Bayesian parameter averaging (BPA) applied on the winning model (Model 3). 

Figure 4.8: The inhibition of M1 representations of the hands and feet by the SMA. BPA results 

showed movement of the tongue does not differentially facilitate any of the movements of the upper or 

lower limbs, instead the M1hand and M1foot are equally inhibited by the SMA in both hemispheres. 
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Figure 4.9: Differential influence received by the M1TL and M1TR from the SMA. This 

illustration shows that the M1TL receives excitatory input from the bilateral SMA while M1TR 

receives inhibitory input from the contralateral SMA and an excitatory input from the ipsilateral SMA. 

Figure 4.10: Self-connections of the M1tongue. The figure shows that the self-connection of M1TR 

is inhibitory in nature because it is positive, while the self-connection of M1TL is negative which 

means that it is excitatory in nature, thus facilitating the movement of the tongue. 
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4.4 Discussion 

The motor network dynamics have not been investigated for tongue movements in the 

past. This is the first study to assess the modulation of the motor network caused by tongue 

movements using dynamic causal modeling. DCM is a robust technique which unfolds the 

patterns of brain connectivity in terms of strength and directionality of connections between 

different parts of the brain. DCM is a hypothesis driven approach which provides the 

understanding of how different parts of the brain modulate and influence the activity in each 

other. We found that the motor network dynamics differ in terms of lateralization when tongue 

movements are performed. The key finding were the differences in the dynamics of the neural 

coupling of motor representations of the tongue, reflecting the differential activation profiles of 

M1TR and M1TL, suggesting left hemispheric lateralization for the movement of the tongue.  

Figure 4.11: Backward connections from M1T to SMA. The backward connections of the M1TL 

are shown to be positive while the M1TR exerts inhibitory influence onto the bilateral SMA. 
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There are four aspects which reflect left lateralization of tongue movements based on the 

inference of model parameters of the winning model of DCM as shown in Figure 4.8. 

First, the movement of the tongue does not favor any of the limb movements. M1H and 

M1F in both the hemispheres receive strong inhibition from the bilateral SMA while the tongue 

was being moved. This finding suggests that the movement of the hand or foot are not 

differentially assisted by the M1 representations of the tongue. This is the first study 

investigating the interaction of the movement of the tongue with the movements of the upper and 

lower limbs using DCM. Being the first study, it has a few limitations as well. Our winning 

model did not consist of direct connections between the M1T, M1H and M1F, which limits our 

analysis to the indirect link of these M1 representations via the SMA. The Bayesian model 

selection (BMS) is based on the tradeoff between model accuracy and complexity. Further work 

is required to design more models in terms of the number of connections to explore a more 

plausible explanation for the data. Furthermore, the number of ROIs, which are eight in our 

study, also limits our analysis. More robust techniques such as Bayesian model reduction can be 

applied to automate the designing of multiple models and to finesse the model estimation step, 

hence making the procedure more robust and computationally feasible.  

Second, the M1TL receives bilaterally enhanced excitatory input from both the SMA as 

compared to M1TR, which received pronounced inhibitory input from the contralateral SMA and 

excitatory input from the ipsilateral SMA (Fig 4.9). Thirdly, the backward connections, that is 

from the M1tongue to the SMA show a distinct pattern in terms of lateralization (Fig 4.11). The 

M1TL exerts a strong excitatory drive onto both SMA. In stark contrast, M1TR exerts a strong 

inhibition onto the bilateral SMA. Lastly, the self-connections of the M1TL and M1TR show 
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interesting results. The M1TR was found to be strongly inhibited while the tongue was being 

moved, while the M1TL was weakly inhibited (or excited) relatively as illustrated in Figure 4.10.  

Our DCM results are consistent with previous fMRI studies reporting lateralization of 

tongue movement (Funk et al., 2008; Hesselmann et al., 2004; Martin et al., 2004). While other 

groups did not observe significant inter-hemispheric differences and thus have concluded motor 

representation of the tongue to be symmetric, when movements of the tongue were executed 

(Corfield et al., 1999; Fesl et al., 2003; Wildgruber, Ackermann, Klose, Kardatzki, & Grodd, 

1996). These contradicting hypotheses may have occurred due to slight changes in the task 

performance and types of analysis. Some of the studies investigated vertical movements of the 

tongue while others have focused on horizontal tongue movements. Secondly, most of the 

previous results are based on the activated cluster size which is the volume of activation and not 

on the intensity of the activated cluster. A standard lateralization tool should be used to 

investigate and compare such hypotheses.  Also, more advanced techniques such as DCM, other 

than just functional connectivity analysis, should be applied to explore such lateralization of 

brain functions. Furthermore, handedness could be a good measure of investigating the 

behavioral asymmetry of the tongue. There are no studies reported on the motor tongue 

lateralization and its link to the handedness. Studies have reported indirect links between 

handedness and tongue lateralization based on chewing side preference (Nissan, Gross, Shifman, 

Tzadok, & Assif, 2004; Shinagawa et al., 2004; Shinagawa et al., 2003), suggesting that a link 

may exist between tongue dominance behavior and handedness. 
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Chapter 5 

CONCLUSION & FUTURE RECOMMENDATIONS 

5.1 Conclusion 

Our results show differential activation profiles of the right and left M1 representations of 

the tongue (M1TR & M1TL) suggesting the motor control of the tongue to be left lateralized. 

Regardless of the similar organization of connections, the M1TL was found to be associated with 

stronger coupling with the SMA. Our DCM results are consistent with previous fMRI studies 

reporting lateralization of tongue movement. We also found that the tongue movement does not 

differentially facilitate any of the upper or lower limb movements; instead the SMA equally 

inhibits both the M1 representations of the hand (M1hand) and the foot (M1foot).  

5.2 Future Recommendations 

As this is the first study investigating the lateralized motor control of tongue and the 

association of movement of the tongue with the movement of the hands and feet using dynamic 

causal modeling, the analysis can be improved by overcoming some of the limitations. The 

future perspectives are as follows: 

1. The model space, which is the number of brain regions, included in this study was 

eight, which limits our evaluation for any plausible models practically impossible. For a small 

number of regions, it is possible to investigate all the possible connections, by constructing 

several plausible models. Hence, reducing the number of regions by defining the hypothesis 

more precisely, we can make the analysis more efficient in terms of computational power as well 
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as the interpretation of results. That way we can design multiple plausible models exploring 

more parameters in terms of brain connections.  

2. We investigated four models to explain our data. Our winning model consisted of 

indirect links between the motor representations of the tongue with the upper and lower limbs, 

via the SMA. However, the SMA is an important constituent of the motor network, being 

involved in assisting and supplementing the movements, but our analysis remains indirect and 

dependent on the SMA connections to the tongue and the limb region. More conclusive results 

can be made if we improve our model parameters by constructing multiple plausible models, 

which links this recommendation to the above. By decreasing the number regions (model space), 

we can increase the number of models explaining the data. 

3. Other premotor regions can be added to the motor network to improve the analysis, 

such as the ventral premotor cortex (vPMC) which is involved in the transformations of the 

sensory-motor information.  

4. Techniques such as Bayesian model reduction can be applied to finesse the estimation 

of multiple models, therefore making the analysis robust and computationally feasible. 

5. We have investigated the lateralization of the tongue using group level analysis of 

functional connectivity data and DCM. Behavioral data such as handedness can be incorporated 

into the study to explore the behavioral asymmetry of the tongue.  
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