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Preface

Welcome! True to prior editions, this volume focuses on contemporary perspectives on
the assessment of childhood psychological disorders. Yet our focus in this edition has

also changed somewhat from that of earlier editions. Where previously we sought rela-
tively comprehensive reviews of assessment methods and issues related to various child-
hood disorders, in this volume we now also focus on “best practices” or state-of-the-art
approaches to the evaluation of those disorders. This additional emphasis was necessi-
tated by several developments in the field of assessment, not the least of which is the volu-
minous extant literature on assessment approaches for each disorder, and for assessment
more generally, and the tremendous expansion in the variety of evaluative methods. Our
shifting emphasis was also driven by the obvious recognition that evaluators are under in-
creasing pressures to limit the time spent conducting clinical evaluations, requiring that
they utilize the best and most cost-effective methods now available while still attending to
the clinical issues raised in the evaluation of children generally, and for each disorder
more specifically. Yet overall our goal remains the same as in earlier editions: to invite ma-
jor thought leaders to prepare chapters that reflect the cutting-edge empirically based
methods and clinical issues related to evaluating the disorder(s) in which they specialize.
We believe that goal has been achieved admirably by the current array of authors partici-
pating in this volume. We hope you will agree.

We acknowledge our considerable gratitude to these authors for taking substantial
time from their work to update their chapters or prepare entirely new ones. We also wish
to thank Seymour Weingarten and Bob Matloff of The Guilford Press for once again per-
mitting us this opportunity to showcase contemporary approaches to assessment. We are
further indebted to those working in the production department at Guilford for polishing
these chapters to a higher gloss and more consumer-friendly organization and compre-
hension, particularly Laura Specht Patchkofsky for her matchless production editing
skills in shepherding a volume of this complexity to completion and Jacquelyn Coggin for
her skillful copy editing. We are also both continually indebted to our wives, Heather
Mash and Pat Barkley, for creating a welcoming and supportive home and family life in
which our professional activities can flourish. Both have done so for more than three de-
cades—a miraculous feat in contemporary times and with outspoken, overworked, and
professionally preoccupied men such as ourselves. There is no way to repay such a debt
but we acknowledge it with infinite gratitude here. Finally, to our readers we express our
sincerest appreciation for your interest in this volume. We trust you will find it to be a
useful and informative guide to the best approaches to the evaluation of children and ad-
olescents with psychological disorders.
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Introduction





C H A P T E R 1

Assessment of Child and Family Disturbance
A Developmental–Systems Approach

Eric J. Mash
John Hunsley

From the time of their conception, children in
our society are assessed, evaluated, and la-

beled with respect to their physical status,
behavior, language, cognition, learning, social
competence, mood, and personality. These as-
sessments are guided by the implicit assump-
tions about children’s development and behav-
ior held by significant others, and rooted in
societal and cultural norms. Parents, other
family members, teachers, peers, community
members, and health care professionals all par-
ticipate in this ongoing process, as do the
children themselves. For most children, these
evaluations occur during everyday social trans-
actions and, to a lesser extent, during periodic
formal evaluations best characterized as “rou-
tine” (e.g., regular medical checkups, school re-
ports). As a result of these assessments, some
children are identified as deviating from a nor-
mal course of development with regard to their
behavior, physical condition, mental develop-
ment, or conformity to social norms and expec-
tations (Kagan, 1983; Mash & Dozois, 2003).
When a negative valence is assigned to these
deviations, a child is likely to be informally la-
beled as belonging to a group of children
who display similar characteristics (e.g., “diffi-

cult,” “shy,” “slow,” “overactive”). It is these
children and their families who may then come
to the attention of society’s professional as-
sessors, who utilize special strategies to
build upon the informal assessments that led
to the referral (e.g., Kamphaus & Campbell,
2006; Kamphaus & Frick, 2005; Mash &
Terdal, 1997b; Reynolds & Kamphaus, 2003a,
2003b; Sattler, 1998, 2001; Sattler & Hoge,
2006).

About one in five children and adolescents in
the United States suffer from some type of men-
tal health problem during the course of a year
(U.S. Department of Health and Human Ser-
vices, 1999), and about 50% of all mental dis-
orders in adults have an onset prior to age 14
(Kessler, Bergland, Demler, Jin, & Walters,
2005). Although there is much agreement con-
cerning the need for systematic assessments of
children and adolescents who display or are at
risk for later problems, there has been and con-
tinues to be considerable disagreement and de-
bate regarding how childhood disorders should
be defined; what child characteristics, adapta-
tions, and contexts should be assessed; by
whom and in what situations children should
be assessed; what methods should be used;
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and how assessment information should be
integrated, interpreted, and utilized (Jensen,
Hoagwood, & Zitner, 2006; Mash & Hunsley,
2005a). Despite these disagreements, there is a
general consensus regarding the need for the
development of assessment strategies not as an
endpoint, but as a prerequisite for planning,
implementing, and evaluating effective and ef-
ficient services for children (Achenbach &
Rescorla, 2006a; Mash & Hunsley, 2005a).
Clearly, the value of any clinical assessment
procedure ultimately depends on whether it
helps the children and families who are being
assessed. Such an evidence-based utilitarian ap-
proach to the assessment of children and fami-
lies is a major theme underlying this volume,
one that transcends many of the conceptual
and methodological differences and prefer-
ences that emerge in the current discussion.

This volume examines current approaches to
the developmental–systems assessment (DSA)
of child and adolescent disorders. As described
in this chapter, DSA has evolved from the con-
cepts and methods of developmental psycho-
pathology (Cicchetti, 2006), child and fam-
ily behavioral assessment (Mash & Hunsley,
2004; Mash & Terdal, 1997a; Ollendick &
Hersen, 1993), and evidence-based assessment
(Hunsley & Mash, 2007; Mash & Hunsley,
2005b), and continues to embrace many of the
following fundamental ideas and methods as-
sociated with each of these approaches: the use
of developmentally sensitive assessments; a fo-
cus on the interplay of the child’s physical sta-
tus, affect, behavior, and cognition; the impor-
tant role of context in assessment, including the
child’s family (i.e., parent–child interactions,
sibling interactions) and larger social systems
(i.e., peer relations, influence of teachers, cul-
tural factors); the view of assessment as an on-
going process used to inform decision making;
the use of empirically justifiable and feasible
assessment methods, multimethod assessment
strategies, and multiple informants; an empha-
sis on assessment information that leads to the
design of effective interventions; and the ongo-
ing evaluation of treatment progress and out-
comes as an integral part of the assessment pro-
cess. Our overall purpose in this introductory
chapter is to elaborate on these themes, to
highlight current principles and practices of
DSA with disturbed children and families, and
to discuss a number of key issues and concerns
surrounding their development and use.

RECENT DEVELOPMENTS

As stated in the introductory chapter to the
first edition of this book: “Recognizing the
likelihood of ongoing and future changes in as-
sessment strategies related to new empirical
findings, emergent ideas, practical concerns,
and shifts in the broader sociocultural milieu
in which assessments are carried out, this
chapter—indeed, this book—should be viewed
as a working framework for understanding
current approaches to the assessment of chil-
dren” (Mash & Terdal, 1981, p. 4). This state-
ment is as true today as it was then. As re-
flected throughout this volume, while retaining
certain core elements, DSA has shown dra-
matic advances since the first edition of this
book.

Some of the more notable developments are
as follows:

1. An increased emphasis on incorporat-
ing developmental considerations into the de-
sign, conduct, and interpretation of assess-
ments (Achenbach & Rescorla, 2006a;
Peterson, Burbach, & Chaney, 1989; Yule,
1993); the implementation of treatments
(Holmbeck, Greenley, & Franks, 2003; Kend-
all, Lerner, & Craighead, 1984; Luby, 2006);
and the conceptualization of child and family
psychopathology (e.g., Cicchetti & Cohen,
2006a, 2006b, 2006c; Mash & Barkley, 2003).

2. A heightened interest in issues related
to diagnosis and classification. This interest
has been accompanied by efforts to integrate
DSA and current diagnostic practices in ways
that are both sensitive to categorical and di-
mensional approaches to classification and in-
formed by the limitations associated with cur-
rent classification systems (Jensen, Hoagwood,
et al., 2006; Mash & Terdal, 1997b; Pickles &
Angold, 2003).

3. A heightened awareness of the need to as-
sess multiple disorders or symptoms from dif-
ferent disorders in light of the high rates of co-
occurrence (comorbidity) for most childhood
problems (Kazdin, 2005).

4. A growing recognition of the importance
of assessing adaptive functioning, impairment,
and, more generally, how children and families
are functioning in their daily lives as dis-
tinct from symptoms and disorders (Jensen,
Hoagwood, et al., 2006; Kazdin, 2005). Such
recognition has also led to attention regarding
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the extent to which current assessment meth-
ods adequately capture important aspects
of everyday functioning and quality of life
(Bastiaansen, Koot, & Ferdinand, 2005;
Kazdin, 2006).

5. A view of DSA as an ongoing decision-
making process (Adelman & Taylor, 1988;
Carter, Marakovitz, & Sparrow, 2006; Evans
& Meyer, 1985) generating interest in the judg-
mental heuristics that influence this complex
information-processing task (Evans, 1985;
Kanfer, 1985; Tabachnik & Alloy, 1988), and
efforts to develop both clinically and empiri-
cally derived decision-making guidelines for
specific clinical problems and populations
(Frazier & Youngstrom, 2006; Nezu & Nezu,
1993; Sanders & Lawton, 1993).

6. Growing attention to prevention-oriented
and socially relevant assessments for high-
risk populations (Ialongo et al., 2006; Tuma,
Loeber, & Lochman, 2006). Attention emanat-
ing from current social concerns has focused on
a wide range of groups and issues, including
single-parent and stepfamilies, unemployment,
children in day care, immigrant families, pov-
erty, accidental injuries, child abductions, sex-
ual abuse, family violence, delinquency, teen
violence, adolescent substance abuse, adoles-
cent suicide, and exposure to extreme stressors
such as war, torture, and terrorist attacks.

7. An increasing emphasis on understanding
the interrelated influences of child and family
genetics (Rende & Waldman, 2006), neurobio-
logy (Gunnar & Vazquez, 2006), cognition
(Dodge & Pettit, 2003), affect (Dix, 1991;
Gottman & Levenson, 1986), and behavior, as
assessed within the context of ongoing social
interactions (e.g., Bradbury & Fincham, 1987;
Gottman, Katz, & Hooven, 1996; Lorber &
Slep, 2005).

8. The extension and assimilation of DSA
concepts and practices into child health care
settings within the general frameworks of
developmental pediatrics (Parker, Zucker, &
Augustyn, 2005), behavioral pediatrics (Gross
& Drabman, 1990), and pediatric psychology
(Roberts, 2005).

9. A growing recognition of the need for
empirically driven theoretical models as the ba-
sis for organizing and implementing assessment
strategies with children and families (Mash &
Barkley, 2003; McFall, 1986).

10. Increasing technological advances, par-
ticularly use of the Internet and computers

during both the data-gathering and decision-
making phases of assessment (Ancill, Carr, &
Rogers, 1985; Whalen et al., 2006). Suggested
Internet/computer applications have included
gathering interview, self-monitoring, test, and
observational data; organizing, synthesizing,
and analyzing assessment data, and supporting
decision making; monitoring treatment prog-
ress and outcomes; and using daily diaries.
Technological advances have led to a height-
ened interest in the utility and feasibility of us-
ing actuarial models in clinical decision making
(Achenbach, 1985; Frazier & Youngstrom,
2006; Mash, 1985).

11. Conceptual and methodological conver-
gence on an ecologically oriented systems
model (Bronfenbrenner, 1986; Hartup, 1986)
as the appropriate framework for organizing
and understanding assessment information de-
rived from disturbed children and families (Ev-
ans, 1985; Wasik, 1984). This has led to a
heightened interest in the assessment of whole-
family variables (Forman & Hagan, 1984;
Mash & Johnston, 1996b; Rodick, Henggeler,
& Hanson, 1986) and the relationships among
family systems, and between family systems
and the broader sociocultural milieu (Cowan
& Cowan, 2006; Dunst & Trivette, 1985,
1986; Parke, MacDonald, Beital, & Bhavnagri,
1988).

12. Increased recognition of the growing
cultural diversity in North American society
(Quintana et al., 2006; Serafica & Vargas,
2006) and the need to consider such diversity,
broadly defined, in the assessment and treat-
ment of disturbed children and families
(Achenbach & Rescorla, 2006b; Forehand &
Kotchick, 1996; Tharp, 1991).

13. Further attention to accountability in
assessment and to the development of brief,
feasible, and cost-effective assessment strate-
gies (Hayes, 1996; Hayes, Follette, Dawes, &
Grady, 1995). Such attention has been fueled
by the growing concern for reducing costs
within a rapidly changing health care delivery
system (Mash & Hunsley, 1993; Strosahl,
1994).

14. Increased emphasis on the treatment
evaluation functions of DSA in light of the cur-
rent emphasis on evidence-based treatment
practices (Barrett & Ollendick, 2004; Biglan,
Mrazek, Carnine, & Flay, 2003; Buysse &
Wesley, 2006; Hibbs & Jensen, 2005; Kazdin
& Weisz, 2003; Mash & Barkley, 2006;
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Sackett, Straus, Richardson, Rosenberg, &
Haynes, 2000). This emphasis has led to
heightened attention to the development of
meaningful and practical measures for moni-
toring progress and assessing outcomes in clini-
cal practice (Burlingame, Wells, Lambert,
& Cox, 2004; Lambert et al., 2003; Nelson-
Gray, 1996; Ogles, Lambert, & Masters,
1996).

It is apparent from this brief overview of de-
velopments over the past quarter of a century
that current DSA approaches to child and fam-
ily assessment are complex and varied. These
approaches are best conceptualized within an
assessment framework that examines the
child’s development and functioning in the con-
text of the maturational stage of the biological
and especially neurological systems, social sys-
tems, decisional processes, and practical con-
siderations in which clinical assessments of dis-
turbed children and families are typically
conducted.

DEFINING DSA

We use the term “developmental–systems as-
sessment” to describe a range of deliberate as-
sessment strategies for understanding both dis-
turbed and nondisturbed children and their
social systems, including families and peer
groups. These strategies employ a flexible and
ongoing process of hypothesis testing regarding
the nature of the problem, its causes, and likely
outcome in the absence of intervention, and the
anticipated effects of various treatments. It is
our view that the generation of better hypothe-
ses to test at the idiographic level can best pro-
ceed from an understanding of the general
theories and principles of psychological assess-
ment (e.g., Cronbach, 1990; Nunnally &
Bernstein, 1994; Urbina, 2004); information
concerning normal and abnormal child, and
family development (e.g., Cicchetti & Cohen,
2006a, 2006b, 2006c; Mussen, 1983); and
knowledge about groups of children and fami-
lies with similar types of problems, including
knowledge about prevalence, core symptoms,
developmental features and course, associated
characteristics, etiologies, and system parame-
ters (Cicchetti & Cohen, 2006c; Mash &
Barkley, 2003). This general view of DSA is
reflected throughout the chapters in this vol-
ume.

DSA OF CHILD AND FAMILY DISTURBANCE:
A PROTOTYPE-BASED VIEW

Rather than attempting to define DSA in terms
of its necessary or essential features, we believe
that a prototype-based view (e.g., Cantor,
Smith, French, & Mezzich, 1980) best depicts
the current state of the field. Within such a
framework, the general category DSA is based
on sets of imperfectly correlated features re-
ferred to as “prototypes” (Rosch, 1978). As-
sessment cases having the largest number of
general category features are considered to be
the most typical examples of DSA. The proto-
typical view also recognizes that within the
more general category of DSA, there can exist a
hierarchically but imperfectly nested set of sub-
categories, such as “DSA with young children”
or “DSA with adolescents.” DSA may take
many different forms depending on the specific
parameters associated with different child and
family problems. For example, the prototype
for DSA with a 4-year-old child with an oppos-
itional disorder is quite different than that for
an adolescent with depression. This view is
consistent with the relativistic, contextually
based, and idiographic nature of DSA strate-
gies, and with the organization of this volume
around categories of commonly occurring
childhood disorders.

In the points that follow, we use the
prototype-based view to present some of the
more commonly occurring conceptual, strate-
gic, and procedural characteristics of DSA
(Mash & Terdal, 1997a):

1. DSA is based on conceptualizations of
personality and abnormal behavior that em-
phasize the child’s thoughts, feelings, and be-
haviors as they occur in specific situations, as
well as the child’s more general personality
traits and dispositions (e.g., temperament, psy-
chopathy) (Mischel, 2004; Mischel, Shoda, &
Mendoza-Denton, 2002).

2. DSA is predominantly idiographic and in-
dividualized. Although comparison to norms is
important, a greater relative emphasis is given
to understanding the individual child and fam-
ily than to nomothetic comparisons that de-
scribe individual children primarily in relation
to group norms.

3. DSA emphasizes the important role of sit-
uational influences on behavior. It is recognized
that the patterning and organization of an indi-
vidual’s behavior across situations is highly
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idiographic (Mischel, 1973); therefore, it is
important to describe the child’s behaviors,
cognitions, and affects as they occur in specific
situations. The pragmatic outcomes of an em-
phasis on situational specificity in DSA have
been a greater sensitivity to the measurement of
situational dimensions and a corresponding in-
crease in the range of environments sampled;
for example, information about home, school,
and neighborhood environments has been
added to samples of the child’s and parent’s
behavior obtained under highly controlled and
standardized testing conditions in the clinic.

4. DSA emphasizes both the consistency and
variability of child and family behaviors, cog-
nitions, and affects over time. Because situa-
tionally related changes appear to be the norm
rather than the exception throughout child-
hood and adolescence, the predominant DSA
view has emphasized the need to consider
change, not just stability, particularly during
transitional periods of development. That be-
ing said, it is important to recognize that con-
sistency can be assessed in relation to many
levels of behavior and, depending on the speci-
ficity of the behavior under consideration, dif-
ferent results may obtain. If a child’s behavior
is described in terms of a highly idiographic re-
sponse topography (e.g., whining), then we
may find little consistency over time. In con-
trast, definitions based on broader response
classes that encompass a wide range and pat-
tern of behaviors (e.g., aggression) both within
and across age levels may evidence more tem-
poral consistency. Furthermore, if we look at
response functions rather than at specific to-
pographies, we may find that phenotypically
different responses reflect a dynamic stability
in which certain patterns of adjustment are re-
peated over time. As stated by Garber (1984),
“Although there is little evidence of homotypic
continuity—symptomatic isomorphism from
early childhood—there is some evidence that
children may show consistency in their general
adaptive or maladaptive pattern of organizing
their experiences and interacting with their
environment” (p. 34). This organizational–
developmental viewpoint has been supported
by findings from longitudinal studies of devel-
opment, which have suggested that patterns
expressed in early relationships often repeat
themselves over time (Kaye, 1984; Sroufe &
Fleeson, 1986). The type of child and family
characteristic being assessed also has implica-
tions for the question of temporal stability. For

example, some characteristics may show stabil-
ity over time (e.g., achievement motivation,
dependence and passivity in females, serious
aggressive behavior, and intellectual mastery),
whereas others may not (Garber, 1984).

5. DSA is systems-oriented. It is directed at
describing and understanding characteristics of
the child and family, the contexts in which such
characteristics are expressed, and the structural
organizations and functional relationships that
exist among situations, behaviors, thoughts,
and emotions.

6. DSA emphasizes contemporaneous con-
trolling variables relative to historical ones.
However, when information about more tem-
porally remote events (e.g., age of onset) facili-
tates an understanding of current influences,
such information is sought and used in assess-
ment. For example, knowing that a mother was
physically or sexually abused as a child may
help us understand her current attitudes and
behavior toward her own child (Crooks &
Wolfe, Chapter 14, and Wolfe, Chapter 15, this
volume). Similarly, knowledge of early attach-
ment patterns may assist us in understanding a
child’s current pattern of relational disturbance
(Kobak, Cassidy, Lyons-Ruth, & Ziv, 2006).

7. DSA is more often concerned with behav-
iors, cognitions, and affects as direct samples of
the domains of interest rather than as signs of
some underlying or remote causes. For exam-
ple, assessments focusing on a child’s cognitive
deficiencies, distortions, or misattributions tar-
get these characteristics as functional compo-
nents of the problem to be modified rather than
as symptoms of some other problem.

8. DSA focuses on obtaining assessment in-
formation that is directly relevant to treatment.
Relevance for treatment usually refers to the
usefulness of information in identifying treat-
ment goals, selecting targets for intervention,
designing and implementing interventions, and
evaluating the outcomes of therapy (Carr,
1994; Mace, 1994).

9. DSA recognizes the importance of using
multiple informants, including the child, par-
ents, teachers, and peers, as a way to obtain in-
formation from different perspectives and set-
tings. Because the data obtained from one
source rarely correlate highly with those ob-
tained from other sources, the assessor must be
cautious to avoid considering any single source
of information as the “gold standard,” unless
such a position is warranted based on research
evidence.
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10. DSA relies on a multimethod assessment
strategy to capture the diverse aspects of most
clinical problems. This approach emphasizes
the importance of using a variety of assessment
methods, including interviews, questionnaires,
and observations (Kamphaus, Petoskey, &
Rowe, 2000). However, the inherent value of
one method over another is not assumed, but
should be based on the purposes and needs as-
sociated with specific assessments (McFall,
1986), available resources, the utility of the
information obtained, and what method is
deemed most useful in a specific setting
(Silverman & Ollendick, 2005).

11. DSA is an ongoing self-evaluative pro-
cess. Instead of conducting assessments on one
or two occasions prior to treatment, the need
for further assessment is dictated by the effec-
tiveness of the methods in facilitating desired
treatment outcomes and the extent to which
treatment goals are being met.

12. DSA is empirically anchored. The as-
sessment strategies—in particular, the decision
regarding which variables to assess—should be
guided by knowledge concerning the character-
istics of the child and family being assessed,
and the research literature on specific child-
hood disorders. In the case of assessments that
are theoretically driven, theories should be
closely tied to empirical evidence. Similarly, de-
cisions regarding the methods used in assess-
ment are also based on their empirically estab-
lished psychometric properties and their
feasibility in relation to specific assessment
purposes (Hunsley & Mash, in press).

COMMON ASSESSMENT PURPOSES

Inherent in the view of DSA as an ongoing
problem-solving strategy is the recognition that
assessments of children and families are always
carried out in relation to one or more purposes.
Along with the assessor’s working assumptions
and conceptualizations about normal and ab-
normal child and family behavior, these pur-
poses determine which individuals, behaviors,
and settings are evaluated; the choice of assess-
ment methods; the way findings are inter-
preted; the specification of assessment and
treatment goals; and how the attainment of
these goals is evaluated. Questions surrounding
the assessment of child and family disturbances
can be considered only within the context of
the intended assessment purpose(s). Therefore,

decisions regarding the appropriateness or use-
fulness of particular assessment methods and
procedures are always made in relation to the
needs of the situation. For example, discussions
concerning the relative merits of information
obtained via self-report versus direct observa-
tion have little meaning outside of a specific set
of assessment contexts and purposes.

Many writers have outlined common pur-
poses for which child and family assessments
are conducted (e.g., Achenbach & Rescorla,
2006a; Mash & Terdal, 1997a). Broadly con-
ceived, these include (1) diagnosis, or assess-
ment activities focusing on formulating a diag-
nosis and identifying the nature of the problem;
(2) prognosis, or generating predictions con-
cerning future behavior under specified condi-
tions; (3) case conceptualization and treatment
planning, or the gathering of information that
augments diagnostic information to yield a full
clinical case conceptualization to assist in the
development and implementation of effective
interventions; (4) treatment monitoring and
treatment outcome evaluation, or assessments
that monitor progress during the course of
treatment and evaluate the overall effect of
treatment on symptoms, diagnosis, and general
functioning, and the treatment’s efficiency, ac-
ceptability, and satisfaction to consumers. Be-
cause these purposes are addressed in relation
to each of the specific disorders in the chapters
that follow, we comment on them only briefly
here.

Diagnosis

The four purposes of assessment we mentioned
earlier often occur in phases for individual
cases. Initial diagnostic assessments are con-
cerned with questions relating to general
screening and administrative decision making
(e.g., Can the child be appropriately served by
a particular agency or educational program?);
whether or not there is a problem (e.g., Does
the child’s behavior deviate from an appropri-
ate behavioral or social norm?), and the nature
and extent of the problem (e.g., What is the
child doing or not doing that results in a dis-
tressed family or school situation, or impair-
ment in the child’s functioning?); and whether
the presentation of the problem conforms to
one or more categories of a diagnostic classifi-
cation.

The term “diagnosis” has acquired several
meanings (Achenbach, 1985). One of these,
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taxonomic diagnosis, views diagnosis and clas-
sification as equivalent, and focuses on the for-
mal assignment of cases to specific categories
drawn from either a system of disorder classifi-
cation such as the Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV-TR;
American Psychiatric Association [APA], 2000)
or empirically derived taxometric categories,
prototypes, or typologies (Achenbach, 1993).
A second and much broader meaning of the
term “diagnosis,” problem-solving analysis or
diagnostic formulation, considers diagnosis to
be an analytic information-gathering process
directed at an understanding of the nature of a
problem, its possible causes, treatment options,
and outcomes. This broader meaning of “diag-
nosis” is the definition that is most consistent
with the concepts and practices of DSA, al-
though DSA also recognizes the utility of taxo-
nomic diagnosis as an organizational frame-
work for applying existing knowledge about a
class of cases to a diagnostic formulation for a
new case (Achenbach & Rescorla, 2006a;
Kazdin, 1983; Mash & Terdal, 1997a; Powers,
1984).

The diagnostic phase within DSA is con-
ducted with the expectation that, with further
case formulation, assessment will lead directly
to recommendations for subsequent clinical
services. Questions often asked during the di-
agnostic phase of DSA include (1) What is the
child doing, thinking, or feeling that causes dis-
tress, brings them into conflict with the envi-
ronment, or impairs functioning? and (2) What
are the potential controlling variables for these
problems? DSA diagnoses are often highly indi-
vidualized and based on direct empirical sup-
port. The methods employed during the early
diagnostic phases of DSA tend to be global and
extensive—they have been described as having
broad bandwidth but low fidelity—and the use
of interviews, global self-report instruments,
observational narratives, and simple behavior-
al code systems is common.

Prognosis

Every child and family assessment carries with
it some projection regarding short- and long-
term outcomes for the child under varying con-
ditions. Knowledge concerning risk and protec-
tive factors, and the likely outcomes for certain
behaviors during later periods of development,
is required for making judgments about devi-
ance. Because many childhood problems are

not intrinsically pathological and are exhibited
to some extent by most children, decisions re-
garding whether or not to treat the problem of-
ten depend on prognostic implications. Implicit
in any decision about whether to initiate inter-
vention is a projection that things will remain
the same, improve, or deteriorate in the ab-
sence of treatment, or that outcomes will vary
as a function of differing treatments. With chil-
dren, treatments are often directed at enhanc-
ing developmental processes, not just removing
symptoms or restoring a previous level of func-
tioning. Information concerning developmen-
tal processes (e.g., emotion regulation) may
also provide the basis for anticipatory interven-
tions in high-risk situations in which the prog-
nosis is known to be poor. A host of decisions is
related to children’s mental health and the legal
system for which information concerning prog-
nosis is required, for example, assessments of
suicide risk (Goldston & Compton, Chapter 7,
this volume) or a parent’s ability to provide an
adequate caregiving environment for their
child (Crooks & Wolfe, Chapter 14, this vol-
ume).

Questions concerning prognosis are often
considered in relation to longitudinal informa-
tion, as derived, for example, from studies of
risk or resilience in high-risk children (Luthar,
2006). For example, children with greater re-
sources (e.g., intellectual ability, stable and sup-
portive families) are generally more competent
and show more adaptive patterns of deal-
ing with stress (Masten, Burt, & Coatsworth,
2006). Although such findings can provide a
basis for general predictions, their direct appli-
cability to decision making for individual chil-
dren and their families is not always clear.
Studies of individual at-risk children who do
well may provide suggestions as to the types of
interventions that might be appropriate in
high-risk situations.

Longitudinal studies of long-term outcomes
for children with different types of disorders
also provide information concerning prog-
nosis. For example, the most persistent and
pernicious types of conduct disorder are as-
sociated with a family history of antisocial be-
havior, early neuropsychological deficits, co-
morbid attention-deficit/hyperactivity disorder
(ADHD), early onset and variety of antisocial
and aggressive symptoms, callous-unemotional
traits (deficient guilt, remorse, empathy, etc.),
and poor family functioning (Dishion &
Patterson, 2006; Moffitt, 2006).
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Questions concerning prognosis are fre-
quently raised early in the assessment process.
However, such questions are also important
following treatment to assess the likelihood
that treatment gains will be maintained, espe-
cially when long-term maintenance for certain
problems is known be poor (e.g., aggression).
The systematic assessment of maintenance of
treatment effects in the child and family areas
has received limited attention to date.

For many children, early problems that can
have a severe and lasting negative impact need
to be taken very seriously (e.g., Kendall, Hud-
son, Choudhury, Webb, & Pimentel, 2005).
However, the identification of early problems
also needs to be viewed with some caution, be-
cause the malleability of child behavior also
means that for some children these problems
may be reduced or even eliminated with treat-
ment or other changes in children’s environ-
ment.

Case Conceptualization and Treatment Planning

The case conceptualization and treatment plan-
ning phase of DSA focuses on obtaining infor-
mation that is directly relevant to devising ef-
fective treatment strategies (Eells, 2007). This
gathering of information builds on the previ-
ously obtained diagnostic information, and in-
cludes further specification and assessment of
potential controlling variables (e.g., cognitive
distortions or misattributions, patterns of so-
cial rewards and punishments), determination
of the child’s and family’s resources for change
(e.g., strengths, self-regulatory skills), assess-
ment of potential social and physical resources
that can be used in carrying out treatment,
assessment of motivation for treatment and
readiness for change in both the child and
significant others, indication of potential rein-
forcers, specification of realistic treatment ob-
jectives, and recommendations for types of
treatments that are likely to be most acceptable
and, based on the evidence, most effective for
treating specific types of childhood problems.
Since parental adherence to treatment recom-
mendations following assessments may be low,
it is also important to assess factors that con-
tribute to nonadherence, for example, disconti-
nuity in care, long wait times, or a lack of
readiness for change (Geffken, Keeley, Kellison,
Storch, & Rodrigue, 2006).

The assessment procedures that characterize
this phase are more problem-focused than

those in the diagnostic phase, and specific types
of problem checklists (e.g., fear survey sched-
ules, measures of hyperactivity–impulsivity,
depression inventories, impairment surveys),
observational assessments (e.g., command–
compliance analogues), and specific behavior
codes (e.g., on-task behavior, self-stimulation,
aggression) are more likely to be used in this
phase than in earlier stages of assessment.

Treatment Monitoring
and Treatment Outcome Evaluation

The treatment monitoring and treatment out-
come evaluation phase of DSA involves the use
of procedures designed to determine whether
treatment objectives are being met, whether
changes that have occurred can be attributed to
specific interventions, whether the changes are
long-lasting and generalizable across behaviors
and situations, whether the treatment is eco-
nomically viable, and whether treatments and
treatment outcomes are acceptable to the cli-
ents.

Assessments for determining whether treat-
ment goals are being met require the measure-
ment of targeted objectives over time. Such
measurement indicates the presence or absence
of change, which in many cases may be suffi-
cient. However, to determine whether changes
are a function of the treatments introduced for
individual children and families, it is necessary
to observe in a controlled fashion, for example,
by using a single-case research design (Freeman
& Mash, in press). Although such designs can
be extremely useful from a research standpoint,
a key question concerns their feasibility in clini-
cal practice and their adequacy in representing
the often complex system parameters and rela-
tionships that characterize treatment goals in
current, evidence-based treatment practices
with children and families (Mash & Barkley,
2006).

Evaluations relative to the acceptability of
treatments and relevance of treatment changes
have been discussed under the rubrics of social
validity (Foster & Mash, 1999; Kazdin, 1977;
Wolf, 1978), treatment acceptability (Kazdin,
1981, 1984), consumer satisfaction (Kiesler,
1983; LeBow, 1982; McMahon & Forehand,
1983), and clinical significance (Atkins, Bedics,
McGlinchey, & Beauchaine, 2005; Kendall,
1999). Such issues are especially pertinent to
interventions for children, which must be
gauged against ongoing or projected develop-
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mental changes. Measurement issues surround-
ing long-term follow-up are also highly rele-
vant to DSA (Mash & Terdal, 1980). The
methods used during the evaluation phase of
assessment tend to be highly focused, brief, and
specific in comparison to those in earlier assess-
ment phases. The need for reliable, valid, and
cost-efficient measures of treatment outcome is
becoming increasingly important in the current
health care context in which services for chil-
dren and families are being provided (Daleiden,
Chorpita, Donkervoet, Arensdorf, & Brogan,
2006).

The purposes described thus far relate to
clinical decision making for individual chil-
dren, which is characteristically the focus of
DSA. There is also a need to recognize that
broader societal and institutional purposes of-
ten underlie assessment practices with chil-
dren and families, including classification for
administrative record keeping, program de-
velopment and evaluation, policy planning,
quality assurance, and the advancement of
scientific knowledge. The types of assess-
ments required to meet these purposes may
differ substantially from those required for
the clinical assessment of individual children
and families.

CHILDREN’S FUNCTIONING
AND ITS DETERMINANTS

Childhood Disorders versus
Individual Symptoms or Behaviors

The chapters in this volume are organized
around the assessment of specific childhood
disorders. This organization reflects our view
that children and families present themselves
for assessment showing characteristic patterns,
clusters, or constellations of problems rather
than individual symptoms or behaviors (Mash
& Dozois, 2003). Both clinical and empirical
evidence indicate that broad patterns of child
disturbance labeled externalizing (e.g., ag-
gression, rule-breaking behavior) and inter-
nalizing (e.g., anxious–depressed, withdrawn–
depressed, somatic complaints) are relatively
stable over time and across raters (Achenbach
& Rescorla, 2001). For this reason, we believe
that assessment best follows an empirically
based understanding of characteristic patterns
of behavior, adjustment, and maladjustment
(Kazdin & Kagan, 1994). As a first step in the
assessment process, all clinicians engage for-

mally or informally in the identification of be-
haviors, cognitions, and emotions that cluster
together (Barlow, 1986).

We concur with Kanfer’s (1979) view that
“different problem areas require development
of separate methods and conceptualizations
that take into account the particular parame-
ters of that area” (p. 39), and that assessment
of certain domains may be impeded until con-
ceptual models or data are available to identify
the symptoms and associated features that need
to be assessed. Empirically derived conceptual
models to guide assessments of child and fam-
ily disorders in both clinical and research con-
texts are emerging at a rapid rate (see Mash &
Barkley, 2003; Mash & Hunsley, 2005a). One
of the best-articulated, theory-driven, empiri-
cally based models for assessment is rep-
resented by Patterson’s (1982) work with
children and families exhibiting antisocial
problems. Through the use of multiple method-
ologies and statistical methods such as struc-
tural equation modeling, a number of impor-
tant constructs and their relationships have
been implicated in the development of
children’s antisocial behavior (Dishion &
Patterson, 2006; Patterson, 1986; Patterson &
Bank, 1986). This work suggests the impor-
tance of assessing several molar and micro-
variables when working with antisocial chil-
dren and their families (e.g., whether the child
is rejected or perceived as antisocial by others;
the likelihood of the child’s unprovoked nega-
tive behavior toward parents and siblings, and
its duration; the extent to which parents moni-
tor their children and spend time with them;
the parents’ inept discipline, as reflected in
their use of explosive forms of punishment,
negative actions and reactions, and inconsis-
tent/erratic behavior; and deviant peer influ-
ences). Building on this database, recent mod-
els of antisocial behavior have incorporated
additional variables (e.g., social-cognitive and
emotional processes) that serve to guide assess-
ments of children and adolescents with conduct
problems (Dodge & Pettit, 2003). Each chapter
in this volume provides one or more conceptual
models and an empirical base for the specific
disorder under discussion, and the assessment
strategies that are presented follow from this
framework.

In specifying constellations of problems or
“syndromes” as a basis for one’s assessment
strategies, it is important to recognize that
syndromes can be viewed in a number of differ-
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ent ways (Achenbach & Edelbrock, 1978,
p. 1294):

1. The syndrome may be viewed as represent-
ing a personality or character type that en-
dures beyond the immediate precipitating
events requiring professional attention.

2. The syndrome may be viewed as reflecting
dimensions or traits, so that children are
best described individually in terms of their
scores on all syndromes rather than by cate-
gorization according to their resemblance
to a particular syndrome.

3. The syndrome may be viewed as a reaction
type, whose form is as much a function of
specific precipitating stresses as of individ-
ual characteristics.

4. The syndrome may be viewed as a collec-
tion of behaviors that happen to be statisti-
cally associated because the environmental
contingencies supporting them are statisti-
cally associated.

These different views are all consistent with
the assumptions underlying DSA, and they are
not necessarily independent of one another. It
may be that reaction types that become well
established early in development eventually
emerge as enduring, but not necessarily irre-
versible, character types. For example, research
has suggested that preferential orientations to-
ward others, self, and the object world when
confronted with interactive stress may be ex-
hibited by infants as young as 6 months of age
(Tronick & Gianino, 1986).

The concept of syndromes in DSA with chil-
dren and families is also represented by the
concepts of response class and response
covariation (e.g., Kazdin, 1982, 1983; Voeltz
& Evans, 1982; Wahler, 1975). These notions
imply that certain behaviors tend to co-occur,
or to be correlated with one another, and/or
that certain behaviors tend to covary, such that
changes in one are associated with changes
in the other. Research into response covaria-
tion has suggested indirect paths of clinical
intervention—for example, when decreases in a
child’s noncompliant behavior lead to a reduc-
tion in bedwetting (Nordquist, 1971) or stut-
tering (Wahler, Sperling, Thomas, Teeter, &
Luper, 1970). The existence of such response
classes has important implications, in that
assessment of these relationships may sug-
gest maximally effective courses of interven-
tion.

Although an extensive discussion of the
many issues surrounding the concepts of re-
sponse class and response covariation is be-
yond the scope of this chapter, several impor-
tant questions need to be addressed before
these concepts can have widespread applicabil-
ity in the DSA of children and families.

1. First, there is currently little information
as to how to identify response classes. Potential
response classes have been derived via seren-
dipitous discovery, from clinically described
syndromes, from conceptual models or theories
about child and family disorders, from statisti-
cal methods for grouping data, and through
systematic functional analysis. In light of the
potentially enormous number of topographi-
cally dissimilar responses that could be related,
guidelines are needed for limiting the number
and range of responses to be assessed.

2. Response class representations are minia-
ture systems, and guidelines are needed for
mapping out the structural organizations and
functional relationships that describe a particu-
lar response class, as well as its relationships to
other systems. In this context, discussions and
findings relative to the comorbidity of child-
hood disorders (i.e., the tendency for children
to meet diagnostic criteria for multiple disor-
ders) are relevant to understanding relation-
ships among different response classes (e.g.,
Caron & Rutter, 1991; Youngstrom, Findling,
& Calabrese, 2003).

3. Although the focus in DSA has been on
“response” classes, we are more often talking
about constellations of responses, cognitions,
emotions, and physiological reactions. The
more varied and complex response classes be-
come, the more they seem to approximate de-
scriptions of clinical disorders as presented in
current diagnostic systems.

4. Are response classes to be defined idio-
graphically for each child who is assessed, or
can we expect them to have some generality
across children?

5. The relationship between response classes
and situations has received little attention
(Wahler & Graves, 1983). Can we expect re-
sponse classes to be situation-specific, as some
research has suggested (Patterson & Bechtel,
1977), or will some response clusters show
generality across situations?

6. Most discussions of response classes have
focused on the individual. However, it would
be equally feasible to identify response clusters
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for more complex social units—for example,
parent–child dyads, siblings, couples, or the
family.

Although these issues are in need of further
investigation, research on response covariation
has sensitized assessors to the fact that consid-
eration of only a narrow range of symptoms
and behaviors fails to represent adequately the
more general network of behaviors, of which
this behavior may be a part, or the fact that this
network of behaviors may be functionally em-
bedded in larger social systems.

As presented in this volume, the DSA view of
child and family disorders focuses on common
patterns of behavior and behavior–context dis-
turbances. Rather than emphasizing the use of
assessment methods per se, these methods are
considered primarily in relation to the specific
problems and contexts in which they are to be
used. For example, although there are general
principles associated with the development and
use of particular assessment methods, the na-
ture of an interview with the parent of a de-
pressed child should be different than an inter-
view with the parent of a child with autism. It
is believed that an understanding of the specific
parameters associated with childhood depres-
sion (Rudolph & Lambert, Chapter 5, this vol-
ume) or with an autistic disorder (Ozonoff,
Goodlin-Jones, & Solomon, Chapter 10, this
volume), in concert with knowledge about the
general principles of interviewing (e.g., Sattler,
1998), will serve to generate more specialized
and ultimately more useful assessments for
children experiencing these types of problems.

Impairment in Functioning versus Symptoms
and Disorders

In addition to assessing the characteristic pat-
terns of behavior associated with specific child-
hood disorders, it has become increasingly
apparent that assessment of the degree of im-
pairment in children’s functioning is essential
to defining and understanding their problem-
atic behavior (Jensen, Hoagwood, et al., 2006;
Kazdin, 2005). Symptoms and specific impair-
ments are not necessarily highly correlated.
Many children who show considerable impair-
ment may not meet the symptom criteria for
having a problem and, as a result, may not
receive the intervention they clearly need
(Angold, Costello, Farmer, Burns, & Erkanli,
1999; Gordon et al., 2006). Similarly, symptom

reduction during treatment does not neces-
sarily correlate with overall improvement in
functioning. Thus, the assessment of functional
impairment, in addition to symptoms and dis-
orders, is important in determining the impact
of the disorder, identifying treatment goals and
service needs, and monitoring outcomes. A
number of scales designed to assess a child’s im-
pairment in functioning may be used for these
purposes (Winters, Collett, & Myers, 2005).

Classification and Diagnosis

One of the more controversial areas in the as-
sessment and treatment of disturbed children
and families has been the use of diagnostic la-
bels based on global classification systems. Al-
though diagnostic criteria for children have be-
come increasingly differentiated and specific,
many concerns remain regarding classification
and diagnosis. Over the decades, the same
labels have been used to describe different
sets of clinical phenomena (Zachary, Levin,
Hargreaves, & Greene, 1981), and different la-
bels have been used to describe the same clini-
cal disorder (e.g., hyperactivity, hyperkinesis,
attention deficit disorder, ADHD) (Barkley,
2006). Systems for the classification of child-
hood disorders have received extensive discus-
sion that has increased since the appearance of
DSM-III, which included an increased number
of child categories (APA, 1980).

There is some agreement regarding the gen-
eral neglect of meaningful taxonomic frame-
works for describing children and families, and
the need for classification systems to guide
theory, research, and practice. For example,
Achenbach and Edelbrock (1978) stated that
“the study of psychopathology in children has
long lacked a coherent taxonomic framework
within which training, treatment, epidemi-
ology, and research could be integrated”
(p. 1275). Despite their increased use, all classi-
fication systems that have emerged thus far
have met with criticism. For example, as Na-
than (1986) stated, “For the most part, when
more effective treatments have been developed
or more light has been shed on etiology, it has
not been by virtue of one or another classifica-
tion scheme that this has come about” (p. 201).

Although DSA acknowledges the need for a
classification system of child and family disor-
ders, including widely accepted systems such as
DSM-IV-TR (APA, 2000), there continues to be
dissatisfaction with the currently available ap-
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proaches (Doucette, 2002; Kupfer, First, &
Regier, 2002; Watson & Clark, 2006). These
dissatisfactions with existing classification sys-
tems have centered around their lack of fit with
many real-world patients, who often present
with clusters of symptoms that cross multiple
diagnostic categories; empirical inadequacies;
their primarily descriptive and relatively atheo-
retical nature; the complexity of using the
system in clinical practice; the subjective–
impressionistic criteria used to derive in-
dividual categories; the failure to provide
empirically derived operational criteria for as-
signment to categories; the heterogeneity that
exists within diagnostic categories; the static
nature of the categories when applied to the de-
veloping child; the use of diagnostic criteria
that are not adjusted for the child’s age or sex;
the lack of demonstrated relevance for treat-
ment; the potentially undesirable consequences
of labeling; a lack of sensitivity to contextual
influences, including the role of ethnicity and
culture; and a general insensitivity of diagnos-
tic criteria to the relational difficulties that
characterize children and families (Beach,
Wamboldt, Kaslow, Heyman, & Reiss, 2006;
LeBow & Gordon, 2006).

An alternative to current classification
schemes has yet to emerge despite these criti-
cisms and the long-standing recognition of
the need for alternatives (Adams, Doster, &
Calhoun, 1977; Adelman, 1995; Hayes &
Follette, 1992; Jensen, Knapp, & Mrazek,
2006). The seeming lack of progress in this
area likely reflects the many challenges in de-
veloping a viable alternative that would ad-
dress the aforementioned dissatisfactions, as
well as the increasing priority given to the de-
velopment of evidence-based treatment prac-
tices. It is not clear that the development of
global classification systems for childhood dis-
orders will do much to facilitate effective inter-
vention at the level of the individual child (cf.
Pelham, Fabiano, & Massetti, 2005), although
such systems might potentially improve com-
munication, combine data from diverse
sources, epidemiological studies, and compari-
son treatments, and increase understanding of
causes (Kessler, 1971).

Efforts to classify childhood disorders have
followed several traditions. The first involved
the development of clinically derived classifica-
tion categories based mostly on subjective con-
sensus, as characterized by the systems devel-
oped by the Group for the Advancement of

Psychiatry (1974), the World Health Organiza-
tion (1992), the Zero to Three/National Center
for Clinical Infant Programs (1994) and Diag-
nostic Classification of Mental Health and De-
velopmental Disorders of Infancy and Early
Childhood (DC:0–3R) Revision Task Force
(2005), and the American Psychiatric Associa-
tion (1980, 1987, 1994, 2000). Although it is
beyond the scope of this chapter to review
these systems in detail (see Achenbach, 1985;
DelCarmen-Wiggins & Carter, 2004), com-
monly occurring categories are exemplified by
those provided in DSM-IV-TR (APA, 2000).
These disorders of infancy, childhood, and ado-
lescence include ADHD; disruptive behavior
disorders such as oppositional defiant disorder
and conduct disorder; feeding and eating disor-
ders such as pica, rumination disorder, and
feeding disorders of infancy and childhood;
tic disorders such as Tourette’s disorder and
chronic motor or vocal tic disorder; elimina-
tion disorders such as enuresis and encopresis;
separation anxiety disorder; selective mutism;
reactive attachment disorder, and stereotyped
movement disorder. Also included in DSM-IV-
TR are developmental and learning disorders
such as mental retardation; learning disor-
ders in reading, mathematics, and written ex-
pression; developmental coordination disorder;
communication disorders such as expressive
language disorders, mixed receptive–expressive
disorders, language disorder, phonological dis-
order, and stuttering; and pervasive develop-
mental disorders, including autistic disorder,
Rett’s disorder, childhood disintegrative disor-
der, and Asperger’s disorder. In addition, many
other diagnostic categories for anxiety, mood,
and substance use disorders, and relational dis-
turbances used for adult diagnoses are also
used for children, with minor modifications in
symptom criteria or duration. DSM-IV-TR cri-
teria for assignment to specific categories are
presented throughout the chapters of this vol-
ume. Generally these criteria include the pres-
ence of a specified number of symptoms; a min-
imum time period during which the specified
symptoms must be present; developmental in-
appropriateness of those symptoms; age or age-
of-onset criteria; exclusionary criteria, if the
problem is secondary to other disorders; and
impairment in functioning.

In recognizing that a simple enumeration of
symptoms may not be sufficient for treatment
planning or predicting individual outcomes,
DSM-IV-TR also provides a multiaxial classifi-
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cation scheme that includes clinical disorders
and other conditions that may be a focus of
clinical attention (Axis I); personality disorders
and mental retardation (Axis II); general medi-
cal conditions (Axis III); psychosocial and envi-
ronmental problems (Axis IV); and global as-
sessment of functioning (Axis V). However,
only the first three axes constitute an official
diagnostic evaluation, and the amount of dif-
ferentiation for Axes I and II is disproportion-
ately large when compared with that for Axes
IV and V. In addition, although clearly impor-
tant, Axes IV and V presently have limited or
undetermined reliability or validity (Goldman
& Skodol, 1992; Van Goor-Lambo, 1987).

Efforts to increase the accuracy and reliabil-
ity of psychiatric diagnoses have resulted in the
development of a number of semistructured
and structured interview protocols for obtain-
ing information to assist in making a diagnosis.
Many of these are described in the chapters
that follow. There has been an increase in the
use of these procedures for the identification of
groups of children in assessment and treatment
outcome studies, and to a lesser extent clini-
cally. In this context, accurate DSM-IV-TR di-
agnoses offer some direction regarding the
range of behaviors/symptoms, settings, and as-
sociated features that might then be assessed
clinically in a more intensive idiographic fash-
ion (Powers, 1984). It is likely that until asses-
sors are willing, able, and provided with the in-
centives to invest the time and resources needed
to develop and promote a more empirically
based classification alternative to DSM-IV-TR
and its successor DSM-V (anticipated to ap-
pear in 2011) (Kupfer et al., 2002), administra-
tive requirements, the need to communicate
with other professionals, and the need for a
taxonomy to direct and organize research and
clinical activities will all contribute to the use
of DSM diagnoses as an important component
of DSA with children and families. At present,
there is simply no readily available alternative
(First, 2005).

A second major approach to the classifica-
tion of childhood disorders is an empirical one,
involving the use of multivariate statistical
methods such as factor and cluster analyses
(Achenbach, 1993; Achenbach & Rescorla,
2001; McDermott & Weiss, 1995; Reynolds &
Kamphaus, 2004). This approach assumes that
there are a number of independent dimensions
of behavior (i.e., traits), and that all children
possess these sets of behavior to varying

degrees. In contrast to classification ap-
proaches that use clinically derived categories
of childhood disorder, the dimensional ap-
proach focuses on empirically derived catego-
ries of behavioral covariation. Although empir-
ically derived classifications are more objective
and potentially more reliable, they also possess
associated problems. No classification system
can be better than the items that comprise it,
and, as noted by Achenbach (1985), “subjec-
tive judgment is involved in selecting the sam-
ples and attributes to be analyzed, the analytic
methods, and the mathematical criteria”
(p. 90). Other concerns that need to be ad-
dressed include (1) possible interactions be-
tween the methods of data collection (e.g., rat-
ings, direct observations, questionnaires), the
informants (e.g., parents vs. teachers), or char-
acteristics of the sample (e.g., ethnicity), and
the dimensions that emerge, and (2) the lack of
sensitivity of global trait dimensions to situa-
tional influences (e.g., duration of the disorder,
setting in which behavior is rated, when the
ratings are made).

Multivariate studies are consistent in identi-
fying two broad dimensions of child behavior
labeled “externalizing” and “internalizing.”
More specific syndromes that have been veri-
fied via confirmatory factor analysis include
aggressive behavior and rule-breaking behavior
(externalizing dimension), anxious–depressed,
withdrawn–depressed, somatic complaints (in-
ternalizing dimension), and attention prob-
lems, thought problems, and social problems
(Achenbach & Rescorla, 2001).

Much of the recent impetus for the develop-
ment of multivariate classification approaches
in child and family assessment comes from the
extensive work of Achenbach and his col-
leagues with the Child Behavior Checklist and
profile (Achenbach, 1991) and the Achenbach
System of Empirically Based Assessment
(ASEBA; Achenbach & Rescorla, 2000, 2001).
It is not possible here to do justice to the scope
and magnitude of this work and the research it
has generated (for a detailed discussion of this
approach, see Achenbach, 1985, 1993; Achen-
bach & Rescorla, 2001). Briefly, Achenbach
describes a number of advantages associated
with utilizing a taxometric integration of pro-
totypical syndromes, in which an individual
child may be classified on the basis of the simi-
larity of his or her profile of syndrome scores
with the centroid of each previously derived
profile type. Beginning with the rationale that

Chapter 1. Assessment of Child and Family Disturbance 15



child syndromes consist of imperfectly corre-
lated features, the argument is made that a
prototype-based view of classification is prefer-
able to one that employs the assignment of in-
dividuals to categories based on the presence of
a small number of essential or cardinal fea-
tures. Although it has been recognized that
the conceptual derivation of prototypes for
syndromes is possible (e.g., Horowitz, Post,
French, Wallis, & Siegelman, 1981; Horowitz,
Wright, Lowenstein, & Parad, 1981), opera-
tional definitions of prototypical syndromes
are ideally generated via multivariate statistical
analyses. It is argued that the use of quantita-
tive indices, standardized assessment data, and
computerized data processing permit the inte-
gration of large and complex datasets, reduce
the likelihood that information-processing bi-
ases influence clinical judgments, and enable
the clinician to focus on other, not easily stan-
dardized aspects of assessment and treatment.

As reflected throughout this volume, the use
of multivariate assessment procedures in the
DSA of children and families has increased
considerably (e.g., Reynolds & Kamphaus,
2002, 2004) and is a reflection of the increas-
ing availability and relative ease of use of these
procedures, the accumulation of evidence for
their validity in relation to a variety of assess-
ment purposes, and a growing interest in child
and parent perceptions as mediators of behav-
ior and behavior change. Many of the criti-
cisms of the multivariate approach from a DSA
perspective have been based on dissatisfaction
with the often global and ambiguous content
being assessed, the fact that information is
heavily based on subjective reports, and the
general lack of sensitivity to situational influ-
ences. However, these criticisms are not inher-
ent to the approach per se, because it is quite
possible to derive “syndromes” that are based
on other theories, have different contents, em-
ploy other methods, and sample a broader
range of settings than is currently the case.
Conceivably, syndromes of reaction types spe-
cific to particular situations (e.g., profiles of re-
action types to stressful family events, social
confrontation, medical procedures, or aca-
demic tasks) may also be derived.

More serious criticisms of the multivariate
strategy within a DSA framework is its no-
mothetic emphasis on comparisons between an
individual child and some group norm, and the
limited relevance of this approach in the design
of treatment strategies for individual children

(Peterson, 1968). Despite these criticisms, cur-
rent DSA has integrated standardized
multivariate assessments into clinical practice
in formulating treatment goals—for example,
in cases where the parent’s perceptions indicate
that the child is deviant, but observations of the
child’s behavior suggest otherwise (e.g., Mash,
Johnston, & Kovitz, 1983)—and as one out-
come measure for assessing the impact of treat-
ment on parent and teacher perceptions of the
child’s behavior.

A third approach to classification follows
from a developmental perspective on child psy-
chopathology. Although this perspective is of-
ten adopted in clinical practice, it has not had a
significant impact on formalized diagnostic
practices with children. For example, many of
the DSM-IV-TR categories for children are sim-
ple extensions of those used to categorize
adults, with minor changes to adjust for devel-
opmental level, and the focus of the multi-
variate approaches has been on the categoriza-
tion of individual behaviors and traits rather
than on the patterns of adaptation that charac-
terize different periods of development. The
classification system for children from birth to
3 years has a strong developmental emphasis
but has not, as yet, been systematically evalu-
ated in research or clinical practice (DC:0–3R
Revision Task Force, 2005; Lieberman,
Barnard, & Wieder, 2004).

In an insightful developmental perspective
on classification, Garber (1984) outlined many
of the complexities and challenges that underlie
this approach. Central to this view is the need
to assess children’s levels of functioning within
different developmental domains (e.g., emo-
tional, cognitive, social, physical) and their
patterns of coping in relation to major devel-
opmental tasks (e.g., regulation of biological
functions, attachment, dependence, autonomy,
self-control, conformity to rules). Children are
diagnosed in relation to their successes or fail-
ures in negotiating normative developmental
expectations and demands, and it is believed
that diagnostic models should emphasize adap-
tations and organizations of behavior at vari-
ous developmental levels, rather than static
traits, signs, or symptoms.

A developmental perspective is quite consis-
tent with the emphasis in DSA on describing
children’s reactions in relation to situational
demands, but it presents some formidable chal-
lenges in practice, not the least of which are
mapping out and defining “normative” devel-
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opmental sequences and creating a relevant
taxonomy of developmental tasks. Longi-
tudinal studies in child development and de-
velopmental psychopathology provide a rich
database from which to assess and classify de-
velopmental adaptations during the first few
years of life, and more recently, during middle
childhood and adolescence. This database in-
creases the promise of a developmentally an-
chored classification system, although this
promise is still a long way from being realized.
Nevertheless, a developmental perspective on
classification, and developmental models more
generally, are an integral part of DSA with chil-
dren and families.

The classification systems we have discussed
thus far, especially DSM-IV-TR and the multi-
variate approaches, have tended to focus exclu-
sively on the child. They are derived from mod-
els that generally view disorders as residing in
the child rather than in the ongoing and recip-
rocal interactions between the child and her or
his larger social system. However, individual
symptomatic and diagnostic variables are lim-
ited in characterizing children’s mental health
outcomes in the absence of information about
the child’s larger social context, including peer
and family relationships; home, school, and
neighborhood environments; and cultural and
societal factors (Achenbach & Rescorla,
2006b; Hoagwood, Jensen, Petti, & Burns,
1996). Classification models for describing
larger social systems, such as the parent–child
dyad (Egeland & Sroufe, 1981), sibling rela-
tionships (Ellis & DeKeseredy, 1994), the mari-
tal relationship (Weiss & Margolin, 1986), and
the family (Mash & Johnston, 1996a; Mink,
Meyers, & Nihara, 1984; Mink, Nihira, &
Meyers, 1983), are available but rarely used in
clinical settings. It is believed that these types of
classification approaches have the potential to
incorporate DSA emphasis on contextual influ-
ences into our diagnostic practices. Similarly,
there continues to be an enormous need in as-
sessments with children and families for the de-
velopment of taxonomies that describe sit-
uations (Mischel, 1977; Schlundt & McFall,
1987). Most assessment procedures continue
to focus on individuals, and the degree of mea-
surement sophistication achieved in describing
the situations in which children and families
function is still quite primitive, often reflecting
global topographical features of the setting,
such as home versus school. Elaborated classi-
fication schemes that reflect the differentiation

that occurs within settings are needed, and pre-
vious work on the ecological assessment of
environments should provide some direction in
this regard (e.g., Vincent & Trickett, 1983).
For example, the Classroom Environment
Scale (Moos & Trickett, 2002) examines class-
room environments in terms of relationship
(e.g., involvement, affiliation, teacher support),
personal growth (e.g., task orientation, compe-
tition), and system maintenance and change
(e.g., order and organization, rule clarity,
teacher control, innovation).

On a final note, some efforts have been
made to integrate categorical and dimensional
approaches in DSA through the development
of DSM-oriented scales based on items from
multivariate scales judged by expert mental
health professionals to be consistent with
DSM-IV-TR diagnostic categories (Achenbach
& Rescorla, 2001). In addition, there have
been discussions regarding possible ways to
incorporate multivariate approaches into fu-
ture revisions of the DSM (First, 2006). The
view at this time seems to be that this may
likely occur with respect to Axis II personal-
ity disorder categories (see Shiner, Chapter
17, this volume), but not Axis I clinical disor-
der categories (Watson & Clark, 2006).
Finally, another alternative may be to give up
the notion of one all-encompassing diagnostic
system in favor of the idea that different sys-
tems of classification may be needed for dif-
ferent purposes, for example, in relation to
meeting clinical versus research needs, or for
different clinical assessment purposes (e.g., di-
agnosis vs. case formulation).

Outcomes of Labeling Children

Much has been written about both positive and
negative aspects of assigning diagnostic labels
to children. On the positive side, it is argued
that labels help to summarize and order obser-
vations; facilitate communication among pro-
fessionals with different backgrounds; guide
treatment strategies in a global fashion; put
clinicians in touch with a preexisting, rele-
vant body of more detailed research and clini-
cal data; and facilitate etiological, epidemiolog-
ical, and treatment outcome studies (Rains,
Kitsuse, Duster, & Friedson, 1975). On the
negative side are criticisms regarding how ef-
fective current diagnostic labels are in achiev-
ing any of the aforementioned purposes, and
concerns about the negative effects of assigning
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labels to children (Hinshaw, 2006). Possible
negative effects include how others perceive
and react to the children (Bromfield, Weisz, &
Messer, 1986), and how the labels influence
children’s perceptions of themselves and their
behavior (Guskin, Bartel, & MacMillan,
1975).

The most important outcomes associated
with the labeling of disturbed children may not
be the ones associated with labeling or diagno-
sis by professionals. Rather, the informal label-
ing processes surrounding child and family
behavior, and the interpretations of formal la-
bels by parents, teachers, peers, and children
themselves are likely to have the greatest im-
pact (e.g., Coie & Pennington, 1976; Compas,
Friedland-Bandes, Bastien, & Adelman, 1981;
Dollinger, Thelan, & Walsh, 1980). Further
study and assessment of the general beliefs and
everyday cognitions of parents and teachers,
how parents and teachers use labels to organize
their experiences with both normal and dis-
turbed children, and how such labeling influ-
ences their responses to and feelings about chil-
dren are likely to increase our understanding
of child and family disturbances (Sigel,
McGillicuddy-DeLisi, & Goodnow, 1992).
Several lines of research that appear promising
in this regard include studies that have exam-
ined labeling and attribution processes in par-
ents of disturbed and nondisturbed children
(Bugental & Johnston, 2000), and those that
have looked at “parents as problem solvers” in
common, but demanding, childrearing sit-
uations (e.g., crying, noncompliance, refusal,
trips to the supermarket) (Holden, 1985a,
1985b). Labeling is a prepotent human re-
sponse, and there is a need to find methods to
assess the usual ways in which those interacting
with the children organize child behaviors. In
identifying the types of labels used, the condi-
tions under which they are used, and the effects
associated with their use, it is likely that we will
need to consider the unique characteristics of
the interactants, as well as those universal pro-
cesses that characterize humans as information
processors (Kanfer, 1985).

Etiological Assumptions
Regarding Childhood Disorders

Several important points concern the relation-
ship between DSA and etiological assumptions
about childhood disorders:

1. The first point concerns multiple causal-
ity. Given that the child is embedded in a com-
plex and changing system, it is likely that many
potentially relevant controlling variables con-
tribute to the problem and need to be assessed,
including physical and social-environmental
events, and intraorganismic variables of both a
neurobiological and a cognitive nature.

2. No a priori assumptions are made regard-
ing the primacy of controlling variables that
contribute to child and family disorders. This
view rejects particular sets of controlling vari-
ables as being more important than others
(e.g., physical vs. social causes) either contem-
poraneously or historically, and is intended to
counteract the popular belief in many child as-
sessment and treatment settings that the identi-
fication of malfunctioning physical systems
through medical examination, neuropsycho-
logical testing, or historical information some-
how provides a more fundamental explanation
for the child’s problems. Such an analysis is
both incomplete and inaccurate, because it
gives greater weight to physical causes in ex-
plaining child behavior and ignores potential
psychosocial and environmental influences of
equal or greater importance.

3. Although no assumptions are made in
DSA regarding the primacy of etiological influ-
ences, primacy may be given to certain vari-
ables when they are suggested by data, or
because of their methodological or practical
feasibility. Variables that are observable, easily
measured, and readily modified may become
the focus for assessment when such an ap-
proach facilitates remediation of the problem.

4. It is assumed that there is an ongoing and
reciprocal interaction among relevant control-
ling variables, so that attempts to identify origi-
nal causes in assessment are not likely to be
fruitful. Putative causes that occur earlier in de-
velopment (e.g., birth injury or social depriva-
tion) are important, but they are not assumed
to be more significant contributors to the child
and family’s difficulties than contemporaneous
physical and social processes.

5. The processes by which relevant control-
ling variables for most deviant child and family
behaviors exert their influence are assumed to
be similar and often continuous with those for
nondeviant behavior. Principles related to basic
biological and social processes are equally ap-
plicable in understanding both deviant and
nondeviant behavior.
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6. Although controlling variables that are
contemporaneous and situationally present are
frequently emphasized as important influences
in DSA, there is also the need to consider both
extrasituational and temporally more remote
events. For example, stressors such as marital
discord have a direct impact on a mother’s im-
mediate reaction to her child’s behavior (Davies
& Cummings, 2006). Passman and Mulhern
(1977) have shown that a mother’s puni-
tiveness toward her child increases with the
amount of external stress to which she is ex-
posed, and Wahler (1980) has reported an
inverse relationship between contacts with
people outside the family and child behavior
problems. Children’s behaviors in situ repre-
sent only one contributor to parental reactions
(e.g., Mash & Johnston, 1983), which may be
influenced by not only external factors of the
types just mentioned (Dunst & Trivette, 1986)
but also the general rules, strategies, and prop-
ositions that parents apply in interacting with
their children (Dix & Ruble, 1989; Geller &
Johnston, 1995; Lytton, 1979). These influ-
ences may explain why treatment-related
changes in children’s behavior do not necessar-
ily lead to changes in parental perceptions or
reactions to their children.

DIMENSIONS OF DSA

One of the most salient characteristics of devel-
oping children is the active interplay that takes
place between each child and her or his biologi-
cal makeup, physical and social environments,
and the cultural milieu into which the child is
born. Guided by genetic endowment and matu-
ration, relentlessly striving to understand the
surrounding physical realities and social expec-
tations, the child is nurtured, shaped, and so-
cialized. No passive partners in this dialogue,
children in turn shape their social world, and
set their own expectations and demands (Bell
& Harper, 1977; Emery, Binkoff, Houts, &
Carr, 1983). This developmental engagement is
characterized by conflict and equilibrium in the
physical, cognitive, emotional, and social do-
mains, and almost always by quantitative and
qualitative movement and change. Any assess-
ment of children and families must begin with
recognition of the ebb and flow of this develop-
mental dialogue, because it has critical implica-
tions for the manner in which child behaviors

are conceptualized, measured, classified, diag-
nosed, modified, and evaluated. The
recognition that child and family behaviors are
embedded within normative developmental se-
quences guided by organizational principles,
and that they occur within a nested hierarchical
context of interacting micro- and macrosocial
influences (Bronfenbrenner, 1986; Cicchetti,
2006), necessitates a view of DSA that reflects
both the uniqueness and the multidimensio-
nality of children. This view leads to a number
of important generalizations regarding assess-
ment:

1. Developing children represent a unique
population that requires special assessment
considerations of a conceptual, methodologi-
cal, and practical nature.

2. The assessment of childhood disorders
necessarily involves normative judgments as to
what constitutes (a) developmental deviation,
(b) performance variation in relation to an ap-
propriate reference group, (c) developmentally
appropriate adaptation to a range of situa-
tional demands, and (d) unexpected deviation
from a projected course of individual develop-
ment. Of necessity, judgments usually include
comparisons of a child with both group and
self-referent norms.

3. Assessment of children and their families
invariably involves multiple targets, including
somatic and physiological states, behaviors,
cognitions, and affects.

4. Given the large number and variety of
factors at the individual and systems levels im-
plicated for most child and family disorders,
decision rules are needed for the selection of
meaningful targets for assessment and inter-
vention (Evans, 1985; Mash, 1985). When one
considers the potentially infinite number of
variables and their interactions that could be
assessed in disturbed family systems, it is clear
that evidence-based decision rules are needed
to determine what factors should and should
not be assessed, and by what methods.

5. The situations in which children function
are varied and include family, day care, school,
formal and informal peer groups, and other
neighborhood and community settings. Em-
bedded within each of these global settings are
numerous subsettings. In light of this, multi-
situational analysis is the rule in DSA, and one
of the tasks of assessment is to determine which
aspects of the child’s functioning are unique to
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specific contexts, and which occur across situa-
tions.

6. The pervasiveness of developmental
change and situational variation in children
suggests the need to assess patterns of behavior
over time, as well as more global situational
consistencies, in the family, neighborhood,
community, and culture.

Special Considerations in Assessing Children

Although the assessment of children has much
in common with the assessment of adults, nu-
merous conditions and constraints are associ-
ated with assessing children are not ordinarily
encountered when assessing adults, including
many unique ethical and legal concerns (e.g.,
Koocher & Rey-Casserly, 2003; McGivern &
Marquart, 2000; Melton, Ehrenreich, & Ly-
ons, 2001; Rae, Brunnquell, & Sullivan, 2003).
The uniqueness of child assessment follows
from generalizations about children as a group,
characteristics of children and their contexts
during different periods of development that
may interact with the types of assessments be-
ing conducted, and common features of situa-
tions in which children ordinarily function and
in which they are assessed.

Rapid and Uneven Developmental Change

With respect to generalizations about children
as a group, a noteworthy characteristic is their
rapid and uneven developmental change (Ev-
ans & Nelson, 1977). Such change has implica-
tions for judgments concerning child deviance
and the selection of appropriate methods of as-
sessment. Studies have described both the age
trends for many child behaviors and ways in
which the social significance and meaning of a
problem may vary with the age of the
child (e.g., Achenbach & Edelbrock, 1981;
Achenbach, Howell, Quay, & Conners, 1991).
Many behaviors that are common at an earlier
age are considered inappropriate in an older
child (e.g., noncompliance, tantrums). Some
childhood problems, for example, some types
of antisocial behavior, suggest a pattern of “ar-
rested socialization” (Patterson, 1982).

Developmental deviation has been defined
empirically in relation to a variation from ob-
served behavioral norms for children of a simi-
lar age and gender (Achenbach & Edelbrock,
1981); theoretically, either in terms of a devia-
tion from some expected behavioral pattern

characteristic of particular stages of cognitive
or psychosexual development (Santostefano,
1978); or in terms of the child’s failure to reor-
ganize his or her behavior over time in relation
to age-appropriate developmental adaptations
(Greenspan & Porges, 1984).

Cross-sectional and longitudinal data de-
scribing age trends for a range of normal and
problem child behaviors are beginning to ac-
cumulate (Bongers, Koot, van der Ende, &
Verhulst, 2003). Prior data based exclusively
on global parent reports are being buttressed
by direct observations of ongoing social inter-
actions. Information concerning proportions of
children at different ages exhibiting various
problems is also being reinforced with more
specific information about children’s success or
failure in making age-related adaptations, such
as the formation of a secure attachment, the de-
velopment of purposeful communication, and
the regulation of emotions. Much of this re-
search conducted in the area of developmental
psychopathology is just beginning to find its
way into clinical assessments with children and
families (Cicchetti & Cohen, 2006c). Making
normative judgments in the context of adapta-
tions over time is quite compatible with the as-
sumptions of DSA, because an organizational
approach requires careful specification of situ-
ational demands (e.g., developmental tasks).

Normative information describing qualita-
tive changes across age is needed. Although
qualitative change is difficult to assess, it would
appear that many childhood problems, such as
fears (Southam-Gerow & Chorpita, Chapter
8, this volume), ADHD (Smith, Barkley, &
Shapiro, Chapter 2, this volume), and conduct
disorder (McMahon & Frick, Chapter 3, this
volume), change both qualitatively and quanti-
tatively with age. Judgments regarding devi-
ance and normality need to be made in relation
to both types of change.

Rapid and uneven developmental change
also carries implications for the stability or in-
stability of assessment information over time.
Behavior at one age may not be predictive of
behavior at a later time; this is especially true
for assessments with very young children. For
example, in examining aggressive behavior in
males, Olweus (1979) reported that the degree
of stability tended to decrease linearly as the in-
terval between the two times of measure-
ment increased, and that stability in aggressive
behavior could be broadly described as a posi-
tive linear function of the interval covered and
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the subject’s age at the time of the initial mea-
surement.

Plasticity and Modifiability

A second characteristic of children as a group
that has implications for assessment and treat-
ment relates to the plasticity and modifiability
of infants and young children in relation to en-
vironmental influences. Experience can shape
both behavior and neural structure and func-
tion (Cicchetti & Curtis, 2006). Because chil-
dren’s behavior is under the strong and imme-
diate social control of parents, teachers, and
other children, the need for assessment of these
environmental influences is usually greater
than that in assessments with adults. Yet this
process is also reciprocal, in that genetically
guided and managed neural structures and
functions can influence what is experienced
and even determine the very process of learning
itself. For instance, the extent to which young
children perceive particular stimuli or events as
threatening, thus warranting fear or even a
flight response, can vary in part due to genetic
variation of this trait within the population.
However, the extent to which the child has
been previously exposed to highly fearful and
traumatic events may also sensitize the child to
fear reactions in similar future exposures, be-
yond what his or her genetic endowment may
have affected. Hence, modifiability is an inter-
active and potentially reciprocal process.

Age and Gender

A third characteristic of developing children is
their diversity, both within and across ages.
There is a need to integrate developmental
principles into assessment and treatment
(Edelbrock, 1984; Yule, 1993). Developmental
characteristics such as a child’s age and gender
have implications for not only judgments about
deviance but also choice of the most appropri-
ate assessment methods. One obvious develop-
mental consideration relates to the constraints
placed on the use of child self-report measures
as a function of age-related language and cog-
nitive abilities. The nature of children’s reac-
tion to being observed and their understanding
of assessment purposes also vary with age. As-
sessments of young children may be affected by
the children’s wariness of strangers, whereas
adolescents may also be wary of assessment by
adults, but for quite different reasons.

A child’s gender also plays an important role
in judgments of deviance, with concomitant
implications for the interpretations of assess-
ment information. Norms used to make judg-
ments about child behavior and the overt
behavioral reactions of parents and teachers
vary as a function of whether a child is male or
female. Studies have also revealed differences
in the rates and expression of childhood disor-
ders for boys and girls (see Bell, Foster, &
Mash, 2005). The dimensions that emerge
from multivariate studies of child behavior
problems differ for boys and girls after the age
of 3 (Achenbach, 1993), and recent work sug-
gests that the same disorder (e.g., depression,
conduct disorder) may manifest itself in differ-
ent ways depending on the sex of the child (Bell
et al., 2005).

Common Features of Assessment Situations

Several common features in the types of situa-
tions in which children are typically evaluated
have implications for assessment (Evans &
Nelson, 1977; Mash & Terdal, 1997b). Child-
hood distress is typically framed in terms of its
impact on others. Children are referred by
adults, which means that children who are not
experiencing subjective distress may not under-
stand the reasons they are being assessed (Reid,
Patterson, Baldwin, & Dishion, 1988; Yeh &
Weisz, 2001). Adult referral suggests the need
to consider factors that have been shown to in-
fluence the referral process, including the type
and severity of problem, parent and teacher
characteristics, social class, and culture.

There is a strong relationship between learn-
ing difficulties and behavior problems in child-
hood, and child assessments are often carried
out in the context of cognitive/intellectual eval-
uations (Reynolds & Kamphaus, 2003a;
Sattler & Hoge, 2006) or response to interven-
tion procedures (Speece & Hines, Chapter 13,
this volume). The co-occurrence of learning
and behavior problems in children reflects the
more general observation that problem child
behaviors rarely occur in isolation. This means
that child assessment is typically multidisciplin-
ary, involving a range of professionals, includ-
ing educators, psychologists, speech patholo-
gists, and a variety of health personnel.

It is common for children referred for assess-
ment to undergo repeated evaluations. This is
especially the case for children with chronic
disabilities or conditions, for whom repeated
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evaluation and planning are often mandated by
legislative requirements. Children who display
less severe or acute problems also undergo re-
peated evaluations, reflecting both the frag-
mentation that is characteristic of mental
health delivery systems for children and fami-
lies, and, more positively, the need to re-
evaluate children following behavioral or ed-
ucational treatment programs. Repeated
evaluations necessitate that assessment meth-
ods for children be robust across ages and rela-
tively insensitive to the effects of practice.

Normative Comparisons

We have commented a number of times on
both the benefits and limitations of normative
comparisons. Normative information provides
a way to establish an individual child’s position
on some dimension relative to the performance
of other members of a suitable reference group.
To make valid normative comparisons, valid
norms are needed that reflect the distribution
of scores in the populations of interest
(Achenbach, 2001). Once this condition is met,
it is important to examine issues related to the
utility of normative comparisons generally and
to the kinds of normative information that are
likely to be most useful. Hartmann, Roper, and
Bradford (1979) outlined a number of poten-
tial uses for normative comparisons in assess-
ment:

1. Normative comparisons are frequently
useful in identifying deficient or excessive per-
formance, as would be the case when a child
engages in excessively high rates of aggressive
behavior. Normative information about rates
of aggression in comparable situations by com-
parable children, depending on social judg-
ments and reactions to the behavior, may serve
to identify the child as having a problem.

2. When complaints about children reflect
parental expectations that differ markedly
from existing norms, as is the case in some abu-
sive family situations (Mash et al., 1983), the
focus and type of intervention may differ mark-
edly from that used in the absence of such nor-
mative information.

3. When norms suggest that childhood
problems are common or transient at particu-
lar ages (e.g., early reactions to separation, cer-
tain fears, bedwetting), such information may
be used to guide decisions regarding the need
for intervention. This is not to argue that nor-

mative difficulties are not a real concern for the
child and family, or that educative or coping
strategies would not be helpful in dealing with
these problems. Normative disruptive behavior
should not be considered “normal” without
careful consideration of the context in which it
occurs and its relationship to other responses
and other individuals. Most normative behav-
iors, especially those derived from multivariate
studies, are typically presented in terms of their
frequency of occurrence for the general popula-
tion. For example, Edelbrock (1984) noted that
“arguing” was reported as a problem by more
than half of the parents of nonreferred chil-
dren, and “the fact that it is such a common
complaint about normal children suggests that
it should not receive high priority as a target
for clinical treatment” (p. 29). However, it is
possible that the “functions” of arguing in a
group of children referred for treatment are
qualitatively different than those in a non-
referred population, so that in one group argu-
ing functions as a cue for further escalation of
coercive behavior, whereas in another group it
may not (Patterson, 1982). Under these cir-
cumstances, frequent reports of arguing in non-
clinic samples would not provide a sound basis
for giving this response a low priority in treat-
ment for clinic-referred children. Nevertheless,
in many instances, knowledge that a problem
is common and transient suggests that ex-
tensive clinical intervention is not required
(Achenbach, 2001).

4. When there are norms for skilled versus
inept performances, such information may be
used to establish both intermediate treatment
targets and long-term treatment goals, and to
assess whether or not these goals have been
met.

5. Norms may be useful for grouping chil-
dren into relatively homogeneous treatment
groups that subsequently could produce
greater precision with respect to the most effec-
tive types of treatment for children with partic-
ular difficulties.

6. Normative information for specific as-
sessment measures may enhance the compara-
bility of findings obtained through different
data sources. For example, parent report and
direct observation measures may yield equiva-
lent information when the scores on each re-
flect a similar degree of deviation, as in the case
of a child rated one standard deviation above
the mean on two different methods use to as-
sess children’s aggressive behavior.
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7. Normative information may be useful in
evaluating the clinical significance or social va-
lidity of treatment outcome, for example, to
determine whether the treated child’s behavior
is comparable to that of nonproblem children
following treatment. Researchers have noted
improvement in the behavior of children with
ADHD and conduct disorder with treatment,
but a significant number of these children con-
tinue to function outside the normative range
(Barkley & Guevremont, 1992; Kazdin &
Esveldt-Dawson, 1987).

Although these described uses of norms refer
primarily to behavior, normative information
regarding situational factors may also help to
identify some high-risk situations for the devel-
opment of particular problems. For example,
normative information regarding the quality of
the child’s school environment (e.g., high ex-
pectations, good group management, effective
feedback and praise, setting of good models of
behavior by teachers, pleasant working condi-
tions, and giving students positions of trust and
responsibility) may serve as a basis for the de-
tection of early problems when such conditions
are deficient, with a subsequent focus on pre-
vention (Rutter, 1979). Similarly, norms re-
garding the presence or absence of certain
family background variables for particular
childhood disorders—for example, those re-
lated to parental antisocial personality disorder
(Frick et al., 1992) or child abuse (Crooks &
Wolfe, Chapter 14, this volume)—may also
serve to identify high-risk situations. In gen-
eral, norms for contextual factors have re-
ceived far less attention than those for individ-
ual child behaviors.

Selection of Treatment Goals

The identification of behaviors that are tar-
geted for change has been a hallmark of DSA
with children and families. However, many re-
ports begin with a designation of the problem
to be treated, with little information about the
decisional processes utilized in this selection. A
number of important points concerning the se-
lection of target behaviors for treatment as one
outcome of the assessment process have been
made (Mash & Terdal, 1997a):

1. Models of therapy and assessment that
focus on a single target behavior as being syn-
onymous with the goals of treatment provide

incomplete representations of both the assess-
ment and change process.

2. An appropriate representation of the
problem space for DSA is provided by a sys-
tems framework that encompasses a wide
range of potentially important responses, indi-
viduals, and contexts that might be contribut-
ing to the problem.

3. Such systems representations of the
child’s and family’s problems require decision
rules for determining how best to conceptualize
the system of interest and what aspects of the
system should be modified to bring about the
most widespread, meaningful, and lasting
changes.

4. In practice, decision rules that are often
employed in assessment reflect the theoreti-
cal preferences and subjective judgments of
practicing clinicians (e.g., Nurcombe, Drell,
Leonard, & McDermott, 2002). Such clinical
decision making is subject to a variety of
information-processing errors, many of which
stem from the basic limitations (e.g., limited at-
tention and memory) of human information
processors to deal with complex datasets under
conditions that often involve time pressures
and high levels of uncertainty (Achenbach,
1985; Cantor, 1982).

5. An actuarial approach to the selection of
treatment goals, and the ways these goals
might be most effectively achieved, offers
promise as an adjunct to clinical decision mak-
ing (Achenbach, 1985; Cattell, 1983). The
ready availability of computers may facilitate
such an approach (Farrell, 1991).

6. If treatment goals are conceptualized in a
systems framework, then the derivation of em-
pirically based decision rules for intervention
requires that structural and functional interre-
lationships between different aspects of the sys-
tem be documented and described. The identi-
fication of constellations of target behaviors
and response covariations becomes important
(Kazdin, 1982, 1985; Voeltz & Evans, 1982).

7. Target behavior selection is conceptual-
ized as a dynamic and ongoing process in
which information derived from assessment
and the impact of various interventions may be
utilized in reformulating treatment goals. Such
an approach is consistent with the DSA em-
phasis on the important relationship between
assessment and treatment. Not only does as-
sessment information lead to treatment recom-
mendations but also treatment outcomes are
used to determine the need for additional as-
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sessment and reformulation of the problem as
necessary (Weisz, Chu, & Polo, 2004).

These points emphasize that specification of
target behaviors for the individual child, by it-
self, is not likely to provide a complete repre-
sentation of the family’s difficulties or the range
of desired treatment goals. Nevertheless, infor-
mation concerning the types of child behaviors
that are often the focus of intervention can be
useful within the context of a broader decision-
making framework (Mash & Terdal, 1997a).
Such information reflects both conceptual and
empirical guidelines that commonly underlie
target behavior selection.

Some of the more commonly mentioned con-
ceptual guidelines for selecting and prioritizing
behaviors for treatment include the following:

1. The behavior is considered to be physically
dangerous to the child and/or to others in
the child’s environment.

2. The behavior should provide an entry point
into the natural reinforcement community
of the child.

3. The behaviors selected should be positive,
to avoid a problem focus in treatment.

4. Behaviors viewed as essentials for develop-
ment should be given high priority. For
example, language, cognitive development
and school performance, motor skills, rule-
governed behavior, problem-solving skills,
and peer relationships are common treat-
ment targets. Implicit in this emphasis is the
notion that many of these behaviors are em-
bedded in normal developmental sequences,
such that the failure to take corrective ac-
tion early results in cumulative deficits,
with the child falling even further behind.

5. Behaviors viewed as essential early elements
for more complex response chains have also
received priority. Classes of general imita-
tive behavior, compliance, and cognitive
styles have been viewed as requisite behav-
iors that enable a range of other responses.

6. Behaviors that maximize the flexibility of
the child in adapting to new, changing
environments are viewed as important
treatment targets. The emphasis on teach-
ing children general coping skills and self-
regulatory strategies is consistent with this
notion.

7. Behaviors that dramatically change the ex-
isting contingency system for the child (e.g.,
parent management training), such that

maladaptive environmental reactions to the
child are altered, are viewed as likely to
contribute to long-term benefit.

Some of the more commonly cited empirical
criteria for selecting particular child behaviors
for treatment include the following:

1. The behaviors are consistent with some de-
velopmental or local norms for perfor-
mance.

2. The behaviors have been shown, as a result
of careful task analysis, to be critical com-
ponents for successful performance; teach-
ing classroom survival skills such as on-
task behavior, attending, or peer discussion
about class work is an example of this ap-
proach.

3. The behaviors are subjectively rated as posi-
tive by recognized community standards.

4. The behaviors effectively discriminate be-
tween “skilled” and “nonskilled” perform-
ers.

5. The behavior’s natural history is known to
have a poor long-term prognosis.

Multisituational Analysis

Information about the context in which the
child’s behavior, cognitions, and affects occur is
an essential ingredient for any DSA concerned
with the assessment of relevant controlling
variables to be utilized in the design of effective
treatments. Contextual information is crucial,
because children function in many different set-
tings. The criterion for what constitutes “com-
petent” performance is likely to vary with the
parameters of the situation, suggesting the need
for situation-specific measures of behavior
(e.g., Dodge, McClaskey, & Feldman, 1985)
and ecological assessments (Willems, 1973,
1974). Despite the acknowledged importance
of assessing situations in DSA with children
and families, it continues to be an area of rela-
tive neglect. Greater within-situation differenti-
ation, which recognizes both differences and
potential functional similarities in dissimilar
environments, will be needed if the potential of
situational analysis for the development of ef-
fective interventions is to be realized.

One type of molecular situational analysis
has examined children’s differential responses
to varying social stimuli, for example, par-
ents’ use of different types of commands or
language constructions to direct their chil-
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dren’s behavior (Forehand, 1977). Other stud-
ies have attempted to identify different types of
home, classroom, or institutional situations or
task structures that predict particular child
responses. For example, home situations in
which the mother is occupied; time constraints,
such as dinnertime, bedtime, getting dressed,
going to school; or situations involving social
evaluation, such as visits to others’ homes, go-
ing to the store, or visits to restaurants increase
the likelihood of problem behavior in both nor-
mal and disturbed children (DuPaul & Barkley,
1992).

Other studies have examined classroom ac-
tivity structures that predict different types of
child social and academic behavior; examples
include instructional arrangements (Green-
wood, Delquadri, Stanley, Terry, & Hall,
1985), group versus individual activities
(Patterson & Bechtel, 1977), quiet versus noisy
conditions (Whalen, Henker, Collins, Finck, &
Dotemoto, 1979), self-paced versus other-
paced activities (Whalen et al., 1979), room
size, seating arrangements, groupings of chil-
dren based on different levels of ability, and
formal versus informal task requirements (Ja-
cob, O’Leary, & Rosenblad, 1978). Similar
variables have been examined in institutional
and day care environments. In addition, gen-
eral environmental conditions related to space,
noise, and temperature are variables of poten-
tial importance. For example, systematic varia-
tions in the rates of desirable and undesirable
child behavior in the home associated with
temporal and climatic variables, such as time of
day, day of the week, precipitation, and tem-
perature, have been reported (Russell &
Bernal, 1977).

It is likely that situational variation will
moderate not only behaviors but also
cognitions and affects in family members. For
example, in examining cognitions relating to
perceptions of equity within the marital rela-
tionship, such perceptions may differ depend-
ing on the context that is being assessed (sex, fi-
nances, etc.). As mentioned previously, there is
a need to develop a taxonomy of situations to
guide both research and applied work in child
and family DSA. In attempting to build such
situational taxonomies, the following remarks
by Mischel (1977) are of importance:

Depending on one’s purpose many different classi-
fications are possible and useful. To seek any sin-
gle “basic” taxonomy of situations may be as fu-

tile as searching for a final or ultimate taxonomy
of traits; we can label situations in as many differ-
ent ways as we can label people. It is important to
avoid emerging simply with a trait psychology of
situations, in which events and settings, rather
than people, are merely given different labels. The
task of naming situations cannot substitute for the
job of analyzing how conditions and environ-
ments interact with people in them. (pp. 337–338)

Expanded Temporal and Contextual Base

DSA assessment focuses on both contempora-
neous behavior and controlling, as well as
more distal, conditions. Current influences in-
clude those that are proximal to the behavior in
time and to the situation in which the child’s
behavior is assessed. For example, an assess-
ment of parent–child interaction may examine
controlling variables in terms of the parents’ re-
sponses to the child in that situation (e.g., cues
and consequences). In such an assessment,
developmental–historical information may not
be given a particularly important role, and the
parents’ response could be viewed as a direct
reaction to the child’s immediate behavior in
the situation rather than the result of the cumu-
lative effects of many prior experiences with
the child, or the parents’ belief systems. How-
ever, numerous findings indicate that parents’
responses are based on more than the immedi-
ate behaviors of their children. For example,
parents of aggressive children may respond
harshly, even when their children are behaving
appropriately (Patterson, Reid, & Dishion,
1992). Thus, assessing developmental and his-
torical factors, in addition to parent and child
behaviors in the immediate situation, is impor-
tant to understanding the parent–child interac-
tion.

Similarly, broader contextual factors, such as
parental personality, family climate, peer rela-
tions, marital relationships, family support,
and community conditions, have been shown
to be potent sources of influence for child
behavior—indeed, as or more important than
the reactions of significant others to the child’s
behavior at the time of its occurrence (Mash &
Dozois, 2003). Given the multitude of situa-
tionally and temporally remote distal events
that have been shown to be important determi-
nants of child and family behavior and of treat-
ment outcomes, a relative emphasis on the as-
sessment of proximal information within a
broader developmental, temporal, and social
context is essential.
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METHODS OF ASSESSMENT

DSA methods are much the same as those used
in assessments with children and families more
generally. They include unstructured and struc-
tured interviews, checklists and questionnaires,
self-monitoring procedures, analogue assess-
ments, psychophysiological recordings, and di-
rect observation. The uniqueness of the meth-
ods used in DSA is based on the assumptions
underlying the approach as we have described
them, how the methods are used, and how the
results are interpreted and integrated into treat-
ment.

The chapters in this volume provide com-
prehensive reviews of the methods used to as-
sess a wide spectrum of childhood disorders
and problems. In the discussion that follows,
we highlight prevalent concerns and issues as-
sociated with the use of particular methods.
We emphasize again that the major underly-
ing theme of this volume is that methods are
best used in relation to specific purposes for
children displaying specific types of problems.
Nevertheless, because part of the assessment
task initially is to identify the problem cat-
egory that best describes the individual
child and his or her family, some methods
(e.g., screening instruments, diagnostic inter-
views, general behavioral checklists) are not
problem-specific. In addition, a number of as-
sessment methods have applicability across
different problems, which is important be-
cause so many children referred for assess-
ment are known to display multiple problems
and disorders.

Selection of Methods

When we consider the literature on clinical as-
sessment of children and families, along with
writings in child development, abnormal child
psychology, developmental psychopathology,
education, and child psychotherapy, there is
clearly no shortage of available instruments
with which to assess children and families
(Kazdin, 2005). Numerous checklists and cod-
ing systems have been developed to assess child
behavior, parent–child interaction, and family
interaction. In other areas, such as social sup-
port or family stress, the number of available
measures is also large. What is lacking at this
time seems to be an agreed-upon set of deci-
sional criteria and rules concerning which of
the available measures are best suited for par-
ticular purposes, and when and how these mea-

sures are to be used (Hunsley & Mash, 2007;
Mash & Terdal, 1997a).

In practice, the most frequently used deci-
sion criteria often equate the quantity and
quality of assessment information. This rather
crude heuristic assumes that the best assess-
ments sample as many domains as possible, us-
ing the widest variety of methods. Traditional
test batteries, in which children receive a stan-
dardized evaluation that includes an interview
with the parent and/or child, an IQ test, a pro-
jective personality test, and a test for organicity
or perceptual dysfunction, illustrate this ap-
proach. Long-standing criticisms of these
procedures as being insufficient for diagnosis
and treatment have come from clinicians
across a range of theoretical orientations (e.g.,
Santostefano, 1978).

Although there is much empirical support
for the notion that different methods of assess-
ment may, and often do, yield different kinds of
information, the view that use of multiple
methods result in a truer or more useful de-
scription of the child and family has not been
adequately tested. In some instances, the accu-
mulation of greater amounts of information in
the clinical context may actually serve to re-
duce accuracy, while increasing judgmental
confidence (Nisbett, Zukier, & Lemley, 1981).
With large amounts of information, the influ-
ence of relevant diagnostic data may be diluted
by the presence of an increased number of
nondiagnostic features. It is important that at-
tention be given to the incremental validity as-
sociated with use of multiple methods to avoid
redundancy and the perpetuation of potentially
unnecessary and costly procedures. “Incremen-
tal validity” refers to the extent to which addi-
tional information contributes to the predic-
tion of a variable beyond what is possible with
other sources of data (Hunsley & Mash, 2007).
For example, does obtaining additional assess-
ment information improve the efficiency and
outcome of treatment (Hayes & Nelson, 1987,
1989; Hunsley & Meyer, 2003; Johnston &
Murray, 2003)?

The many purposes for which assessments
with children and families are carried out indi-
cate that referred children need not be assessed
in all possible ways (Mash & Hunsley, 2005b).
What factors contribute to decision making re-
garding the selection of methods? Although it is
not possible to discuss all factors in detail, the
choice of assessment methods for a particular
case is based on considerations such as the pur-
pose(s) of the assessment (e.g., screening vs.
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treatment evaluation), the nature of the problem
(e.g., overt vs. covert, chronic vs. acute), the
characteristics of the child (e.g., age, sex, cogni-
tive and language skills) and of the family (e.g.,
social class, education, single parent vs. intact
marriage), the assessment setting (e.g., clinic,
home, classroom), characteristics of the assessor
(e.g., conceptual preferences, level of training,
available time and resources), and characteris-
tics of the method (e.g., standardization, reli-
ability, validity, clinical utility, complexity, sensi-
tivity to treatment change, amount of technical
resources or training required for use, feasibility
in clinical practice). These and other consider-
ations in selecting particular methods to assess
specific childhood disorders are discussed in
each of the chapters of this volume.

Interviews with Parents and Others

Regardless of therapeutic orientation, and de-
spite numerous criticisms concerning reliability
and validity, the clinical interview continues to
be the most universal assessment procedure
(Sattler, 1998). However, the interviewer’s be-
haviors and expectations, the kinds of informa-
tion obtained in the interview, the meaning
given to that information, and the degree of
standardization vary across therapeutic orien-
tations and purposes (Sattler & Mash, 1998).
As an information-gathering procedure, clini-
cal interviews are used flexibly on repeated
occasions and are frequently integrated with
other types of assessment information, such as
observations of family interaction to assess, for
example, family problem-solving skills, readi-
ness for change, adherence to treatment, and
nonverbal patterns of communication.

Given that a DSA conceptualization of child
and family disorders requires an understanding
of reciprocal social relationships, and that chil-
dren are usually referred by adults, it is almost
always necessary to obtain descriptions from
adults about the nature of the children’s diffi-
culties, social circumstances, physical status,
and general development. Most typically a
child’s parent(s), usually the mother and to a
lesser extent the father, are the primary in-
formants. However, although less frequently
called upon, other adults (e.g., teachers, other
family members, friends) and other children
(e.g., siblings and peers) may also provide use-
ful and potentially important assessment infor-
mation (Bierman & McCauley, 1987).

Interviews with parent(s) provide informa-
tion about the child, the parent, the parent–

child relationship, and family relationships and
characteristics more generally. The relative fo-
cus in each of these areas varies with the nature
of the presenting problem and the purpose(s)
for which the interview is conducted. Research
has identified relationships between parental
characteristics and children’s functioning in
both family and school settings (e.g., Forehand,
Long, Brody, & Fauber, 1986), and between
parental affects, such as depression, and child
behavior, suggesting that information gather-
ing in the interview needs to include a focus on
the child, the parent(s), sibling relationships,
and the marriage or couple relationship, as well
as relationships between these various family
subsystems.

Common purposes of interviews with par-
ents include the following (Haynes & Jensen,
1979): (1) gathering information about paren-
tal concerns, expectations, and goals; (2) as-
sessing parental perceptions and feelings about
the child’s problems, concerns, and goals; (3)
identifying possible factors that may elicit or
maintain problem behaviors; (4) obtaining his-
torical information about the child’s develop-
ment, problem and nonproblem behaviors, and
prior treatment efforts; (5) identifying poten-
tially reinforcing events for both child and par-
ent; (6) educating the parent with respect to the
nature of the childhood problem (e.g., ADHD,
autism), its prevalence, its prognosis, and its
possible etiologies; (7) providing the parent
with an adequate rationale for assessment and
proposed interventions; (8) assessing the par-
ent’s affective state, motivation for changing
the situation, readiness for change, and re-
sources for taking an active role in helping to
mediate behavior change; (9) obtaining in-
formed consent; (10) providing data for the as-
sessment of treatment outcomes, and (11) com-
municating with the parent about procedures
and setting realistic goals for assessment and
intervention.

The many interview purposes described
mean that the degree of structure, content, and
style of parental interviews will vary greatly for
children with different problems and needs,
and a lack of uniformity may be the rule rather
than the exception. Several general points re-
lated to interviews with parents require discus-
sion.

Generality and Flexibility

The first point involves the level of generality
and flexibility of the interview. Typically, inter-
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views with parents have been used to determine
treatment eligibility (e.g., screening) or as
methods of gaining information that facilitate
the design of effective treatments (e.g., case for-
mulation). These purposes necessarily define
the interview as being general in nature and re-
quire the interviewer to adapt to the various
concerns raised by parents. The degree of struc-
ture and standardization in these types of inter-
views with parents is usually low, but it can be
increased for other interview purposes—for ex-
ample, when interview information is to be
used as an outcome measure, or when the inter-
view is used to make a formal diagnosis. Alter-
natively, if pretreatment questionnaires include
life-history information or ratings of behavior,
then initial interviews can be structured around
the information obtained from these question-
naires.

A number of guidelines and standardized
formats have long been available for interviews
with parents (e.g., Kanfer & Grimm, 1977;
Wahler & Cormier, 1970). These formats are
useful, although many are also quite general
and make no a priori assumptions regarding
the specific interview content that is likely to be
most meaningful. Consistent with the theme of
this book, we believe that problem-specific in-
terview formats are needed. For instance, inter-
views with parents of children with anxiety
should focus on anxiety-related symptoms
(e.g., Silverman & Ollendick, 2005), and those
with parents of children with autism should
systematically obtain information about
commonly identified problems, situations, and
controlling variables associated with autism
(Ozonoff, Goodlin-Jones, & Solomon, 2005).
Rather than assuming that interviewers have
the specific information needed to guide inter-
view content and process, we believe that in-
terview schedules that include disorder- and
context-specific information lead to more
systematic, standardized, efficient, and useful
interviews possessing greater reliability and
validity. Such problem-specific interview sched-
ules are described in the chapters of this vol-
ume, and others are presented in the com-
prehensive volume on interviewing by Sattler
(1998).

Reliability and Validity

It should be emphasized that questions con-
cerning reliability and validity are meaningful
only in relation to the interview purpose. For

example, if the purpose of the interview is to
gain information about a mother’s perception
of her child as a possible controlling variable
for her reactions to her child, then a lack of
correspondence between maternal report and
that of other informants is of less concern than
it would be if the mother’s report is used to as-
sess rates of child behavior over time to assess
the impact of treatment.

With respect to reliability, primary concerns
relate to issues such as (1) whether information
obtained on one occasion is comparable to in-
formation obtained on other occasions from
the same parent (e.g., stability); (2) whether in-
formation obtained from the parent is compa-
rable to information obtained from another
informant—for example, mother versus fa-
ther (i.e., interobserver agreement; Edelbrock,
Costello, Dulcan, Conover, & Kalas, 1986); (3)
whether the information reported by the parent
is consistent with other parental information in
the same interview (i.e., internal consistency);
and (4) whether the information obtained by
one interviewer is comparable to that obtained
by another with the same parent, or with data
from a self-report measure completed by the
parent (i.e., method error).

The first reliability concern is especially
relevant in interviews that require parents
to report retrospectively on their children’s
developmental–social history, one of the more
common elements of most child assessments
(Yarrow, Campbell, & Burton, 1970). It is well
established that retrospective reports are likely
to be unreliable and frequently distorted in the
direction of socially desirable responses and
dominant cultural themes (Evans & Nelson,
1977). It has also long been known that the de-
gree of reliability is related to the nature of the
events that parents are reporting (e.g., pleasant
vs. unpleasant) and the level of specificity of
behavior described (Lapouse & Monk, 1958).

Although parental reports may conform to
the demand characteristics of the interview sit-
uation, such characteristics might not always
predict socially desirable responses. For exam-
ple, there may be a parental bias toward re-
porting more negative child behaviors and
greater parental distress during an initial inter-
view, when eligibility for treatment is being as-
sessed, whereas posttreatment interviews may
be associated with an implicit demand to re-
port improvements in child behavior and re-
ductions in parental distress. This latter point is
especially important when interview informa-
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tion is to be used as a measure of treatment
outcome. Parents of problem children may also
be realistic about their children’s behavior, in
contrast to parents of nonproblem children,
who may describe their children in an overly
positive fashion. Interinformant agreement be-
tween parents or between teachers and parents
is difficult to evaluate, because disagreement
may reflect true differences in the situation in
which each informant observes the child. In
general, mothers have been found to be more
reliable informants than fathers and usually
provide descriptions of their children’s
behavior that are much more differenti-
ated and situation-specific (McGillicuddy-
DeLisi, 1985).

Interviews with other significant adults or
with the child’s friends, peers, or siblings may
be potentially useful but have received little at-
tention in assessment, in part because of ethical
concerns associated with obtaining such infor-
mation. For example, interviews with peers
may further stigmatize the child as having a
problem, with subsequent changes in how oth-
ers interact with the child (Martin, 2006). At
the same time, data suggest that peer evalua-
tions may be particularly sensitive in identify-
ing children with problems (Bierman & Welsh,
1997; Cowen, Pederson, Babigian, Izzo, &
Trost, 1973), although it is not known whether
peer judgments regarding the precise nature of
these problems are likely to be accurate. Infor-
mation obtained from siblings may also be im-
portant, in that many problem families are
characterized by high rates of sibling conflict
(Dunn & Munn, 1986). Studies with nonprob-
lem families have suggested that children’s
views of their siblings are represented by pat-
terns of positive and negative behaviors mixed
with positive and negative feelings (Pepler,
Corter, & Abramovitch, 1982). However, it
may be that both perceptions and behaviors of
siblings in problem families are more nega-
tively toned (Patterson, 1982).

Structured Parental Reports about Child Behavior

In addition to unstructured interviews with
parents, reports on child behavior and adjust-
ment have also been obtained with more struc-
tured methods (Barkley, 1988; Kamphaus et
al., 2000; McMahon, 1984). The most widely
used methods have been global behavior rating
scales requiring either binary judgments con-
cerning the presence or absence of particular

child behaviors or ratings concerning the de-
gree to which the behavior is present or
perceived as a problem. These rating scales
cover a wide range of presenting complaints
and, to a somewhat lesser extent, child compe-
tencies, offer a degree of standardization that is
uncharacteristic of clinical interviews, permit
normative comparisons between children, are
economical to administer and score, may be
readily used as treatment outcome measures,
and provide a rich source of information about
parents’ perceptions of their children’s behav-
ior, including discrepancies in parent percep-
tions in the same family, and the discrepancies
between parent perceptions and data derived
through other sources, such as reports by
teachers (e.g., McDermott, 1993). On a cau-
tionary note, data suggest that reading levels
required for parents to read and understand
several of the more commonly used behavior
rating scales accurately often exceed parents’
reading ability, a factor that has not been rou-
tinely considered in the use of rating scales with
parents (Jensen, Fabiano, Lopez-Williams, &
Chacko, 2006).

In the clinical context, behavior rating scales
may serve as comprehensive but general screen-
ing instruments, most typically during the early
phases of assessment. They provide a reason-
able estimate of parental perceptions of a
child’s overall behavior and adjustment, as ag-
gregated across a wide variety of situations.
However, they fail to provide situation-specific
information about behavior, or information
that can be used to develop a program of inter-
vention. Nevertheless, they may assist in identi-
fying a specific problem, which, in combina-
tion with other diagnostic information, may
suggest a specific form of evidence-based treat-
ment. Most ratings scales have been used with
parents of school-age children, but several
checklists and rating scales have now been de-
veloped for use with toddlers and younger
children (see, e.g., Brassard & Boehm, 2007;
DelCarmen-Wiggins & Carter, 2004). For chil-
dren younger than age 2, the most commonly
used parent report measures have been sub-
sumed under the general characteristic of in-
fant temperament (e.g., Rothbart & Gold-
smith, 1985; Slabach, Morrow, & Wachs,
1991; Stifter & Wiggins, 2004).

As we have noted, extensive multivariate
analyses of parent-completed behavior rating
scales have yielded consistent factors, although
the factors that emerge vary with the age and
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sex of the child, the setting, and a variety of
informant characteristics, including ethnicity,
race, or income level (e.g., Gdowski, Lachar, &
Kline, 1985; Gross et al., 2006). Within a DSA
framework, such variations are consistent with
the view that behaviors vary in degree and type
across situations, and that different informants
structure their views of the child in different
ways. Although there is a need for more mea-
sures with situational norms, the likelihood
that the most frequently used checklists will be
modified in this direction seems quite low, in
light of the large-scale empirical efforts that of-
ten go into establishing a sound normative da-
tabase and psychometric characteristics for
behavior rating scales.

One concern surrounding the use of parent
behavior rating scales has been the degree of
correspondence (or lack thereof) between re-
ports by different informants, most commonly
between mothers and fathers, parents and
teachers, and, to a lesser extent, children
and parents or teachers (e.g., Achenbach,
Krukowski, Dumenci, & Ivanova, 2005;
Achenbach, McConaughy, & Howell, 1987;
De Los Reyes & Kazdin, 2004, 2005). Some re-
searchers have reported high agreement (cor-
relation of .69) between parents on global
checklists for both narrow- and broad-band
syndromes (Achenbach, 1985, p. 104). How-
ever, the degree of agreement or disagreement
between parents likely depends on the types of
measures being compared (e.g., narrow-band
syndromes vs. profiles) and the type of agree-
ment index that is used. Reports by mothers,
compared to those by fathers, can lead to dif-
ferent profile interpretations and judgments of
clinical significance (Hulbert, Gdowski, &
Lachar, 1986). Furthermore, when different
raters seeing children in different contexts are
compared, interrater agreement tends to be
quite low (Achenbach et al., 1987).

In addition to global rating scales and struc-
tured interviews, many parent-completed mea-
sures that focus on specific content areas or
problems have also been developed. These in-
clude, for example, parental ratings of a child’s
overall development, ADHD, autism, self-
control, psychopathy, or oppositional defiant
disorder (e.g., Hommersen, Murray, Ohan, &
Johnston, 2006).

Another type of parent report, used during
initial assessments and to monitor changes dur-
ing treatment, involves parent recording of tar-
geted child behaviors. Typically, parents collect

baseline data on one or two general (e.g., com-
pliance) or specific (e.g., swearing) behaviors
that may subsequently be targeted for modifi-
cation. Less frequently, parents also collect sys-
tematic data about antecedent and consequent
events to identify potentially important con-
trolling variables to be utilized in treatment.
Many different forms have been developed to
assist parents in recording their children’s
behavior. Such forms are common fare in al-
most all manuals used in parent management
training programs. Records kept by parents
have the advantage of providing ongoing infor-
mation in relevant settings, information about
behaviors of interest that might not otherwise
be accessible to observation in other contexts,
and also secondary benefits not directly related
to assessment. These include teaching parents
better observation, tracking, and monitoring
skills; assessing parental motivation; and pro-
viding parents with more realistic estimates of
their children’s rate of responding and feedback
on the effects of treatment. On the negative
side, there are many practical problems in get-
ting parents to keep accurate records, and pa-
rental recordings of behavior may be reactive
in the home situation, producing unrepresenta-
tive data. In addition, although parent record-
ings have been used extensively, there is little
information available concerning their reliabil-
ity or validity.

In most cases, parents are the primary infor-
mants in assessments of their children, because
parental perceptions often determine what, if
anything, will be done about their children’s
problems. Furthermore, professionals’ judg-
ments regarding childhood disorders may be
influenced more by what parents say about
their children than by observed child behavior.
Because parent-completed checklists and rating
scales provide more information more quickly
than could otherwise be obtained through in-
terviews, and are also much more economical
with respect to cost, effort, and therapists’
time, they are likely to continue to be widely
used (Kamphaus et al., 2000).

Parent Self-Ratings

Recent approaches to DSA have increasingly
emphasized the importance of assessing par-
ents’ self-reported perceptions, cognitions, and
feelings (Mash & Terdal, 1997a). Earlier work
tended to utilize parents’ reports about them-
selves primarily in areas directly related to the
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children’s problems (e.g., “How does it make
you feel when he does not listen to you?”). Par-
ents’ feelings, attitudes, and cognitions were
considered important variables, but usually in
relation to their influences on how parents re-
acted to their children or as predictors of the
likelihood that parents would involve them-
selves in treatment. Although these consider-
ations continue, assessment of parents’ reports
about themselves has increasingly been viewed
as important in understanding the nature of the
families’ problems and in determining potential
targets for intervention. Although self-report
information from both parents should be ob-
tained, in practice, mothers more frequently
provide information than do fathers.

Parent self-ratings have included a variety
of procedures designed to assess parental be-
havior and disciplinary practices, parental
cognitions, and parental affects. One type of
self-rating concerns reported parenting prac-
tices, as assessed with questionnaires about
parents’ use of discipline (Arnold & O’Leary,
1993) or parents’ brief written reports of what
they would do in audiotaped or videotaped sce-
narios of child behavior or situations. Such an-
alogue assessments are a reflection of how par-
ents think they would respond, and the degree
of correspondence between expressed intent
and actual parent behavior in these situations
has received little empirical investigation. Al-
though potentially useful, these analogue self-
reports have not been used routinely in clinical
practice.

The increasing focus on cognitive variables
in DSA, in cognitive-behavioral treatment, and
in the study of parent–child relationships more
generally, has led to the development of a host
of self-report measures that describe different
types of parental cognitions. Such measures
have been used to assess constructs such as gen-
eral attitudes about children and child rearing
(e.g., Schaefer & Bell, 1958); implicit theories
about discipline (e.g., Dix & Ruble, 1989); sat-
isfaction in areas concerned with spouse sup-
port, the child–parent relationship, parent per-
formance, family discipline, and control (e.g.,
Guidubaldi & Cleminshaw, 1985); parental
self-esteem, as reflected in degree of comfort in
the parenting role and perceived effectiveness
as a parent (e.g., Johnston & Mash, 1989); ex-
pectations for development and developmen-
tally appropriate behavior (e.g., Azar, Robin-
son, Hekemian, & Twentyman, 1984); parent
attributional processes (Bugental, Johnston,

New, & Silvester, 1998), including those re-
lated to the causes of child behavior
(e.g., Miller, 1995), childrearing outcomes
(Bugental, 1993), or specific problems, such as
enuresis (Butler, Brewin, & Forsythe, 1986) or
ADHD (Johnston & Ohan, 2005); problem-
solving skills in regard to commonly occurring
child behaviors and childrearing situations
(e.g., Holden, 1985a); empathy in general (e.g.,
Chlopan, McBain, Carbonell, & Hagen, 1985)
and in the parenting domain (e.g., Newberger,
1978); and emotion recognition (e.g., Kropp &
Haynes, 1987).

Studies of the cognitive and affective pro-
cesses of parents have provided information
about relationships between parental cogni-
tions and behavior; possible differences in the
cognitions of parents in disturbed versus
nondisturbed families; and the ways in which
parents process information about demanding
childrearing situations, including their use of
anticipatory or proactive strategies (Holden,
1985b), how anger influences thinking (Dix &
Reinhold, 1990), and the effects of maternal
mood on child evaluation and parent–child
interaction (Jouriles, Murphy, & O’Leary,
1989; Jouriles & Thompson, 1993). Informa-
tion concerning parents’ decisional processes
seems especially relevant to formulating treat-
ment goals, because parents’ problem solving
styles may be directly targeted for treatment
(e.g., Blechman, 1985). Many of the measures
described have been used in a research context,
and their potential utility in clinical assessment
needs to be evaluated. Furthermore, a number
of different cognitive dimensions have been as-
sessed, and more work is needed to determine
whether these are in fact independent dimen-
sions.

An interest in how parents of problem and
nonproblem children cope with the stresses
surrounding child rearing has led to the devel-
opment of measures designed to assess the
stresses associated with being a parent (e.g.,
Abidin, 1995), the degree to which specific
types of child behavior may be perceived as dis-
turbing (e.g., Mooney & Algozzine, 1978), and
the impact on parents of specific handicapping
child conditions, such as hearing loss or intel-
lectual disability. Similarly, growing interest
in the social networks surrounding disturbed
families has led to the development of measures
of perceived social support and/or social isola-
tion (e.g., Bristol, 1983; Dunst, Jenkins, &
Trivette, 1984; Dunst & Trivett, 1985;
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Salzinger, Kaplan, & Artemyeff, 1983; Wahler,
Leske, & Rogers, 1979).

Much work has also been directed at par-
ents’ reports of their own mood states, particu-
larly maternal anxiety and depression (e.g.,
Billings & Moos, 1986). A rapidly growing lit-
erature documents the profound impact of ma-
ternal depression on child functioning and fam-
ily relationships, beginning in early infancy
(Goodman & Gotlib, 2002). Although the
prevalence of self-reported depression in moth-
ers of problem children is high, the causal
status surrounding this mood state as a deter-
minant or outcome of disturbed family interac-
tions is still under investigation. Likewise,
research continues on whether feelings of de-
pression may negatively color parent’s views of
their children (Richters, 1992).

In summary, parent self-ratings have been
used to assess a variety of important character-
istics that may contribute to how parents react
to, and are affected by, their disturbed children.
In addition, assessments of many of the
cognitions and affects are likely to suggest im-
portant areas for needed interventions, such as
when a parent is depressed. In consideration of
the future use and development of such self-
ratings, a number of evaluative criteria for
selecting a self-report measure have been sug-
gested, including whether it can be admin-
istered repeatedly as an outcome measure;
whether it provides sufficient specificity;
whether it is sensitive to treatment changes;
whether it guards against common self-report
biases, such as social desirability, acquiescence,
demand characteristics, faking, or lying; and
whether it possesses adequate reliability, valid-
ity, and norms (Hartmann, 1984). Many of the
parent self-ratings used thus far in child and
family DSA do not yet meet these criteria.

Child Self-Report

Concerns regarding the reliability, validity, and
practical difficulties associated with obtaining
self-report information from children, espe-
cially young children, resulted in a minimal re-
liance on such measures in early work in child
and family DSA. Although interviews and
checklists of the types administered to adults
may not be very informative with preschool- or
grade-school-age children, flexible interview
formats that are consistent with a child’s
developmental level can provide important in-
formation about the child’s behavior, thought

processes, affect, self-perceptions, and views of
the environment (Greenspan & Greenspan,
2003; McConaughy, 2005).

The increased use of interviews and child-
completed checklists and questionnaires, par-
ticularly with older children and adolescents
(Bierman, 1983; Bierman & Schwartz, 1986;
Reynolds, 1993), is related to a number of fac-
tors: (1) the growing recognition of children’s
unique position as observers of themselves and
their social environment; (2) the accumulation
of data in support of the notion that children’s
cognitions and emotions directly influence
their behavior and often mediate the effects of
intervention; (3) the increased emphasis on
children’s thoughts and feelings as potential
targets for treatment, and the concomitant in-
crease in the use of cognitively based therapy
procedures (Kendall, 2006); (4) the growing
concern for childhood internalizing disorders,
such as depression (Rudolph & Lambert,
Chapter 5, this volume) and anxiety (Southam-
Gerow & Chorpita, Chapter 8, this volume),
which require assessment of children’s self-
reported feelings; and (5) the development and
widespread availability of a number of well-
standardized, psychometrically sound struc-
tured and semistructured interview and ques-
tionnaire procedures.

Unstructured Interviews

The format and content of assessment inter-
views with children should vary in relation to
the child’s developmental status, the nature of
the child’s problem, and the interview purpose.
Purposes vary but typically include attempts to
elicit information regarding children’s percep-
tions of themselves and their problems, and to
obtain samples of how children handle them-
selves in social situations with adults or other
children (Sattler, 1998). Children’s views of the
circumstances that have brought them to the
clinic, expectations for improvement, and com-
prehension of the assessment situation are all
important to assess, as is the manner in which
the children interpret significant events in their
lives, such as divorce (Kurdek, 1986) or sexual
abuse (Wolfe, Chapter 15, this volume). In ad-
dition, children’s perceptions of their parents,
siblings, teachers, and peers likely influence
their reactions to them, and are therefore espe-
cially important for understanding children’s
problems, designing interventions, and assess-
ing the suitability of involving such individuals
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in intervention. Interviews may also focus on
obtaining more specific types of information
that children are in a unique position to report,
such as their preferred activities and rewards.

Semistructured and Structured Interviews

Unstructured clinical interviews for the pur-
pose of making a formal diagnosis can be ex-
tremely unreliable. There are several sources of
unreliability, including a lack of clarity con-
cerning decision rules, and the operation of
confirmatory biases and other types of judg-
mental errors (Achenbach, 1985). As a result,
structured interviews have been used exten-
sively in research studies with a primary focus
on identifying homogeneous populations of
children conforming to particular diagnostic
criteria. However, their use in clinical practice
has been less common, mostly due to training
requirements, time, and other resource de-
mands.

A number of structured and semistructured
diagnostic interviews for children and adoles-
cents were developed in the late 1970s and
early 1980s, for example, the Diagnostic Inter-
view Schedule for Children and Adolescents
(Costello, Edelbrock, & Costello, 1985;
Costello, Edelbrock, Kalas, Kessler, & Klaric,
1982), the Child Assessment Schedule
(Hodges, 1985), the Schedule for Affective Dis-
orders and Schizophrenia for School-Age
Children (Chambers et al., 1985; Puig-Antich
& Chambers, 1978), and the Diagnostic Inter-
view for Children and Adolescents (Herjanic &
Reich, 1982). These interview schedules have
undergone changes to accommodate subse-
quent revisions in DSM criteria, and the reader
is referred to various chapters in this volume
for discussions of the applicability of these in-
terviews to specific childhood disorders.

Numerous empirical investigations with
these interviews have produced interesting
findings that have implications for the assess-
ment of children more generally. For example,
the reliability of the interview may inter-
act with the particular dimension (e.g., affec-
tive, cognitive, behavioral) being evaluated.
Edelbrock, Costello, Dulcan, Kalas. and
Conover (1985) found that for descriptions of
internal states, the reliability of the interview
was related to the child’s age; children under
age 10 showed little consistency in their inter-
view reports, even over periods as brief as 1 or
2 weeks. Young children showed a particular

tendency to change their responses from affir-
mative during an initial interview to negative in
a second interview several days later.

The potential utility of structured psychiatric
interviews in clinical practice is not clear at this
time. Certainly, the increased standardization
and gains in reliability associated with use of
these procedures provide some advantages.
However, most of the structured interview for-
mats tend to produce global indices concerning
the presence or absence of a disorder rather
than the more specific information needed to
formulate a picture of a particular child, family,
and peer group for the purposes of interven-
tion. It is possible that more cost-effective
methods (e.g., checklists and rating scales) can
provide the necessary information concerning
the presence of a disorder in a way that frees up
time and resources to generate more useful in-
formation for treatment (cf. Pelham et al.,
2005).

Few structured child interviews have been
developed for purposes other than obtaining a
formal diagnosis. Bierman (1983) presented
some extremely useful guidelines as to how
such interviews might be developed, illustrat-
ing how empirical information about develop-
mental processes (e.g., person perception as re-
lated to age) may be used to determine the
types of questions asked in an interview. The
few structured formats for interviews with chil-
dren have been developed primarily as research
instruments. However, growing interest in chil-
dren’s perceptions and feelings in DSA suggests
that greater standardization may be warranted
in interview procedures with children for pur-
poses other than formal diagnosis, particularly
in interview procedures that are feasible in clin-
ical practice. Presumably, such standardized in-
struments would examine children’s reports in
relation to a variety of commonly occurring sit-
uations in the home and classroom that are rel-
evant for children with specific types of disor-
ders.

Child-Completed Checklists and Questionnaires

The number and use of child-completed check-
lists and questionnaires in DSA have also in-
creased (Reynolds, 1993). Although the con-
tent and response format for child-completed
measures have varied with children’s develop-
mental status, these measures have for the most
part been used with older children, and often as
a measure of treatment outcome. A wide vari-
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ety of self-report instruments have been devel-
oped for describing the cognitive, affective, and
behavioral domains (Myers & Winters, 2002;
Winters, Myers, & Proud, 2002). Although
many of the early self-report measures were
downward extensions of instruments initially
developed for adults, current measures are
based more directly on work with children.
Some of the areas that have been assessed with
child-completed checklists and questionnaires
include general personality dimensions, such as
introversion–extroversion; anxiety and depres-
sion; perceived locus of control; social compe-
tence; self-esteem and self-concept in general,
and academic or social domains specifically;
anxiety and depression; cognitive distortions;
perceptions of family members and peers; and
perceived behavior problems and competen-
cies. A discussion of relevant child-completed
checklists and questionnaires as used in the
context of specific disorders is provided in each
of the chapters that follow.

Self-Monitoring Procedures

A number of discussions of self-monitoring
procedures in assessments with children, as
well as related methodological issues, are avail-
able (e.g., Bornstein, Hamilton, & Bornstein,
1986; Shapiro & Cole, 1984). There is a long
tradition of having children use self-monitoring
procedures for behaviors such as attention in
the classroom (Broden, Hall, & Mitts, 1971),
academic responses (Lovitt, 1973), class atten-
dance (McKenzie & Rushall, 1974), talking
out in class (Broden et al., 1971), and aggres-
sion (Lovitt, 1973). In most instances, self-
monitoring procedures with children have been
undertaken as part of a larger set of self-
assessment procedures (e.g., recording, evalua-
tion) intended to modify the behavior being
monitored. There are few descriptions of chil-
dren self-monitoring their own behavior and
life situations to provide diagnostic informa-
tion for developing treatments or measuring
treatment outcomes. Consequently, the assess-
ment functions of self-monitoring procedures
with children have not received much elabora-
tion. In recent work, electronic diaries hold
promise in providing the type of ongoing infor-
mation about behavior in contexts that could
be useful for developing a treatment plan and
monitoring treatment progress and outcomes
(Whalen et al., 2006).

Direct Observations of Behavior

Mash and Terdal (1976) have described a di-
rect observational procedure as a method for
obtaining samples of clinically important be-
haviors and settings (in relation to diagnosis,
treatment design, prognosis, and evaluation),
in a naturalistic or an analogue situation
structured to provide information about be-
haviors and settings comparable to what
would have been obtained in situ. Direct ob-
servational methods usually involve recording
behavior when it occurs; using trained and
impartial observers who follow clearly speci-
fied rules and procedures regarding the tim-
ing of observations and their context; using
previously designated categories that require
a minimal degree of inference; and using
some procedure to assess reliability (Barrios,
1993; Cone & Foster, 1982; Hartmann,
1982; Reid et al., 1988).

It has been argued that direct observation is
less subject to bias and distortion than are ver-
bal reports from either children or parents and
teachers. However, this question cannot really
be addressed without considering the infor-
mant, the child or family behavior being de-
scribed, and the context and purposes for
assessment. Furthermore, support for this ar-
gument comes as much from studies demon-
strating poor reliability and validity associated
with verbal report as from studies directly dem-
onstrating observational data to be accurate
and unbiased. In fact, many studies have
shown that observed behavior may be readily
distorted by biases on the part of both observ-
ers and those being observed. For example,
Johnson and Lobitz (1974) demonstrated that
parents of nonproblem children can make their
children look either good or bad when in-
structed to do so. However, it is possible that
some types of problem families may find it dif-
ficult to make themselves “look good” to
outside observers. For example, it has been re-
ported that abusive mothers continue to be-
have in ways considered to be socially undesir-
able, even when they are being observed (Mash
et al., 1983; Reid, Taplin, & Lorber, 1981).
Nevertheless, in light of the demand character-
istics of most observation situations (e.g., relat-
ing to diagnosis of the problem, eligibility for
treatment, educational placement, legal adjudi-
cation, and evaluation of treatment change), it
seems likely that observation likely influences
the behavior of those being observed.
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In discussing observational procedures, it
should be noted that given the findings related
to possible biases and reactivity in direct obser-
vation, the potential unrepresentativeness of
observational data, the current conceptual em-
phasis on cognitive and affective variables in
DSA, and particularly the many practical con-
cerns and demands associated with observa-
tional procedures in clinical practice, the utility
of direct observation as a clinical assessment
procedure has yet to be established (Mash &
Foster, 2001).

Observational Procedures
with Children and Families

A wide range of observational procedures have
been used to assess children and families, rang-
ing from simple single-behavior or single-
purpose recording schemes that can be con-
ducted with a minimal amount of observer
training to complex and exhaustive multi-
behavior, multicontext interaction code sys-
tems (Reid et al., 1988). The numerous factors
involved in selecting an appropriate observa-
tional procedure include the stage and purpose
of the assessment, the behaviors of interest, the
situation in which observation is to occur, ob-
server characteristics, and technical resources
(Mash & Terdal, 1981).

There are detailed discussions in the litera-
ture on direct observational assessment proce-
dures, and the methodological and practical is-
sues surrounding their use (e.g., Barrios, 1993;
Foster & Cone, 1986; Hartmann, 1982). These
issues are concerned with factors influencing
the objectivity and reliability of observations,
such as code system characteristics (e.g., num-
ber, complexity, and molecularity of catego-
ries); characteristics of the behaviors being
observed (rate and complexity); methods of as-
sessing reliability (e.g., awareness of reliability
checks); observer characteristics (e.g., age, sex);
methods of calculating reliability; sources of
observer and observee bias under a range of
conditions; reactivity to being observed; and
ways in which observational data should be
summarized and interpreted. An extensive dis-
cussion of these issues is beyond the scope of
this chapter, but sensitivity to these method-
ological concerns is a necessary part of any ob-
servational assessment of children and families,
because they have a direct bearing on the valid-
ity of the findings. A minimally acceptable set

of criteria for any observational code would be
that it is objective (e.g., two observers classify
behavior in the same way), that it has mutually
exclusive subcategories, and that it provides
data that are amenable to objective analysis.
Given these minimal requirements, further vali-
dation as to a wide range of goals and purposes
is possible.

Selecting Code Categories

The use of observational codes requires deci-
sions relating to both the content (e.g., what
categories to include) and the structure (e.g.,
number of categories, temporal base, mechan-
ics for observing and recording) of the code
system (Hawkins, 1982). For the most part,
content, code selection, and observational sys-
tem construction have been carried out on a ra-
tional basis. Consistent with the view of main-
taining low levels of inference, the family
behaviors observed are often those directly re-
ported as problematic by parents and teachers,
or those that fit with the theories or experi-
ences of the assessor. We believe that category
and code system selection can be improved,
with greater attention to the parameters associ-
ated with the specific populations of families
being observed and the settings in which they
function. Specialized observational assessment
coding systems for specific childhood disorders
are provided in some of the chapters of this vol-
ume. These systems reflect behaviors and set-
ting variables shown to have empirical rele-
vance for the disorders being assessed.

Recently, more attention has been given to
observations that focus on not only molecular
responses but also larger, more global units for
describing family interaction. Implicit in this
trend are the notions (1) that larger response
chains have qualitative features of their own,
and although molecular codes may not reveal
these dimensions, subjective impressions by
trained or “culturally sensitive” human observ-
ers may; and (2) that global ratings can provide
a more efficiently obtained and equivalent inte-
grative summary of the molecular responses.
When Weiss and Chaffin (1986) compared two
marital code systems based on either global rat-
ings of communication or on many specific cat-
egories, they found that the degree of overlap
was moderate and pointed out that the two sys-
tems might be useful for different purposes,
and that in light of the high costs of using com-
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plex category systems, the use of more global
ratings might be explored. Several researchers
supplemented molecular observations with
more global judgments and found that experi-
enced raters whose global judgments are aver-
aged and composited can often provide reliable
and valid indices of psychologically complex
behaviors (Moskowitz & Schwarz, 1982;
Weinrott, Reid, Bauske, & Brummett, 1981). It
would appear that there are assets and liabili-
ties associated with the use of molar and mo-
lecular ratings, and that some combination of
the two may be useful (Cairns & Green, 1979).
If future empirical work can establish the util-
ity, reliability, and validity of more global rat-
ings for specific purposes, then the next step
would be to promote the use of these proce-
dures in the clinical context.

There has also been an increased interest in
coding the affective qualities of interactions, in
part as a result of the many studies that have
found relationships between depression and
behavior problems in families. Some code sys-
tems have superimposed a more subjectively
based valence code over the behavioral dimen-
sion. It is possible, for example, to code com-
pliant behavior that has either positive or nega-
tive accompanying affect (Dishion et al., 1984).
Other observational systems code specific af-
fects, such as anger, contempt, whining, sad-
ness, or fear directly (Gottmann & Levenson,
1986), or code categories of affect, such as
aversion, dysphoria, happiness, or caring
(Hops & Davis, 1995). The work on affective
coding in child and family behavioral assess-
ment is relatively recent, and the empirical
findings are sparse. In addition, most of this
work has been conducted in a research context,
and its direct applicability to clinical assess-
ment and intervention is just now being ex-
plored. Nevertheless, it would appear that this
promising trend in the observational assess-
ment of children and families will likely con-
tinue.

Settings for Observation

Following from a situation-specific view of
behavior, observational assessments with chil-
dren have been carried out in a wide range of
settings, the most common of which are the
clinic, the home, and the classroom (Harris
& Reid, 1981; Zangwill & Kniskern, 1982).
Other examples of observational settings have
included institutional environments, such as

group homes for delinquent adolescents, living
environments for intellectually disabled or au-
tistic children, playgrounds, supermarkets, and
children’s groups. More specific situations
within each of these global settings have also
provided structure for observation—for exam-
ple, free play versus command–compliance in-
structions in the clinic, or observation at meal-
time versus bedtime in the home.

A major concern associated with the choice
of observational settings has been the degree of
control imposed on the situation by the asses-
sor. Assessors have previously emphasized the
importance of observation in the child and
family’s natural environment, imposing the
least amount of structure as possible, to see
things “as they typically occur.” This emphasis
has reflected a reaction against the nonrep-
resentative and exclusive clinic observations
characteristic of many clinical child assess-
ments. Although in situ assessment is still rec-
ognized as an important part of DSA with chil-
dren, there is also an increased recognition that
unstructured observations—in the home or
preschool, for example—may not always be
the most efficient or practical method for ob-
taining samples of the behaviors of interest.

Observation in natural environments may be
especially unrevealing with behaviors that oc-
cur at a low rate or that are especially reactive
to observation. Many nonstructured family
and peer interactions consist of no interac-
tions or low-rate “chatty” exchanges (Mash &
Barkley, 1986). For example, in one study of
nonproblem families, over one-third of the
observations were characterized by mutual
noninvolvement of family members (Baskett,
1985). In another study, in which dominance
and dependent behaviors were observed in the
preschool, almost 8 weeks of observation were
required to obtain generalizable data
(Moskowitz & Schwarz, 1982). Such findings
suggest that, in some circumstances, the use of
“evocative” situations to highlight infrequently
occurring response systems may prove to be a
more efficient and reliable assessment strategy
than the use of unstructured naturalistic obser-
vations.

In further contrasting naturalistic and struc-
tured observations, the assumption that home
observations are “natural” and that observa-
tions in the clinic or laboratory are “artificial”
is an oversimplification. Home observations
may at times provide us with artificial reactions
to natural conditions, whereas clinic observa-
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tions may provide us with natural reactions to
artificial conditions. Which information is
more meaningful depends a great deal on the
purpose of the assessment. When cross-setting
comparisons of behavior (e.g., home vs. clinic)
do not agree, this cannot be assumed to be a
function of the unrepresentativeness of behav-
ior in the clinic, unless there is some indepen-
dent verification of the representativeness of
the home observation. In most instances there
is no such verification; therefore, it is inaccu-
rate to equate representativeness with the natu-
ralness of the physical setting, as is often done.

When home or classroom observations have
been neither feasible nor appropriate, a variety
of structured laboratory or clinic observation
settings for sampling the behaviors of interest
may be utilized (Hughes & Haynes, 1978).
Such analogue situations have provided a wide
range of structures for assessing parent–child
behaviors, including free-play interactions be-
tween parent and child; a variety of command–
compliance situations, such as the parent
having the child clean up or put away play ma-
terials, or occupy him- or herself while the par-
ent is busy reading or talking on the telephone;
academic task situations; problem-solving situ-
ations, such as figuring out how to play a game
together; and highly structured observations of
the social reinforcement properties or punish-
ment styles of parents. The range of potentially
relevant analogue situations to be used in as-
sessment is restricted only by the ingenuity and
physical resources of the assessor. The chal-
lenge, however, is for systematic assessments of
reliability and validity that permit the use
of more standardized, psychometrically well-
developed, and practical analogues than have
been the case to date (Mash & Foster, 2001).

Using and Interpreting Observational Data

Direct observational data are utilized for a
number of assessment purposes: They can serve
as a basis for making recommendations for
treatment and be used to monitor treatment
progress and outcomes. Perhaps the most fre-
quent but least understood use is with respect
to treatment, because the processes by which
direct observations have been translated into
clinical recommendations are often poorly de-
fined, unspecified, or oversimplified. However,
in practice, these types of observation-based
treatment recommendations represent informal
hypothesis testing rather than systematically or

empirically derived outcomes. It is also not
clear whether such recommendations represent
the fitting of observations to preferred and/or
common hypotheses, or the derivation of hy-
potheses that are genuinely based on what has
been observed.

Interpretations of observational data have
typically followed from summarizations of
child behavior–adult response sequences over
relatively brief time intervals. It is often the pat-
tern of behavior based on interactional re-
sponses in immediately adjacent time intervals
about which interpretations are made, with the
assumption that immediate cues and reactions
serve as major controlling events. For example,
a mother’s reaction to her child’s behavior is as-
sumed to follow from the child’s response that
preceded it. However, the causes for both child
and adult behavior may emanate from more re-
mote points in observational sequences than
those immediately adjacent in time; there is a
need for empirical and conceptual criteria that
can be utilized to formulate interpretations of
observational data based on stylistic patterns
of responding, and in relation to more distal
controlling events.

Perhaps the most recurrent issue in the use of
observational assessment procedures has been
their feasibility of use in clinical practice, in-
cluding concerns related to cost. The latter has
been noted as one factor in the lack of observa-
tional procedures use by clinicians. Interest-
ingly, the cost (including dry runs, observer
time, travel costs, and data summarization) of
a comprehensive observational assessment can
amount to less than the cost of a comprehen-
sive personality assessment (Reid et al., 1988).

Family Assessment Methods

Consistent with the conceptualization and
treatment of childhood disorders in the context
of the family (Alexander & Parsons, 1982;
Sroufe & Fleeson, 1986), many measures de-
signed to tap family functioning have been de-
veloped. Many of these “family measures” are
being incorporated into the DSA of children
and families (e.g., Foster & Robin, 1997).
Myriad tools have been created for assessing
relational problems in the family (Mash &
Johnston, 1996b). For example, in the Hand-
book of Family Measurement Techniques
(Touliatos, Perlmutter, Straus, & Holden,
2001), well over 1,000 instruments are re-
viewed. For more specific information related
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to family assessment methods, the reader is re-
ferred to the comprehensive volumes on family
assessment by Touliatos and colleagues (2001),
Grotevant and Carlson (1989), Jacob and
Tennenbaum (1988), and McCubbin and
Thompson (1987).

Formal Testing with Children

The use of developmental scales, intelligence
and achievement tests (Kamphaus, 2005),
perceptual–motor tests, neuropsychological
assessments (D’Amato, Fletcher-Janzen, &
Reynolds, 2005; Yeates, Ris, & Taylor, 2000),
personality tests, and many other instruments
is common practice among clinicians who as-
sess children and families (Kamphaus et al.,
2000). The reader is referred to individual
chapters in this volume for discussions of the
utility of specific tests in DSA with specific
populations of children, and to general re-
sources describing the use of these other tests
(e.g., Reynolds & Kamphaus, 2003a, 2003b;
Sattler, 2001; Sattler & Hoge, 2006).

SUMMARY

In describing some of the more general issues
characterizing the DSA of children and families
in this introductory chapter, we have tried to
set the stage for detailed discussions of the as-
sessment of specific types of childhood distur-
bances in the chapters that follow. We have
presented the view that DSA with children and
families is best depicted as a problem-solving
strategy for the clinical evaluation of disturbed
children and families. This highly empirical ap-
proach to clinical child assessment uses theory
and research to guide the selection of con-
structs to be assessed for a specific assessment
purpose; the methods, informants, and mea-
sures to be used in the assessment; and the
manner in which the assessment process un-
folds. It involves the recognition that even with
data from psychometrically strong measures,
the assessment process is inherently a decision-
making task in which the clinician must itera-
tively formulate and test hypotheses by inte-
grating data that are often incomplete or incon-
sistent. Therefore, it is important to evaluate
the accuracy and usefulness of this complex
decision-making task in light of potential er-
rors in data synthesis and interpretation, the
costs associated with the assessment process

and, ultimately, the impact the assessment has
on clinical outcomes for the children and fami-
lies being assessed (Hunsley & Mash, 2007).
Recent work in DSA has become increasingly
systems oriented and sensitive to developmen-
tal parameters. A general theme we have em-
phasized in this introduction is that DSA of
children and families is most meaningful when
strategies are based on empirically established
measurement principles and derived in relation
to specific childhood disorders. This is the
theme that underlies the chapters that follow.
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Individuals with attention-deficit/hyperactiv-
ity disorder (ADHD), by definition, display

difficulties with attention and/or impulse con-
trol and hyperactive behavior relative to most
individuals of the same age and sex (American
Psychiatric Association [APA], 2000). This is a
prevalent disorder, with modern estimates indi-
cating that at least 3.0 to 7.8% of the general
population meet criteria for ADHD in studies
in the United States and around the world
(Biederman, 2005). Although ADHD is usually
first diagnosed in childhood, it need not be so,
with some cases not coming to clinical atten-
tion until adolescence or adulthood, if at all.
Up to 67% of all cases arise in childhood, be-
fore 7 years of age (Applegate et al., 1997),
with 98% or more developing by age 16 years
(Barkley, Murphy, & Fischer, in press). ADHD
typically persists into adulthood and is seen in
66% or more of cases diagnosed in childhood
(Barkley, 2005).

ADHD causes significant impairment in the
vast majority of major life domains, such as ed-
ucational, family, and peer functioning, and
may contribute to problems such as impaired
personal safety, criminal behavior, and sub-
stance abuse (Barkley, Fischer, Smallish,
& Fletcher, 2004, 2006; Molina & Pelham,
2003). The annual costs to society due to

ADHD are estimated to be in the billions of
dollars (Jensen et al., 2005). Thus, it is an im-
portant disorder to identify properly and treat
effectively. Unfortunately, ADHD presents as a
heterogeneous disorder, and response to treat-
ment may be somewhat idiosyncratic. Fortu-
nately, there are good methods for diagnos-
ing and treating ADHD (Smith, Barkley, &
Shapiro, 2006). The key elements of state-of-
the-art procedures for diagnosis and monitor-
ing treatment response are presented in this
chapter, including, but not limited to, heavy re-
liance on collateral information, ability to ac-
count for variations in task and situation, and
frequently repeated data collection.

This chapter focuses primarily on evaluation
of children and adolescents with ADHD. We
start with a brief discussion of background and
theory related to ADHD, including a detailed
critique of the current diagnostic criteria for
ADHD. We then describe three levels of assess-
ment for ADHD: (1) the minimally sufficient
assessment; (2) the ADHD checkup, which
combines assessment and intervention; and (3)
the assessment of response to intervention. A
more detailed presentation on assessing and
treating ADHD, including information on eval-
uating adults with ADHD, is found in Barkley
(2005).
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This chapter extends its predecessor in the
third edition in two important directions. First,
by incorporating motivational interviewing
into the assessment, it is reconceptualized as an
intervention in part designed to motivate par-
ents and individuals with ADHD to better
adopt and comply with intervention recom-
mendations. We call this the “ADHD
checkup,” or ACU, which is based on the
“Family Checkup” (Dishion & Kavanagh,
2003) and the “drinker’s checkup” (Miller &
Rollnick, 2002).

The second new direction emphasizes assess-
ment as an ongoing process. It is critically im-
portant to evaluate response to treatment re-
peatedly and on a case-by-case basis. This is
necessary because response to treatment, al-
though commonplace at the group level (e.g.,
65–85% of cases respond to medications for
ADHD), is hard to predict at the individual
level of analysis; therefore, treatment is never
guaranteed to work. Whether it does so should
be specifically evaluated (Barkley, 2005). Thus,
every case of ADHD should be approached as
an individualized case study, yet be feasible for
most families and clinicians.

This chapter makes an additional departure
from previous editions by eschewing a compen-
dium approach, in which all available measures
receive notice and comment in favor of a focus
on a reduced set of procedures that are feasi-
ble and clinically meaningful. It provides a
new, dynamic, intervention-focused approach
to evaluation of ADHD. For instance, even
though the criteria for ADHD specified by the
fourth edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV; APA,
1994) have merit, they also suffer from some
significant limitations. A DSM-IV diagnosis of
ADHD alone provides only the most basic in-
formation to guide selection and evaluation of
treatment. It must be supplemented by a person
× environment interaction, in which the symp-
toms of the disorder are conceded to have
strong neurological and genetic underpinnings,
whereas the extent of impairments in major life
activities that arise from symptoms depend in
large part on context and comorbidity. There-
fore, we recommend that the scope of evalua-
tion be expanded to include collecting data
from multiple informants (e.g., parent and
teacher knowledge of ADHD), assessing the
extent of comorbid disorders and developmen-
tal/learning disabilities, comparing multiple en-
vironments associated with high and low func-

tioning, getting information on systemic fac-
tors that might influence diagnosis and treat-
ment (e.g., marital discord, poor home–school
communication, pertinent community re-
sources), and assessing motivation or readiness
to change. This is done with the ACU. Assess-
ment should resemble not just a snapshot, but a
dynamic video that informs treatment deci-
sions by evaluating ongoing responses to inter-
vention. Done efficiently, it can be acceptable,
feasible, economical, and sustainable in set-
tings in which the procedures are most needed,
yet time and cost are crucial factors.

INCREMENTAL VALIDITY

A guiding principle in this chapter is the con-
cept of incremental validity (Sechrest, 1963)—
that purely redundant measures should be
eliminated. This is especially true when the
choice is between relatively inexpensive mea-
sures (e.g., standardized rating scales) and re-
latively expensive measures (e.g., structured
interviews). The notion that “less is more” ap-
plied to redundant measures has both practical
and scientific advantages (Cohen, 2003). Effi-
cient nonredundant assessments place less of a
burden on families, teachers, and practitioners,
yet they achieve greater clarity and validity.

Unfortunately, many professionals use exces-
sively lengthy, redundant assessment batteries
or otherwise inefficient methods to seek unnec-
essary comprehensiveness (Pelham, Fabiano, &
Massetti, 2005). This undermines the goal of
making assessment feasible in most clinical
settings. Practitioners should naturally make
informed choices about assessment methods
based on available evidence, allowing room for
clinical judgment when such data are not avail-
able. We recommend that clinicians, and even
researchers, should not waste their time rou-
tinely conducting structured diagnostic inter-
views for every child (e.g., Diagnostic Interview
Schedule for Children [DISC]; Shaffer et al.,
1996) because they add very little to clinical
prediction or diagnostic accuracy beyond what
is achieved with the far more efficient and cost-
effective parent and teacher ratings scales (Pel-
ham et al., 2005). Instead, we recommend a
stepwise protocol in which symptom informa-
tion is initially gained via rating scales, and
screen-positive cases are further evaluated with
semistructured interviews. Those interviews
place emphasis on motivational interviewing
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techniques to enhance treatment adoption and
adherence.

We appreciate that our recommendation is
probably more rigorous than what is normally
done in contemporary clinical practice. For in-
stance, primary care clinicians often make di-
agnostic and treatment decisions based pri-
marily on parent reports (Wolraich, 2002).
Although sometimes “less is more,” a multi-
tude of biases exists in any single measure or
source, giving a misleading view of the child.
Instead, a multitrait–multimethod (MTMM;
Campbell & Fiske, 1959) approach is indi-
cated, but not slavishly so. It is surely expedient
to rely on a simple, easy to collect measure,
such as a parent rating scale, but it may be
problematic for various reasons (i.e., parental
bias due to maternal depression or anti-ADHD
stories in the media). To paraphrase H. L.
Menken, “For every complex problem, there is
a simple solution—and it is wrong.”

CHAPTER OVERVIEW

We begin with a brief overview of ADHD, cov-
ering the history, definition and primary prob-
lems, diagnostic criteria, onset and life course,
prevalence, gender differences, etiologies, and
predictors of outcomes. We then briefly review
Barkley’s theory of ADHD, because it can
guide assessment and conceptualization of this
disorder. We then describe the ACU. This
approach includes “guided participation” or
“motivational interviewing” that has a solid
theoretical and empirical basis in other clinical
populations (Dishion & Kavanagh, 2003;
Miller & Rollnick, 2003; Sanders & Lawton,
1993). Thereafter, we make some recommen-
dations for assessing adults with ADHD. The
strong genetic basis to ADHD means that par-
ents are likely to have the same disorder, so as-
sessing adults may be a supplemental activity
to the evaluation of the child. Also, because
ADHD tends to be a chronic disorder, it seems
important to take a lifespan perspective on its
assessment. Finally, we provide some informa-
tion on assessing response to treatment. For the
specific details of treatment, we direct the inter-
ested reader to other volumes (e.g., Smith et al.,
2006) and manuals or training materials (e.g.,
Barkley, 1997d) that have a strong evidence
base (see Pelham, Wheeler, & Chronis, 1998).

The process of assessment typically changes
the attributes being measured—what metho-

dologists often call “reactivity,” which is
typically viewed as a negative confound in
the evaluation process (Webb, Campbell,
Schwartz, & Sechrest, 1966). Yet through the
guided participation process, reactivity can be
harnessed as a positive force in the therapeutic
process. Thus, assessment should be regarded
as the initial phase of intervention. Further-
more, good intervention includes continued as-
sessment in an interactive or dialectical pro-
cess.

OVERVIEW OF ADHD

Over the prior 25 years (Barkley, 1981) there
has been tremendous change in the conceptual-
ization of and criteria for diagnosing ADHD,
with growing consensus that “ADHD” is het-
erogeneous, comprising a set of disorders or
subtypes. Diagnosis involves looking at two
sets of core symptoms (i.e., inattention and
hyperactivity/impulsivity) and determining
whether the disorder is predominately related
to either set or to their combination. Yet future
diagnostic criteria might need to consider a
third set of core symptoms of ADHD, such as
sluggish cognitive tempo, that may define a
qualitatively different subset of children
(Milich, Balentine, & Lynam, 2001; Todd, Ras-
mussen, Wood, Levy, & Hay, 2004).

History

A more extensive history can be found in the
text by Barkley (2005). The first clinical de-
scription of children with symptoms of ADHD
was published over 100 years ago. In a series of
three lectures to the Royal College of Physi-
cians in England, George Still described chil-
dren in his clinical practice who were quite ag-
gressive, defiant, resistant to discipline, highly
emotional, poorly inhibited, and otherwise
lacking in self-control (Still, 1902). Most were
also excessively active and distractible, with
poorly sustained attention to tasks. Such chil-
dren would probably now be viewed as having
not only ADHD but also oppositional defiant
disorder (ODD) or even conduct disorder (CD)
(APA, 2000).

During the next 35 years, few papers ap-
peared on this subject in children, presumably
as a consequence of two world wars. Papers
that were published in relation to the disorder
or its symptoms focused on either (1) the en-
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cephalitis epidemic of the early part of that cen-
tury as causing such symptoms or (2) the motor
restlessness that characterized these children
(Childers, 1935; Levin, 1938). Scant attention
was given to disturbances in self-regulation and
social conduct.

More widespread interest in these children
did not emerge until after World War II. At that
time, the highly influential writings of Strauss
and Lehtinen (1947) and their colleagues advo-
cated that restless and inattentive behavior was
de facto evidence of brain damage in children.
The term “minimal brain damage” was coined
to refer to these children, and strict guidelines
were advocated for their education.

Conclusions concerning brain damage as a
cause of hyperactivity became less frequent
over time, though brain dysfunction was be-
lieved somehow to be related to the disorder.
This resulted in a softening of the terminology
for the disorder from “minimal brain dam-
age” to “minimal brain dysfunction” (Wender,
1971). Eventually, the link with neurological
damage was dropped from the diagnostic
terminology. Nevertheless, the association of
ADHD with abnormal brain functioning re-
mained strong until the 1970s, when a series of
publications disputed the relationship to brain
damage (Rutter, 1977).

Increasing emphasis on excessive motor ac-
tivity as the central symptom of the disorder
arose from the 1950s through the 1970s. Some
authors (Laufer, Denhoff, & Solomons, 1957)
posited a possible defect in the filtering of stim-
uli in the central nervous system as the cause,
allowing excessive stimulation to reach the cor-
tex. Later, others viewed the disorder as simply
a daily rate of motor activity significantly devi-
ant from that of normal children (Chess, 1960;
Werry & Sprague, 1970), without reference to
its origins. The disorder began to be known by
its behavioral symptoms instead, such as “hy-
peractive child syndrome” (Chess, 1960) or
“hyperkinetic reaction of childhood” (APA,
1968).

By the mid-1970s, evidence suggested that
hyperactive children also had major deficits
with sustained attention and impulse control.
Douglas and Peters (1979) argued that the dis-
order comprised impairments in (1) invest-
ment, organization, and maintenance of atten-
tion; (2) inhibition of impulsive responding; (3)
modulation of arousal levels to meet situa-
tional demands; and (4) a strong tendency to
seek immediate reinforcement. Excessive mo-

tor activity was viewed as being problematic,
but the core deficit of the disorder was pro-
posed to involve attention and inhibitory prob-
lems.

The APA (1980) eventually relabeled the dis-
order as “attention deficit disorder ([ADD]
with or without hyperactivity)” in DSM-III, in
part as a result of Douglas’s (1983) influential
reviews on the field. The change essentially de-
moted hyperactivity to an unnecessary or sim-
ply a related characteristic, yet one that could
be used to create subtypes of the disorder based
on its presence or absence (APA, 1980).

Later in the 1980s, the disorder was re-
labeled yet again as “attention-deficit/hyperac-
tivity disorder” in DSM-III-R (APA, 1987),
suggesting a reemergence of the importance of
hyperactivity as one of the central features of
the disorder, equal in import to the other fea-
tures (i.e., inattention and impulsiveness). The
subtyping scheme of “without hyperactivity”
was demoted in this revision, not because chil-
dren who are primarily inattentive do not exist,
but because it was unclear at the time whether
they represented a true subtype of this disor-
der or a separate diagnostic entity altogether
(Barkley, 1990; Carlson, 1986). Clinicians
could label such children as having “undiffer-
entiated attention deficit disorder” but were
provided no criteria for diagnosis, nor was the
relationship of this disorder to ADHD clari-
fied. More research was recommended before
the answers to these issues could guide such a
taxonomic enterprise.

Across the 1980s, many scientists came
to posit that the central deficiency in ADD/
ADHD children was poor executive func-
tioning or poor self-regulation of behavior
(Barkley, 1981, 1990; Douglas, 1983; Kendall
& Braswell, 1985). This trend continues to the
present (see below; Barkley & Murphy, 2006).
It resembles in some respects a return to Still’s
(1902) earlier notions that deficits in volitional
inhibition and moral regulation of behavior ex-
plain the disorder, if the moral regulation is
taken to mean the selection of actions as a
function of their future consequences for one-
self and for others, as Still intended.

In 1994, when the DSM was once again re-
vised (DSM-IV), several important changes
were added to the diagnostic criteria. These are
discussed in detail later in the chapter. Suffice it
to say here that the option of diagnosing chil-
dren with a subtype of the disorder character-
ized by primary attention problems without
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hyperactivity or impulsiveness has been re-
stored to this taxonomy, despite continuing sci-
entific uncertainty over whether children who
are primarily inattentive actually represent a
subtype of ADHD or an entirely separate disor-
der (Barkley, 2005; Barkley, Grodzinsky, &
DuPaul, 1992; Lahey & Carlson, 1992; Milich
et al., 2001).

In DSM-III-R (APA, 1987), an attempt was
made to draw upon the results of factor-
analytic studies of child behavior rating scales
to aid expert opinion in the selection of symp-
toms (Spitzer, Davies, & Barkley, 1990). A
small-scale field trial employing 500 children
from multiple clinical sites was conducted to
narrow down the potential list of symptoms
and to specify a cutoff score on this list that
best differentiated between children with
ADHD and other diagnostic groups. In the
most recent revision (APA, 2000), DSM-IV-TR
criteria are based on a better field trial
and more thorough analysis of its results
(Applegate et al., 1997; Lahey et al., 1994).
These DSM-IV-TR criteria appear in Table 2.1
and are discussed in detail in a separate section.

Definition and Primary Symptoms

The term “symptom” as used here refers to a
behavior (e.g., skips from one uncompleted ac-
tivity to another) or group of behaviors that
covary (e.g., inattention) and are believed to
represent a dimension of a mental disorder. We
want to distinguish between the terms “symp-
tom” and “impairment,” because the two are
often confused in clinical discussions of disor-
ders. Impairments are consequences or out-
comes of symptoms or symptom classes, such
as retention in a grade; failure to graduate from
high school; and proneness to vehicular crashes
or license suspensions, teen pregnancy, or crim-
inal arrests. In this section we describe the ma-
jor symptom dimensions of ADHD. Related
impairments are described elsewhere in the
chapter.

There is strong consensus that ADHD is de-
fined by two clusters of symptoms: inattention
and hyperactivity–impulsivity (Barkley, 2005).
These core symptoms of ADHD are correlated
with each other, but growing information indi-
cates that they are partially distinct, such that
individuals having largely one set of symptoms
(inattention, mainly) and not the other (hy-
peractive–impulsive behavior) may describe a
qualitatively different group, and possibly a

different disorder (Diamond, 2005; Milich
et al., 2001; Nigg et al., 2005). Thus, a person
diagnosed with ADHD may have problems
related to inattention or hyperactivity–
impulsivity, or typically both. Available evi-
dence indicates that by adulthood, this two-
dimensional structure could evolve into a
three-dimensional one, in that symptoms of
largely verbal impulsiveness come to form a di-
mension separate from that of hyperactivity
(Barkley et al., in press). Some have argued that
other dimensions of ADHD may also exist
(e.g., slowed cognitive tempo, discussed in
more detail later). These dimensions have not
yet been incorporated into the definition of
ADHD. Therefore, this section focuses on the
well-established core symptoms of inattention
and hyperactivity–impulsivity.

Inattention

The construct of attention as studied in neuro-
psychology is multidimensional and may refer
to alertness, arousal, selectivity, focus, encod-
ing, sustained attention, distractibility, or span
of apprehension, among others (Barkley, 1988;
Hale & Lewis, 1979; Mirsky, 1996; Strauss,
Thompson, Adams, Redline, & Burant, 2000).
However, the number of distinct components
identified in neuropsychological batteries re-
mains unclear (Strauss et al., 2000). Research
shows that those with ADHD do not have sig-
nificant difficulties with automatically orient-
ing to visual information, which may be medi-
ated by posterior brain attention circuits (Nigg,
2006). Instead, they have their greatest difficul-
ties with aspects of attention related to persis-
tence of effort, or sustaining attention to tasks,
sometimes called vigilance (Douglas, 1983;
Newcorn et al., 2001; Swaab-Barneveld et al.,
2000). These deficits are believed to be medi-
ated through largely frontal brain attention cir-
cuits (Nigg, 2006).

Difficulties with persistence are sometimes
apparent in free-play settings, as evidenced by
shorter durations of play with each toy and fre-
quent shifts in play across various toys (Barkley
& Ullman, 1975; Routh & Schroeder, 1976;
Zentall, 1985). However, inattention is most
dramatically apparent in situations requiring
the child to sustain attention to dull, boring, re-
petitive tasks (Barkley, DuPaul, & McMurray,
1990; Fischer, Barkley, Smallish, & Fletcher,
2005; Newcorn et al., 2001; Zentall, 1985).
Examples of such tasks include independent
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TABLE 2.1. DSM-IV-TR Criteria for ADHD

A. Either (1) or (2):
(1) six (or more) of the following symptoms of inattention have persisted for at least 6 months to a

degree that is maladaptive and inconsistent with developmental level:

Inattention
(a) often fails to give close attention to details or makes careless mistakes in schoolwork, work, or

other activities
(b) often has difficulty sustaining attention in tasks or play activities
(c) often does not seem to listen when spoken to directly
(d) often does not follow through on instructions and fails to finish schoolwork, chores, or duties in

the workplace (not due to oppositional behavior or failure to understand instructions)
(e) often has difficulty organizing tasks and activities
(f) often avoids, dislikes, or is reluctant to engage in tasks that require sustained mental effort (such

as school work or homework)
(g) often loses things necessary for tasks or activities (e.g., toys, school assignments, pencils, books,

or tools)
(h) is often easily distracted by extraneous stimuli
(i) is often forgetful in daily activities

(2) six (or more) of the following symptoms of hyperactivity–impulsivity have persisted for at least 6
months to a degree that is maladaptive and inconsistent with developmental level:

Hyperactivity
(a) often fidgets with hands or feet or squirms in seat
(b) often leaves seat in classroom or in other situations in which remaining seated is expected
(c) often runs about or climbs excessively in situations in which it is inappropriate (in adolescents or

adults, may be limited to subjective feelings of restlessness)
(d) often has difficulty playing or engaging in leisure activities quietly
(e) is often “on the go” or often acts as if “driven by a motor”
(f) often talks excessively

Impulsivity
(g) often blurts out answers before the questions have been completed
(h) often has difficulty awaiting turn
(i) often interrupts or intrudes on others (e.g., butts into conversations or games)

B. Some hyperactive–impulsive or inattentive symptoms that caused impairment were present before age 7
years.

C. Some impairment from the symptoms is present in two or more settings (e.g., at school [or work] and
at home).

D. There must be clear evidence of clinically significant impairment in social, academic, or occupational
functioning.

E. The symptoms do not occur exclusively during the course of a Pervasive Developmental Disorder,
Schizophrenia, or other Psychotic Disorder, and are not better accounted for by another mental
disorder (e.g., Mood Disorder, Anxiety Disorder, Dissociative Disorder, or a Personality Disorder).

Code based on type:
314.01 Attention-Deficit/Hyperactivity Disorder, Combined Type: if both Criteria A1 and A2 are met
for the past 6 months.
314.00 Attention-Deficit/Hyperactivity Disorder, Predominantly Inattentive Type: if Criterion A1 is met
but Criterion A2 is not met for the past 6 months
314.01 Attention-Deficit/Hyperactivity Disorder, Predominantly Hyperactive–Impulsive Type: if
Criterion A2 is met but Criterion A1 is not met for the past 6 months.

Coding note: For individuals (especially adolescents and adults) who currently have symptoms that no
longer meet full criteria, “In Partial Remission” should be specified.

Note. Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders. Copyright 2000. American
Psychiatric Association.



schoolwork (Hoza, Pelham, Waschbusch,
Kipp, & Owens, 2001), homework or chore
performance (Danforth, Barkley, & Stokes,
1991), and certain experimental lab tasks
(Newcorn et al., 2001; Swaab-Barneveld et al.,
2000).

Another problem is distractibility, or the
likelihood that a child responds to the occur-
rence of extraneous events unrelated to the
task. Parents and teachers often rate this symp-
tom as significantly elevated among children
with ADHD. The findings for such distracting
irrelevant stimulation, however, appear to be a
function of whether the distractors are con-
tained within the task or outside of the task
materials. Some researchers find that stimula-
tion embedded in the task materials worsens
the performance of children with ADHD
(Barkley, Koplowitz, Anderson, & McMurray,
1997; Brodeur & Pond, 2001; Marzocchi,
Lucangeli, De Meo, Fini, & Cornoldi, 2002;
Rosenthal & Allen, 1980). This appears to be
the case even with video games (Lawrence et
al., 2002). Others find no such effect when
studying teens with ADHD (Fischer, Barkley,
Fletcher, & Smallish, 1993), suggesting a possi-
ble age-related improvement in this specific
problem (Brodeur & Pond, 2001). One study
found an enhancing effect on attention from
intratask stimulation (Zentall, Falkenberg, &
Smith, 1985). Thus, within-task cues appear to
be key to engaging attention of children with
ADHD.

Research supports the notion that impaired
attention processes in individuals with ADHD
are part of a larger domain of cognitive activi-
ties known as executive functioning (EF), and
especially working memory (i.e., holding infor-
mation in mind that one is using to guide per-
formance toward a goal, or remembering to do
so (Barkley, 1997b, 1997c; see Martinussen,
Hayden, Hogg-Johnson, & Tannock, 2006, for
a meta-analysis). Specifically, evidence from the
development of rating scales indicates that the
DSM items used to define the attention deficits
in ADHD load on a larger dimension contain-
ing items reflecting EF and, specifically, work-
ing memory (Conners, Sitarenios, Parker, &
Epstein, 1998; Gioia, Isquith, Guy, Kenworthy,
& Baron, 2000). Such attention ratings also
correlate significantly with neuropsychological
tests of working memory and EF in contrast to
those of hyperactive or impulsive behavior
(Martinussen & Tannock, 2006). Thus, assess-

ment of ADHD might be improved by adding
measures of EF (Jarratt, Riccio, & Siekierski,
2005), but the value of adding such measures
has not been thoroughly evaluated.

Impulsivity

A second dimension of ADHD is a deficiency
in inhibiting behavior. Usually it is strongly as-
sociated with hyperactivity and may be the
source of it. Like attention, impulsivity is also
multidimensional in nature (Nigg, 2006). Re-
cent theories of impulsivity have focused on
the capacity to inhibit or delay prepotent re-
sponses, particularly in settings in which those
responses compete with rules (Barkley, 1997b).
A prepotent response is one that gains the im-
mediate reinforcement (i.e., reward or escape)
available in a given context, or that has a
strong history of such reinforcement in the
past. Though symptoms of impulsivity inter-
correlate with those of hyperactivity in child-
hood strongly enough to form a single dimen-
sion, by adulthood, symptoms related to verbal
behavior become partially distinct from hy-
peractivity and motor impulsivity (Barkley
et al., in press).

The combined type of ADHD may have
several reward-related deficits (Luman,
Oosterlaan, & Sergeant, 2005), including diffi-
culties with sustained inhibition of such domi-
nant responses over time (Nigg, 2006), poor
delay of gratification (Rapport, Tucker, Du-
Paul, Merlo, & Stoner, 1986), a steeper dis-
counting of the value of delayed over im-
mediate rewards (Barkley, Edwards, Laneri,
Fletcher, & Metevia, 2001), and impaired ad-
herence to commands to inhibit behavior in so-
cial contexts (Danforth et al., 1991). This
inhibitory deficit may also include difficulty in-
terrupting an already ongoing response pattern
(Schachar, Mota, Logan, Tannock, & Klim,
2000), particularly when given feedback about
performance and errors. In the latter case,
perseverative responding may be evident de-
spite negative feedback concerning such re-
sponding, perhaps reflecting an insensitivity to
errors (Wiersema, van der Meere, & Roeyers,
2005).

Children with ADHD tend to be more ac-
tive, restless, and fidgety than their non-
ADHD peers (Porrino et al., 1983; Teicher,
Ito, Glod, & Barber, 1996). As with the other
symptoms, there are significant situational
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fluctuations in this symptom class (Luk,
1985; Porrino et al., 1983). Level of activity
does not always distinguish between ADHD
and other clinic-referred groups of children
(Werry, Reeves, & Elkind, 1987), though its
pervasiveness across settings may do so (Tay-
lor, 1986). Such hyperactivity declines signifi-
cantly across the elementary school years,
whereas problems with attention persist at
relatively stable levels during this same period
of development (Barkley, Fischer, Edelbrock,
& Smallish, 1990; Hart, Lahey, Loeber,
Applegate, & Frick, 1995; Wolraich et al.,
2005). This implies that hyperactivity reflects
an early developmental manifestation of a
more central deficit in behavioral inhibition
that may arise ahead of problems with atten-
tion, while declining more steeply with age.
Studies that factor-analyze behavior ratings
consistently show that hyperactivity and poor
impulse control form a single dimension of
behavior (DuPaul, 1991; Hinshaw, 1987;
Molina, Smith, & Pelham, 2001), at least in
children. As noted earlier, by adulthood, ver-
bal impulsiveness may become partially de-
coupled from the former dimension (Barkley
et al., in press). Accordingly, impulsivity and
hyperactivity are currently collapsed into a
single dimension in ADHD assessment with
DSM-IV criteria. This deficit in inhibition, of
which early hyperactivity is a part, may be-
come increasingly reflected in poor self-
regulation over various developmental stages,
even though the difficulties with excessive
activity level may wane with maturation
(Barkley, 1997a; Barkley et al., in press).

Difficulties with adherence to rules and in-
structions are also evident in children with
ADHD (APA, 2000; Barkley, 1997b). They
typically have significant problems with com-
pliance with parental and teacher commands
(Danforth et al., 1991) and often do not follow
experimental instructions in the absence of the
experimenter (Draeger, Prior, & Sanson, 1986)
or adhere to directives to defer gratification or
resist temptations (Rapport et al., 1986). Like
the other symptoms, rule-governed behavior is
a multidimensional construct (Hayes, 1989). It
remains to be shown which aspects of this con-
struct are specifically impaired in ADHD and
to what extent impairments in rule-governed
behavior are secondary to the primary symp-
toms of ADHD (i.e., inattention and impulsivi-
ty).

Assessment Implications

The preceding brief review should make it clear
that ADHD does not present as a unitary phe-
nomenon. Assessors need to be prepared to
deal with variability within and across persons.
Yet it may be possible for a person with ADHD
to appear focused, persistent, and well con-
trolled in novel, stimulating, or highly reward-
ing activities or situations. Thus, being atten-
tive and apparently self-disciplined on some
occasions does not rule out a diagnosis of
ADHD. Indeed, a comprehensive assessment of
ADHD will identify situations in which there
are few, if any, problems. These situations can
be used to highlight positive influences on the
behavior of the person with ADHD.

Diagnostic Criteria

DSM-IV criteria (see Table 2.1) are the most
widely recognized and accepted criteria for di-
agnosing ADHD (Kupfer et al., 2000). Gen-
erally speaking, there is good support for most
of these criteria, especially when they are ap-
plied to children (Barkley, 2005). But some sig-
nificant problems that do exist argue for some
latitude in adherence to DSM-IV criteria and
anticipation of future refinements based on em-
pirical evidence.

The key elements of the DSM-IV criteria for
ADHD may be summarized by the following
seven concepts.

1. Individuals with ADHD may have prob-
lems related to inattention, hyperactivity/
impulsivity, or both.

2. These deficits are significantly inappropri-
ate for the person’s age.

3. The disorder should have an onset in child-
hood.

4. The condition is generally chronic or persis-
tent over time.

5. The core symptoms are significantly perva-
sive or cross-situational in nature.

6. The deficits are not the direct result of se-
vere language delay, deafness, blindness, or
another psychiatric condition, such as au-
tism, depression, or psychosis, that may
better explain the symptoms.

7. The core symptoms of ADHD must be
causally associated with significant impair-
ment in major life activities, such as educa-
tional, familial, social, vocational, adaptive

60 PART II. BEHAVIOR DISORDERS



(self-sufficiency), or other significant areas
of life functioning.

DSM-IV Subtypes

The three subtypes set forth in DSM-IV are
somewhat self-explanatory and comprise the
predominately inattentive subtype (ADHD-I),
the predominantly hyperactive–impulsive sub-
type (AH/HD-HI), and the combined subtype
(ADHD-C). These subtypes are formed on the
basis of the two symptom lists or dimensions
presented in the criteria (Burns, Boe, Walsh,
Sommers-Flanagan, & Teegarden, 2001;
DuPaul et al., 1998; Gioia et al., 2000; Lahey
et al., 1994). These dimensions have been rep-
licated across various countries and ethnic
groups, including Puerto Rico (Bauermeister et
al., 1995); Native Americans (Beiser, Dion, &
Gotowiec, 2000); U.S. ethnic groups (DuPaul
et al., 1998); Australia: (Gomez, Harvey,
Quick, Scharer, & Harris, 1999); Brazil (Ras-
mussen et al., 2002); and, Spain, Germany, and
the United States (Wolraich et al., 2003).

Some researchers now find another con-
struct or dimension of inattention symptoms
that is not represented in the DSM-IV-TR inat-
tention list. Indeed, the symptoms were elimi-
nated as a result of a field trial that showed
them to have low or weak association with the
other inattention symptoms (see Lahey et al.,
1994). Yet this subset of symptoms is becoming
useful in identifying another subtype of inat-
tentive children, and possibly adults. This di-
mension represents a sluggish cognitive tempo,
or SCT, and its typical symptoms include chil-
dren being more sluggish, passive, hypoactive,
daydreamy, slow-moving, prone to stare, con-
fused, and “in a fog” than are normal children
or those with ADHD-C (McBurnett, Pfiffner,
& Frick, 2001; Milich et al., 2001; Todd et al.,
2004). Indeed, some of these symptoms are the
very antithesis of ADHD (e.g., hypoactivity).

Given that SCT may be a valid and distinct
dimension of inattention, evidence suggests
that clinicians need to recognize one dimension
of hyperactivity/impulsivity and two distinct
dimensions of inattention. The first inattention
dimension is the well-known and overwhelm-
ingly established set of inattentive symptoms
set forth in the DSM and in many child behav-
ior rating scales. Children with these symptoms
can be thought of as impersistent–distractible–
forgetful. The second dimension of inattention

reflects a daydreamy–staring–confused quality
that is more passive and lethargic in form and
associated with slow–inaccurate information
processing. This dimension of inattention is not
currently addressed by DSM-IV-TR, requiring
examiners to take care to evaluate its existence
apart from DSM-IV-T– based rating scales and
interviews.

Developmentally Inappropriate Behavior

Individuals with ADHD are certainly signifi-
cantly different than their peers on measures of
attention span, activity level, and impulse con-
trol (Barkley, 2005; Biederman, 2005; Fischer
et al., 2005; Nigg, 2005; Wolraich et al., 2005).
However, as mentioned previously, there are
different types of inattention, overactivity, and
impulsivity, and not all of the numerous ways
to measure them have consistently revealed dif-
ferences between individuals with and without
ADHD (Firestone & Martin, 1979; Sandberg,
Rutter, & Taylor, 1978). The inattention prob-
lems usually exhibited by persons with ADHD-
C are the inability to sustain attention and to
persist in responding to tasks or play activities
for as long as other children of the same age
(Barkley, 1997c, 2005; Hoza et al., 2001). An
inability to follow through on rules and in-
structions is also evident. Among the most dis-
tinctive symptoms, however, is the proneness to
distractibility (Barkley et al., in press; Milich,
Widiger, & Landau, 1987). Another common
manifestation of inattention is being more dis-
organized and forgetful than other children the
same age (Barkley, DuPaul, & McMurray,
1990). Researchers employing objective mea-
sures corroborate their presence in persons
with ADHD (Corkum & Siegel, 1993; Luk,
1985; Milich & Lorch, 1994; Schachar,
Tannock, & Logan, 1993). These behaviors
distinguish them from individuals with learn-
ing disabilities (Barkley, DuPaul, & McMurray,
1990) or other psychiatric disorders (Werry,
Reeves, & Elkind, 1987). This symptom class
correlates significantly with measures of work-
ing memory and EF; therefore, it likely repre-
sents a broader domain of cognitive impair-
ment, most likely EF, than merely inattention
(Barkley et al., in press; Gioia et al., 2000;
Matinussen et al., 2006; Matinussen &
Tannock, 2006).

Children with ADHD-HI or ADHD-C often
exhibit difficulties with excessive activity level.
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This is often manifested in greater fidgetiness;
not staying seated when it is required; moving
about, running, and climbing more than other
children; playing noisily; talking excessively;
often interrupting others’ activities; and being
less able than others to wait in line or take
turns in games (APA, 1994). A problem with
inhibition is also evident in many of these same
complaints. Parents and teachers describe the
children as being incessantly in motion and un-
able to wait for events to occur. As noted previ-
ously, research has objectively documented that
they are more active than other children. Fur-
thermore, children with ADHD-HI or ADHD-
C come across as being relatively immature
in controlling motor overflow movements
(Denckla & Rudel, 1978); have considerable
difficulties stopping an ongoing behavior
(Hartung, Milich, Lynam, & Martin, 2002;
Schachar et al., 1993); talk more than others
(Barkley, Cunningham, & Karlsson, 1983); are
less able to resist immediate temptations and
delay gratification (Anderson, Hinshaw, &
Simmel, 1994; Campbell, Pierce, March, Ew-
ing, & Szumowski, 1994; Rapport et al.,
1986); and tend to respond too quickly and too
often when they are required to wait and watch
for events to happen, as is often seen in impul-
sive errors on continuous performance tests
(CPTs; Corkum & Siegel, 1993; Frazier,
Demareem, & Youngstrom, 2004).

Although less frequently examined, differ-
ences in activity and impulsiveness have been
found between children with ADHD and those
with learning disabilities (Barkley, DuPaul, &
McMurray, 1990) or other psychiatric disor-
ders (Frazier et al., 2004; Halperin, Matier,
Bedi, Sharma, & Newcorn, 1992; Werry,
Reeves, & Elkind, 1987). Hyperactivity ap-
pears to diminish with advancing age; however,
impulsivity and related impairments appear to
persist for most individuals diagnosed with
ADHD during childhood (Biederman et al.,
2006; Wilens & Dodson, 2004).

Onset in Childhood

A formal diagnosis of ADHD by DSM-IV cri-
teria requires documentation of early onset,
arbitrarily defined as before age 7. There is
minimal empirical justification for this cutoff
(Applegate et al., 1997; Barkley & Biederman,
1997), with as many as 35% of children and
50% of adults with ADHD having onset of dis-

order after age 7 years (Barkley, Fischer, et al.,
2006). We strongly encourage evaluators to use
discretion regarding the onset prior to age 7
years requirement, preferring ourselves to use
an onset of prior to 16 years of age to capture
all legitimate cases of disorder (Barkley,
Fischer, et al., 2006).

The key point of the early-onset requirement
is that ADHD is usually a chronic disorder,
with problems presumably having a biological
basis that disrupts functioning in childhood. If
inattention or impulsivity emerge suddenly or
later in adulthood, then the assessor is advised
to consider other disorders (e.g., depression) or
to label the case as one of acquired ADHD sec-
ondary to (specify known etiology). Careful in-
terviewing about the history of impairment is
required if an older child or adolescent is pre-
senting for treatment or for functional prob-
lems that have “sudden onset.”

Studies of the developmental course and out-
come of children with ADHD have been nu-
merous and are only briefly summarized here.
More detailed reviews are provided by others
(Barkley, 2005; Biederman, 2005; Pelham,
Fabiano, & Massetti, 2005; Weiss & Hecht-
man, 1993). Although some children with
ADHD are reported to have been difficult in
terms of their temperament since birth or early
infancy (Barkley, DuPaul, & McMurray, 1990;
Campbell et al., 1994), the majority appear to
be identifiable as deviating from normal by
their caregivers between 3 and 4 years of age
(Lahey et al., 2004). However, for a variety of
reasons, it may be several years before such
children are brought to the attention of profes-
sionals (Foy & Earls, 2005).

A diagnosis of ADHD among preschoolers
may be more difficult due to higher rates of dis-
ruptive behavior among the normal population
at this age. Nevertheless, recent studies suggest
that a reliable and valid diagnosis can be made
for children as young as 3 years, 7 months old
(Lahey et al., 2006). However, precision and
reliability in diagnosis of subtypes of ADHD
do not appear to stabilize until children are
about 7 or 8 years old (Barkley, Fischer, et al.,
1990; Lahey, Pelham, Loney, Lee, & Willcutt,
2005).

During their preschool years, children with
ADHD are often excessively active, mischie-
vous, noncompliant with parental requests,
and difficult to toilet train (Campbell et al.,
1994; Hartsough & Lambert, 1985; Mash &
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Johnston, 1982). They may also already be
manifesting some delays in academic readiness
skills (Mariani & Barkley, 1997). Parental dis-
tress over child care and management is likely
to reach its zenith when children are between 3
and 6 years of age, declining thereafter as the
deficits in attention and rule-following improve
(Barkley, Karlsson, & Pollard, 1985; Mash &
Johnston, 1982).

Despite the decline from peak parenting dis-
tress in the later preschool years, the stress par-
ents report in raising children with ADHD re-
mains considerably higher than stress levels
reported by parents of children in control
groups (Anastopoulos, Guevremont, Shelton,
& DuPaul, 1992; Bussing et al., 2003; Fischer,
1990). Likewise, parents of teenagers with
ADHD report high levels of stress and family
conflict with these youth, particularly if the
youth carries a comorbid diagnosis of ODD
(Barkley, Anastopoulos, Guevremont, &
Fletcher, 1992; Barkley et al., 1991; Edwards,
Barkley, Laneri, Fletcher, & Metevia, 2001).

By entry into formal schooling (i.e., 5 or 6
years of age), most children with ADHD have
become recognizably deviant from normal
peers due to poor sustained attention, impul-
sivity, or restlessness. Difficulties with aggres-
sion, defiance, or oppositional behavior may
have emerged or will begin to emerge, if
they did not manifest earlier in development
(Barkley, Fischer, et al., 1990; Barkley et al.,
1991). Children with ADHD who develop
these oppositional or antisocial behaviors are
likely to veer into a more severe path of malad-
justment in later years than are children with
ADHD who do not develop aggressive–defiant
behaviors, or who do so only to a limited de-
gree (Barkley et al., 2004). During these ele-
mentary school years, the majority of children
with ADHD have varying degrees of poor
school performance, usually related to failure
to finish assigned tasks in school, relatively
high rates of missing homework or long-term
assignments, disruptive behavior during class
activities, and increasingly poor peer relations.
Learning disabilities in areas of reading, spell-
ing, math, handwriting, and language, how-
ever, may also become manifest in a significant
minority of children with ADHD, requiring ad-
ditional evaluation and special educational as-
sistance beyond that typically needed to man-
age the ADHD symptoms (Barkley, 2005;
Tannock & Brown, 2000).

Persistent Life Course

Thirty years ago, there was a widespread belief
that ADHD was a self-limiting disorder that
typically remitted shortly after puberty (Brown
& Borden, 1986). In the meantime, several
well-conducted longitudinal studies have
shown that 40–80% of children continue to
have the disorder into adolescence (Barkley,
Fischer, et al., 1990; Biederman, Faraone,
Milberger, et al., 1996; Hinshaw, Owens, Sami,
& Fargeon, 2006; Mannuzza et al., 1991;
Weiss & Hechtman, 1993). Many children
with ADHD who putatively “outgrow” their
symptoms during adolescence may be border-
line cases that switch back and forth between
a diagnosed and a nondiagnosed status.
Moreover, those who have subclinical levels of
ADHD as adolescents are often significantly
impaired relative to their peers (Molina & Pel-
ham, 2003).

We believe that many of these borderline or
impaired cases might be consistently diagnosed
with ADHD if more developmentally appropri-
ate diagnostic criteria were employed. Unfortu-
nately, the DSM-IV-TR criteria were written
primarily for children and field-tested primar-
ily with elementary school–age students (age
range, 4–16 years). As a consequence, some
ADHD diagnostic criteria are less relevant to
adolescents, who generally show a decline in
hyperactive behavior (Barkley, 2005). For ex-
ample, except in extremely rare cases, state-
ments such as “Runs or climbs excessively” or
“Cannot play quietly” no longer apply to
postpubescent individuals with ADHD.

For adolescents with ADHD, family con-
flicts may continue or even increase (Barkley,
Anastopoulos, et al., 1992; Fletcher, Fischer,
Barkley, & Smallish, 1996) and may now cen-
ter around failure of the teen to accept respon-
sibility for performing routine tasks, difficulties
with being trusted to obey rules when away
from home, and impairments in problem-
solving. Parents may try to compensate by
adopting an authoritarian, highly emotional
parenting style with an excessive use of ultima-
tums (Robin, 1990). This can result in a coer-
cive interaction cycle that increases conflict and
strains on the family.

Among the subset of teens with ADHD who
have had significant problems with aggressive
and oppositional behavior prior to being an ad-
olescent, delinquency and conduct disorder are
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likely to emerge, if they have not done so al-
ready, because these adolescents spend greater
amounts of unsupervised time in the commu-
nity (Barkley, Fischer, et al., 1990; Satterfield &
Schell, 1997; Weiss & Hechtman, 1993). Sub-
stance experimentation and abuse are more
likely to occur within the adolescent years,
mainly among youths diagnosed with ADHD
and comorbid conduct disorder (Barkley,
Fischer, et al., 1990; Barkley et al., 2004;
Molina & Pelham, 2003; Thompson, Riggs,
Mikulich, & Crowley, 1996) or bipolar disor-
der (Biederman, Faraone, Mick, et al., 1996).
Thus, although there may not be a clear causal
effect of ADHD on the development of alcohol
and other drug problems, there does appear to
be a clinically meaningful relationship between
ADHD and substance use (Smith, Molina, &
Pelham, 2002).

Another area of difficulty is increased risk-
taking behavior (Flory, Molina, Pelham,
Gnagy, & Smith, 2006). An increasing number
of studies have replicated and extended the
original report by Weiss and Hechtman (1993),
suggesting that individuals diagnosed with
ADHD in childhood followed into adoles-
cence, and clinically referred teenagers (and
adults) with ADHD have a greater number of
automobile accidents and speeding citations
than their peers (Barkley, Guevremont, Anas-
topoulos, DuPaul, & Shelton, 1993; Barkley,
Murphy, DuPaul, & Bush, 2002).

Studies of other domains of major life activi-
ties have shown that teens with ADHD are at
risk for a wide variety of impairments, includ-
ing sexual intercourse at an earlier age, along
with a greater risk of teenage pregnancy
(Barkley, Fischer et al., 2006), and less likeli-
hood of completing high school and college
than their peers (Barkley, Fischer, et al., 2006;
Biederman et al., 2006; Weiss & Hechtman,
1993). Even those who do make it to college
appear to be more impaired than their peers
(Barkley, in press, 2007; Heiligenstein,
Guenther, Levy, Savino, & Fulwiler, 1999).
Workplace problems include higher than ex-
pected unemployment and number of job
changes, and elevated levels of ADHD and
ODD symptoms, as rated by employers
(Barkley, Fischer, et al., 2006; Biederman et al.,
2006). People with ADHD also appear to have
less stable relationships, including fewer long
terms friends and more divorces (Barkley,
Fischer, et al., 2006; Biederman et al., 2006;
Weiss & Hechtman, 1993).

In contrast to the decline in hyperactivity
with age noted earlier, DSM-IV-TR symptoms
of inattention and EF appear to be very per-
sistent. Adults with ADHD are highly likely
to self-report many of the same symptoms of
inattention from the DSM symptom list re-
ported by parents of children having ADHD
(Barkley et al., in press). Murphy and Barkley
(1996a) found that 83% of adults diagnosed
with ADHD reported having difficulties with
sustaining attention (vs. 68% of a clinical
control group and 10% of a normal sample);
94% reported being easily distracted (vs.
86% of clinical controls and 19% or norma-
tive controls); 90% claimed that they often
do not listen to others (vs. 57 and 6%, re-
spectively); 91% reported that they often fail
to follow through on tasks or activities (vs.
78 and 6%, respectively); and 86% reported
that they frequently shift from one uncom-
pleted activity to another (vs. 75 and 12%,
respectively). These self-reports are corrobo-
rated by others who know the subjects well,
such as spouses (r = .64) or parents (r = .75),
as is parents’ recall of similar symptoms dur-
ing their childhood years (r = .74 with parent
reports) (Murphy & Barkley, 1996b).

Adults with ADHD appear to have many of
the same attention problems as children who
have the disorder (Barkley et al., in press), espe-
cially attention and EF problems (Barkley,
Murphy, & Kwasnik, 1996; Epstein, Conners,
Sitarenios, & Erhardt, 1998; Hervey, Epstein,
& Curry, 2004; Murphy, Barkley, & Bush,
2001; Seidman, Biederman, Weber, Hatch, &
Faraone, 1998). Also, results of direct behav-
ioral observations of inattention in adults with
ADHD parallel the previously cited research in
children, indicating greater off-task behavior
during task performance, including driving
(Barkley, 2004; Fischer, Barkley, Smallish, &
Fletcher, 2005).

Cross-Setting Pervasiveness of Symptoms

The DSM-IV requirement that the symptoms
be demonstrated in at least two out of three en-
vironments to establish pervasiveness of symp-
toms is new to this edition of the DSM and po-
tentially problematic. By stipulating that the
symptoms must be present in at least two out
of three contexts (home, school, work, in the
case of DSM-IV; home, school, clinic, in the
case of International Classification of Diseases
[ICD-10]), the criteria now potentially con-
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found settings with sources of information
(parent, teacher, employer, clinician). Research
shows that the degree of agreement between
parents and teacher is modest for any dimen-
sion of psychological development, often rang-
ing between .30 and .50 depending on the
behavioral dimension being rated (Achenbach,
McConaughy, & Howell, 1987; Mitsis,
McKay, Schulz, Newcom, & Halperin, 2000).
This low degree of agreement sets an upper
limit on the extent to which parents and teach-
ers can agree on the severity of ADHD symp-
toms and, thus, on whether the child has the
disorder according to strict interpretation of
DSM-IV criteria.

It is noteworthy that disagreements among
sources presumably reflects some real differ-
ences in the child’s behavior in these different
settings, probably as a function of differences
in situational demands. School, after all, in-
volves quite different expectations, tasks, social
context, and general demands for public self-
regulation compared to the home environment.
A more serious problem for assessment is that
the disagreements may also reflect differences
in the attitudes, experiences, and judgments be-
tween different people. Furthermore, because
there is no scientific basis at this time to argue
for one reporter’s validity over another (e.g.,
teacher vs. parent), we believe that these views
should be considered as providing information
on the child in that particular context, from a
particular adult’s point of view, and nothing
more. Cross-informant agreement is not criti-
cal for diagnosis. It may inappropriately con-
found the diagnosis with issues such as comor-
bid disorders and reporting source, severity,
and subtype. For example, there may be a con-
founding of the ADHD with issues of co-
morbidity with ODD (Costello, Loeber, &
Stouthamer-Loeber, 1991). Parent-identified
children with ADHD may have predominantly
ODD, with relatively milder ADHD, whereas
teacher-identified children with ADHD may
have chiefly ADHD and minimal or no ODD
symptoms. Children identified by both parents
and teachers as having ADHD may, therefore,
have not only ADHD but also a higher likeli-
hood of having ODD. Other research suggests
that pervasiveness may measure a more severe
condition of ADHD than do the home- or
school-only cases, which differ in degree rather
than in kind (Tripp & Luk, 1997). Further-
more, some studies suggest that the combined
subtype (ADHD-C) may be more readily de-

tected by pervasiveness criteria than the other
hyperactive, impulsive, or inattentive subtypes
(Gaub & Carlson, 1997). Children with de-
fined pervasive ADHD (i.e., impairment at
home and at school) may be more likely to
have conduct disorder than ADHD identified
only at home (Mannuzza, Klein, & Moulton,
2002). The results attest mainly to the validity
of teacher reports in identifying a group of chil-
dren with ADHD and severe behavior prob-
lems and, perhaps, a higher risk for adult anti-
social disorder; however, it does not suggest
that pervasiveness is necessary to diagnose
ADHD. Indeed, this trend in the data suggests
that pervasiveness is confounded with comor-
bidity. Clinicians need to keep in mind that
DSM was constructed by blending the reports
of parents and teachers, and they should do
likewise. Thus, we recommend that symptoms
reported by one source should be tallied; then,
the number of additional symptoms identified
by the other source should be added to the
tally, totaling the number of different items en-
dorsed across both sources.

Ruling Out Alternative Diagnoses

Many psychiatric disorders may be confused
with ADHD. For instance, a depressed child
may manifest symptoms of inattention (e.g.,
poor concentration), or a manic child may have
increased activity levels. To clearly distinguish
between ADHD and other disorders, examin-
ers need to review with parents the problems
that may exist in multiple developmental do-
mains. A review of the following domains of
functioning is recommended: motor, language,
intellectual, academic, emotional, and social.
Careful interviewing about symptom type, on-
set, duration, strength, and quality is also re-
quired to rule out alternative diagnoses. In ad-
dition, information about the social context
and circumstances of the problem must be
gathered (i.e., Can antecedent events such as a
loss be identified?).

Accomplishing a differential diagnosis of
ADHD versus another disorder requires that
the examiner have an adequate knowledge of
the diagnostic features of other childhood dis-
orders. Questioning about inappropriate think-
ing, affect, social relations, and motor pe-
culiarities may reveal another psychiatric or
developmental disorder (e.g., Asperger syn-
drome). Family psychiatric history can provide
information that increases or decreases the
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likelihood of certain disorders (i.e., bipolar dis-
order). Also, measures that screen for a wide
variety of problems are helpful. We describe
later a sample interview that we recommend
for use with the parents of children with
ADHD. An example of a detailed diagnostic in-
terview for parents of children with ADHD
may be found elsewhere (Barkley & Murphy,
2006). Regardless of the particular method
chosen, some review of the major childhood
disorders in DSM-IV (APA, 1994) is essential
for a trustworthy diagnosis, because DSM-IV
requires ruling out other diagnoses that most
plausibly account for the current complaints.
Usually a thoughtful semistructured interview
will help with this task. Also, broad-based
screening instruments, such as the Child Behav-
ior Checklist (CBCL; Achenbach & Rescorla,
2001) and Behavioral Assessment System for
Children, Second Edition (BASC-2; Reynolds
& Kamphaus, 2005) may help with this impor-
tant diagnostic consideration.

Over 80% of children with ADHD have a
second disorder, and more than 60% have two
or more additional disorders. These findings
have major implications for both assessment
and treatment. For example, the presence of
high levels of anxiety specifically, and of inter-
nalizing symptoms more generally, has been
shown in some instances to be a predictor of
poorer responses to stimulant medication
(Pliszka, 1989), thus indicating the need for
more intensive psychosocial treatment with
this population (Jensen et al., 2001). Similarly,
the presence of high levels of hostile, defiant
behavior or ODD has been shown to be a
marker for greater family conflict (Barkley,
Anastopoulos, et al., 1992; Barkley et al.,
1991). In such cases, specialized and more in-
tensive family-based interventions may be nec-
essary (Barkley, Guevremont, Anastopoulos, &
Fletcher, 1992). Also, ADHD has also been
shown to be a predictor of risk for conduct dis-
order, antisocial behavior, and substance mis-
use (Barkley et al., 2004; Mannuzza, Klein,
Bessler, Malloy, & LaPadula, 1998). The co-
existence of major depressive disorder with
ADHD increases the risk of suicidality two to
four times, especially during high school, de-
manding much closer monitoring of such cases
by clinicians and possibly the use of adjunctive
antidepressant medications (Barkley & Fischer,
2005). Accordingly, treatment for ADHD
should involve prevention of high-risk behav-
ior. The foregoing data illustrate the impor-

tance of determining comorbidity as part of the
evaluation of a child with ADHD, and its pos-
sible impact on treatment selection.

Parenting influences have been implicated as
important mediators or moderators of internal-
izing problems experienced by adolescents with
ADHD (Ostrander & Herman, 2006). This is
also true for smoking tobacco (Molina, Mar-
shal, Pelham, & Wirth, 2005). Therefore, the
assessment of ADHD should also consider
the parenting relationship and family-based
prevention programs for high-risk adolescents
(Dishion & Andrews, 1995; Farrington &
Welsh, 2003; Sanders, 2000). Similarly, be-
cause peers may have a big influence on a
child’s conduct problems and substance use
(Marshal, Molina, & Pelham, 2003), assess-
ment of comorbid conditions should include an
evaluation of the nature of the child’s peer
group and its level of deviant or antisocial
behavior.

Documenting Impairment

Symptoms alone are not sufficient to make a
diagnosis. Rather, a diagnosis of ADHD re-
quires that (1) the person have clinically mean-
ingful symptoms and (2) clinically meaningful
impairment, and that (3) the symptoms seem to
be the most likely cause of the impairment. A
multiaxial assessment of ADHD with DSM-IV
guidelines provides a Global Assessment of
Functioning (GAF) that gives some informa-
tion about impairment (APA, 2000). Some cli-
nicians and researchers use the GAF (DSM-IV,
Axis V) as an outcome measure in ADHD
treatment. This type of assessment of function-
ing is useful but not as precise an index of im-
pairment as we would like. Rather, we strongly
recommend gathering specific data on func-
tional impairments, quantifying them when-
ever possible (e.g., frequency counts or severity
ratings), and making the functional impair-
ments as much or more than the ADHD symp-
toms the target of intervention and outcome
evaluation. This requires an individualized ap-
proach to assessment. It can be accomplished
by instructing parents and/or teachers in the
use of relatively straightforward behavioral
methods of tracking problem behavior, such as
frequency tallies, duration records, or time
samples (Sanders, Markie-Dadds, & Turner,
2001; Sanders & Ralph, 2001). For example, a
parent can record how long a child takes to
complete homework each day (duration re-
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cord) or the number of times a child is noncom-
pliant with requests (frequency tally). How of-
ten a child fights with a sibling can be recorded
during the most problematic times of the day,
with a parent noting simply whether or not
fighting occurred during half-hour increments
in the morning and in the evening (time sam-
ple). These measures can begin with the initial
assessment and be repeated throughout the
treatment period, thus forming the data by
which interventions can be evaluated. Another
way parents and clinicians can obtain informa-
tion about impairment is with rating scales that
containing specific items on functioning in var-
ious major life activities (Pelham, Fabiano, &
Massetti, 2005). These types of measures are
discussed later in the chapter.

Prevalence Using Clinical Diagnostic Criteria

The only two studies to date reporting a U.S.
prevalence rate using DSM-IV criteria found
rates of 7.4 and 9.9% (see Barkley, 2005).
These estimates of prevalence may be higher
than the average for DSM-III-R, most likely
due to the inclusion of the new ADHD-C sub-
type not recognized in DSM-III-R. Adding
these subtypes, it would seem, nearly doubles
the prevalence of disorder in the United States.
In one study that reported the prevalence of
ADHD in Australia using DSM-IV criteria by
diagnostic interview (Gomez et al., 1999), the
Australian prevalence estimate of 6.8% is com-
parable to those in the United States using
these same DSM-IV criteria (Barkley, 2005). A
Dutch study yielded a prevalence of 3.8% with
children (i.e., 6–8 years old), which is approxi-
mately half the rate found in the United States
and Australia (Kroes et al., 2001). The reasons
for this discrepancy are not clear, but they may
be due to methodological issues rather than
cultural differences. A study in Brazil that used
DSM-IV criteria yielded an ADHD prevalence
estimate of 5.8% for a young adolescent age
group (Rohde et al., 1999). The discrepancy
between the Brazilian and United States/Aus-
tralian studies may be due in part to the Brazil-
ian study’s use of early adolescents. As noted
earlier, ADHD symptoms decline with age,
thus driving a reduction in prevalence. There is
no doubt that ADHD is a worldwide phenome-
non. It has been found in every country in
which it has been studied (see Barkley, 2005,
for a review of 24 prevalence studies using ear-
lier DSM editions).

A recent epidemiological study of U.S. adults
has estimated a prevalence of 4.4% for adult
ADHD using DSM-IV criteria (Kessler et al.,
2006). This is similar to the figure obtained in
an earlier study of adults in Massachusetts by
Murphy and Barkley (1996a), who found a
prevalence of 4.7% for all subtypes of ADHD,
also using DSM-IV criteria.

Factors Affecting Rates of ADHD Diagnosis

Several factors affect reports of ADHD symp-
toms, including the source of information (e.g.,
parent, teacher, or self-reports), the version of
DSM being used, the age and sex of the sam-
ples, and the country in which the study is con-
ducted. However, after controlling for these
factors, age and sex remain as clearly unique
and important determinants of the prevalence
of ADHD. Furthermore, socioeconomic status
(SES) appears to affect prevalence estimates,
but not as reliably as age and gender. More de-
tails on age, gender, source of information, and
SES effects on ADHD prevalence estimates are
given below.

ADHD is more common among males than
among females. Epidemiological studies of
ADHD typically find rates that are three to
seven times greater among males than among
females (Barkley, 2005). The discrepancy in
clinical studies is even more pronounced, with
males predominating by as much as a 9:1
(Barkley, 2005). Although ADHD is clearly
more prevalent in boys than girls, the key clini-
cal characteristics do not vary greatly by gen-
der (Biederman et al., 2005).

Regarding SES, one study found that indica-
tors of social class had a low but significant in-
verse relationship with rates of hyperactivity in
a Canadian sample (Boyle & Lipman, 2002).
Overall, the results indicated that being male,
coming from a single-parent family or a smaller
family with fewer children, and living in a dis-
advantaged neighborhood all significantly in-
creased the likelihood of hyperactivity. Others
have found that conditions associated with
lower SES increase the risk for ADHD (Velez,
Johnson, & Cohen, 1989). Important, how-
ever, was the additional finding by Szatmari,
Offord, and Boyle (1989) that when comorbid-
ity with other disorders was statistically con-
trolled in the analyses (especially for ODD and
CD), gender, family dysfunction, and low SES
were no longer significantly associated with oc-
currence of the disorder. On the other hand,
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health problems, developmental impairment,
young age, and urban living were uniquely as-
sociated with the occurrence of the disorder.

Base-Rate Considerations in Assessing ADHD

It has been known for about 50 years that diag-
nostic precision is heavily dependent on the
base rate of the disorder (Meehl & Rosen,
1955). Three base rate considerations should
be taken into account when diagnosing
ADHD. The first is the base rate in the general
population. Estimates presented previously in
the chapter are that a small minority of chil-
dren in the United States (i.e., about 7–9%)
meet current diagnostic criteria for ADHD. Ac-
cordingly, when dealing with general popula-
tions, such as schools, the diagnosis should be
approached with a high degree of scientific
skepticism. In such cases, the odds are high that
the child does not have ADHD. This consider-
ation is highly relevant to screening or epidemi-
ological studies to avoid false-positive “diagno-
ses.”

Another base rate consideration is the local
base rate among the children referred for evalu-
ation. About half of the children referred to
child mental health settings have ADHD
(Barkley, 2005). We expect that similarly high
base rates of ADHD are found in populations
referred to school psychologists and similar
professionals. Thus, the odds are pretty good
that the child referred by a parent or teacher to
a psychologist or psychiatrist due to problems
of inattention or impulsivity actually has
ADHD. In these situations (i.e., with a 50%
base rate of ADHD), equal emphasis should be
given to ruling in versus ruling out the disorder.
For specialty ADHD clinics, the base rate
would be expected to be even higher (80% or
more in Barkley’s experience); thus, referrals to
such clinics would have a high probability of
having the disorder.

A third base rate consideration is the rate of
other disorders that might be confused with
ADHD, such as major depression or bipolar
disorder. Among populations referred for aca-
demic or behavior problems, it is very likely
that ADHD is the most prevalent disorder.
However, sometimes clinicians are swayed by
the salience of a novel disorder, even though
the base rate is much lower. For example, if the
base rate of ADHD is 50% and the rate of bi-
polar disorder (BPD) (see Youngstrom, Chap-
ter 6, this volume) is 2%, then it is much more

likely that overactivity is due to ADHD rather
than BPD. In this case, very strong data are
needed to rule out ADHD and rule in BPD.

Implicit in these statistics is that preference
in terms of selecting from a list of disorders
with similar symptoms should be given to
higher base rate disorders. Not clearly stated in
DSM, but explicit in Meehl and Rosen (1955)
and other noteworthy treatments of the base
rate issue, is that professionals should collect
data on local base rates to provide appropriate
statistical guidance for making diagnostic deci-
sions. This is simple to do. It merely involves
keeping a running record of the diagnoses
made by clinicians and their colleagues in a
particular setting or referral stream over a pe-
riod of time.

Gender Differences

Historically, so few girls were included in stud-
ies of ADHD that there was too little statistical
power to examine gender differences. How-
ever, as larger scale studies have become avail-
able, it has become increasingly clear that a sig-
nificant number of girls are affected by ADHD,
and that many of the findings for boys replicate
for girls (for reviews, see Gershon, 2002;
Hinshaw & Blachman, 2005). For instance,
Hinshaw and Blachman (2005) have under-
taken a longitudinal study focusing on girls
with ADHD. This program of research and
other studies have shown that careful assess-
ment can reliably differentiate between girls
with and without ADHD. Also, consistent with
research on boys diagnosed with ADHD,
Hinshaw and colleagues (2006) have shown
that ADHD in girls persists into adolescence.

Researchers have made some progress in un-
derstanding the extent to which gender is an
important issue in diagnosing and treating
ADHD. Indeed there have been enough studies
that, if relatively lenient inclusion criteria are
used, studies of gender differences and ADHD
may be subjected to a quantitative (i.e., meta-
analytic) review. The most recent of these re-
views found that, in comparison to boys with
ADHD, girls with ADHD tend to have lower
ratings on hyperactivity, inattention, impulsivi-
ty, and externalizing problems. In addition,
girls with ADHD appear to have greater intel-
lectual impairments and more internalizing
problems than boys with ADHD (Gershon,
2002). Furthermore, some researchers have
found “masculine” and “feminine” clusters of
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symptoms to be valid characterizations of boys
and girls with ADHD (Ohan & Johnston,
2005). Others have speculated that there are
unique considerations in treating females with
ADHD, for instance, when fluctuating hor-
mones associated with menses might affect
behavior (Quinn, 2005).

Taken together, the studies on girls with
ADHD suggest a real difference in severity of
symptoms and perhaps a different pattern of
comorbidity, with more internalizing and
learning problems experienced by girls relative
to boys. The rate of ADHD is probably about
four to nine times lower for girls than boys,
and there may be a variety of biases that result
in lower rates of identification of females with
ADHD compared to males (Reid et al., 2000).
Issues such as hormone effects and other
gender-specific issues need to be subjected to
more rigorous studies.

One possible explanation of differing rates
of identification of ADHD in females may be
that the ADHD-related problems experienced
by girls may be less salient than those typically
experienced by boys with ADHD. For instance,
some studies indicate that girls with ADHD
may employ more relational aggression than
non-ADHD peers (Zalecki & Hinshaw, 2004).
Relational aggression is more subtle than the
overt aggression likely to be used by males, at
least to adult observers; thus, it may possibly
contribute to a referral bias.

Another consideration related to diagnostic
biases is that the comorbidities experienced by
girls with ADHD, such as depression, anxiety,
and learning problems, may mask the symp-
toms of ADHD, or at least clinicians’ recogni-
tion of it. This may lead to an erroneous pri-
mary diagnosis that overlooks ADHD, even
though the stress of dealing with ADHD might
be the reason the girl is anxious or depressed.
To support this point, in Australia, the rate of
service utilization for boys and girls with
ADHD seems to be about the same, but girls
were more likely to carry a primary diagnosis
of an internalizing disorder (Graetz, Sawyer,
Baghurst, & Hirte, 2006).

Yet some studies have found few, if any, clini-
cally meaningful differences between males and
females with ADHD. For instance, a classroom-
based study of elementary-age students found
higher rates of ADHD for boys than for girls, but
no major clinical differences between the boys
and girls with ADHD (DuPaul, Jitendra, Tresco,
& Vile Junod, 2006). Similarly, in a study of ado-

lescents with ADHD, Rucklidge (2006) found
practically no gender-linked neuropsychological
differences, with the possible exception that
boys were more impulsive than girls. This gender
difference in impulsivity is called into question
by studies of adults that found no remarkable
differences in neuropsychological functioning of
men and women with ADHD, even though there
were differences relative to normal controls
(Barkley et al., in press; Seidman et al., 1998).
Other studies have found no differences in func-
tional impairments between boys and girls with
ADHD, either at home or at school (Breen &
Altepeter, 1990).

To summarize, with regard to assessment,
assessors should be careful to avoid false nega-
tives when evaluating girls for ADHD. And
whereas the treatment implications for girls
with uncomplicated ADHD appear to be simi-
lar to those for boys, one should be prepared to
deal with a differing set of comorbid conditions
and social relationship problems for girls and
boys with ADHD. A key diagnostic consider-
ation may be the decision to classify the comor-
bid condition as a primary disorder, or a sec-
ondary problem caused by ADHD. Whereas
girls have historically been underidentified and
treated, more recent studies suggest that there
has been a substantial increase in the rate of
treatment for girls with ADHD in the United
States (Robison, Skaer, Sclar, & Galin, 2002).

Situational and Contextual Factors

As already noted, all the primary symptoms of
ADHD show significant fluctuations across
various settings and caregivers (Barkley, 2005).
Playing alone, washing and bathing, and times
when the father is at home are a few of the less
troublesome situations for children with
ADHD, whereas instances when children are
asked to do chores, when parents are on the
telephone, when visitors are in the home, or
when children are in public places may be times
of peak severity of their disorder. Significant
fluctuations in activity are evident across these
different contexts for children with ADHD and
normal controls, with the differences becoming
most evident during school classes in reading
and math. Despite these situational fluctua-
tions, children with ADHD appear to be more
deviant in their primary symptoms than nor-
mal children in most settings, yet these differ-
ences can be exaggerated greatly as a function
of several factors related to the settings and the

Chapter 2. Attention-Deficit/Hyperactivity Disorder 69



tasks children perform in them (Luk, 1985;
Zentall, 1985).

Other situational factors, such as the extent
to which caregivers make demands on children
with ADHD to restrict behavior, appear to af-
fect the degree of deviance of the child’s behav-
ior from that of nondiagnosed children. In free-
play or low-demand settings, where task
complexity is low, children with ADHD are less
distinguishable from normal children than in
highly restrictive or task-demanding ones
(Lawrence et al., 2002; Luk, 1985; Marzocchi
et al., 2002). Children with ADHD often ap-
pear to be more compliant and less disruptive,
and are rated as less symptomatic by fathers
compared to mothers (DuPaul et al., 1998;
Tallmadge & Barkley, 1983). Problems with
sustained responding are also lessened on tasks
in which instructions are repeated frequently to
the child with ADHD (Douglas, 1980, 1983),
at least by an experimenter. Yet parents and
teachers frequently complain that repeating
their commands and instructions to children
with ADHD produces little change in compli-
ance (Danforth et al., 1991). Children with
ADHD display fewer behavioral problems in
novel or unfamiliar surroundings, or when
tasks are unusually novel, but their level of de-
viant behavior increases with familiarity with
the setting (Barkley, 2005; Zentall, 1985). The
degree of stimulation in the task also seems to
be a factor in the performance of children with
ADHD. Research suggests that colorful or
highly stimulating educational materials are
more likely to improve the attention of these
children to such materials than are rela-
tively low-stimulation or uncolored materials
(Zentall, 1985). Interestingly, such differences
may not affect the attention of typical children
or may even worsen it. Activity levels may also
be lower while watching television compared
to more demanding academic work, such as in
reading and math classes at school (Porrino et
al., 1983). Yet even with high stimulation activ-
ities such as video games or TV, children with
ADHD look away from displays more than do
normal children, and may still have more prob-
lems with their performance than do normal
children (Barkley & Ullman, 1975; Landau,
Lorch, & Milich, 1992; Lawrence et al., 2002;
Tannock, 1998).

Motivational factors also impact ADHD
symptoms. Settings or tasks that involve a high
rate of immediate reinforcement or punishment
result in significant reductions in, or in some

cases amelioration of, attention deficits
(Barkley, 1997b; Barkley, Copeland, & Sivage,
1980; Douglas, 1983; Douglas & Parry, 1983).
Or when children with ADHD are engaged in
activities they find more enjoyable, they may
even perform at normal or near-normal levels,
perhaps because these children prefer immedi-
ate rather than delayed rewards (Barkley et al.,
2001; Neef, Bicard, & Endo, 2001). When the
schedule and magnitude of reinforcement are
decreased, however, the behavior of children
with ADHD may become readily distinguish-
able from non-ADHD peers (Barkley et al.,
1980; Luman, Oosterlaan, & Sergeant, 2004).
During one-to-one situations, children with
ADHD may appear less active, inattentive, and
impulsive, whereas in group situations, where
there is little such attention, children with
ADHD may appear at their worst. Clearly,
rules and motivational factors in the setting
have a significant impact on ADHD symptom
severity (Draeger et al., 1986; Glow & Glow,
1979; Luman et al., 2005).

Fatigue or time of day (or both) may have an
adverse impact on the degree of expression of
children’s ADHD symptoms (Zagar & Bowers,
1983) given that academic tasks are performed
significantly better in the mornings but worsen
in the afternoons more than is seen in normal
children. This is not to say that differences be-
tween children with ADHD and normal con-
trols do not exist in the early morning but
emerge only as time of day advances, for this is
not the case (Porrino et al., 1983). The findings
so far suggest that educators would do well to
schedule repetitive or difficult tasks that re-
quire the greatest powers of attention and
behavioral restraint for morning periods, while
placing recreational, entertaining, or physical
activities in the afternoons (Zagar & Bowers,
1983).

Associated Problems and Impairments

Children with ADHD have a higher likelihood
of having other medical, developmental, adap-
tive, behavioral, emotional, and academic diffi-
culties than do peers who do not have ADHD.
Delays in intelligence, academic achievement,
and motor coordination are more prevalent in
children with ADHD than in matched samples
of normal children, or even in siblings (Barkley
2006), as are delays in adaptive functioning
more generally (Greene et al., 1996;
Roizen, Blondis, Irwin, & Stein, 1994; Stein,
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Szumowski, & Blondis, & Roizen, 1995).
Problems with peer acceptance and in peer in-
teractions are commonly documented in chil-
dren with ADHD (Bagwell, Molina, Pelham, &
Hoza, 2001; Ernhardt & Hinshaw, 1994;
Stroes, Alberts, & Van der Meere, 2003). These
social impairments continue into adolescence
and adulthood, possibly with escalating conse-
quences that lead to progressively more serious
problems, such as school dropout, vocational
instability and underachievement, and unstable
interpersonal relationships (Barkley, 2005).

As noted earlier, as many as 87% of clini-
cally diagnosed children with ADHD may have
at least one other disorder, and 67% may have
at least two other disorders (Kadesjo &
Gillberg, 2001). Children with ADHD are far
more likely than children who do not have
ADHD to have coexisting ODD and CD symp-
toms (Angold, Costello, & Erkanli, 1999). De-
pression, and possibly BPD, also may be more
common in children with ADHD than would
be expected in the general population (Bieder-
man, Faraone, Mick, et al., 1996; Jensen,
Shervette, Xenakis, & Richters, 1993), es-
pecially where CD is present with ADHD
(Angold et al., 1999). There is a modest in-
crease in risk for anxiety disorder as well, aver-
aging 25% of clinical cases (Angold et al.,
1999; Tannock, 2000). Severity of the ADHD
symptoms may in part predict the severity of
and risk for these comorbid conditions (Gabel,
Schmidtz, & Fulker, 1996).

Children with ADHD appear to have more
minor physical anomalies than do normal con-
trols (Quinn & Rapoport, 1974) and may be
physically smaller than normal children, at
least during childhood (Spencer et al., 2006).
They may also have more sleep difficulties than
normal children (Ball & Koloian, 1995;
Cortese, Lecendreux, Mouren, & Konofal,
2006). However, prior beliefs that ADHD may
have a higher than normal association with ei-
ther allergies or asthma have not been cor-
roborated by research (Biederman, Milberger,
Faraone, Guite, & Warburton, 1994; McGee,
Stanton, & Sears, 1993; see also Pelham et al.,
1998, for a brief review). Unfortunately, the
well-meaning but ill-advised belief in putative
food allergies may itself cause impairment due
to restricted activities, social stigma, and esca-
lated parent–child conflict.

ADHD symptoms produce significant alter-
ations in family functioning, particularly in
children who also display excessive opposition-

al and defiant behavior (Johnston & Mash,
2001). Children with ADHD have been shown
to be less compliant, more negative, and less
able to sustain compliance than normal chil-
dren during task completion with their mothers
(for a review, see Danforth et al., 1991). Their
mothers are more directive and negative, more
lax in their discipline, less rewarding and re-
sponsive to their children’s behavior, and show
lower levels of maternal coping than do moth-
ers of normal children (Cunningham & Boyle,
2002; Keown & Woodward, 2002; McKee,
Harvey, Danforth, Ulaszek, & Friedman,
2004). However, these problems also may be
more closely aligned with the level of child con-
duct problems than just the severity of ADHD
symptoms (Johnston, Murray, Hinshaw, Pel-
ham, & Hoza, 2002; Kashdan et al., 2004). Al-
though there is less conflict in the interactions
of older children and teens with ADHD com-
pared to younger age groups (Danforth et al.,
1991), even they remain deviant in their
parent–child conflicts (Barkley et al., 1991; Ed-
wards et al., 2001; Fletcher et al., 1996), espe-
cially in those with both ADHD and ODD. The
greater directive and negative behavior of the
mothers of children with ADHD may be in part
a reaction to their children’s noncompliance
and poor self-control rather than a cause of it
(Danforth et al., 1991). Moreover, these con-
flicts in social interactions appear to exist in the
relations of children with ADHD and their fa-
thers (Edwards et al., 2001; Tallmadge &
Barkley, 1983) and teachers (Cunningham &
Boyle, 2002; Whalen, Henker, & Dotemoto,
1980). Yet both children and teens with ADHD
do not perceive their relations with parents and
teachers as being more problematic than do
control children (Edwards et al., 2001; Gerdes,
Hoza, & Pelham, 2003; Hoza et al., 2004).
These results and others indicate a positive illu-
sory bias associated with the disorder. Children
with ADHD may have problems related to lim-
ited self-awareness, in which they perceive
themselves as functioning as well as others,
when clearly they are not.

Parents of children with ADHD report sig-
nificantly greater stress in their parental roles
and higher levels of depression than do parents
of samples of normal children (Cunningham &
Boyle, 2002; DuPaul, McGoey, Eckert, &
VanBrakle, 2001; Harrison & Sofronoff, 2002;
Johnston & Mash, 2001). Higher rates of ma-
ternal depression may contribute to a biased
reporting of severity of children’s ADHD symp-
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toms as a function of depression-related distor-
tions (Chi & Hinshaw, 2002). Parents of chil-
dren with ADHD also have more ADHD, and
if the child also manifests ODD or CD, parents
may also manifest greater rates of mood, anxi-
ety, and substance use disorders (Chronis et al.,
2003).

Peer relations of children and teens with
ADHD are typically problematic (Bagwell et
al., 2001; Cunningham & Siegel, 1987) and in-
volve more rejection and fewer close friend-
ships, especially for the subset with ODD–CD
(Bagwell et al., 2001; DuPaul et al., 2001;
Mikami & Hinshaw, 2003). Children with
ADHD exhibit more negative behavior (Du-
Paul et al., 2001) and are less socially involved
with non-ADHD playmates during conversa-
tions. Yet children with ADHD may direct at-
tention to their non-ADHD peers during play
activities, receiving more structure in the form
of praise and questions from peers during ac-
tive play (Stroes et al., 2003). Children with
ADHD also encode fewer social cues and gen-
erate fewer responses than normal children,
whereas those with comorbid ODD–CD dem-
onstrate a greater propensity for aggressive re-
sponses than do control children (Matthys,
Cuperus, & Van Engeland, 1999).

The most reliably associated cognitive and
psychomotor difficulties with ADHD include
(1) motor coordination and sequencing (Barkley,
1997d; Barkley, DuPaul, & McMurray, 1990;
Breen, 1989; Denckla & Rudel, 1978; Mariani
& Barkley, 1997); (2) working memory and
mental computation (Mariani & Barkley, 1997;
Martinussen et al., 2006; Zentall & Smith,
1993); (3) planning and anticipation (Barkley,
Grodzinsky, & DuPaul, 1992; Douglas, 1983;
Grodzinsky & Diamond, 1992); (4) verbal flu-
ency and confrontational communication
(Grodzinsky & Diamond, 1992; Zentall, 1988);
(5) effort allocation (Douglas, 1983; Voelker,
Carter, Sprague, Gdowski, & Lachar, 1989); (6)
application of organizational strategies
(Hamlett, Pellegrini, & Conners, 1987; Voelker
et al., 1989; Zentall, 1988); (7) internalization of
self-directed speech (Berk & Potts, 1991; Cope-
land, 1979); (8) adherence to restrictive instruc-
tions (Danforth et al., 1991); (9) self-regulation
of emotional arousal (Cole, Zahn-Waxler,
& Smith, 1994; Douglas, 1983; Hinshaw,
Buhrmeister, & Heller, 1989); and (10) less ma-
ture moral reasoning (Nucci & Herman, 1982).
The commonality among most of these seem-
ingly disparate abilities may be EF (Denckla,

1994; Torgesen, 1994) or “metacognition”
(Torgesen, 1994; Welsh & Pennington, 1988).
All may be mediated in part by the frontal cor-
tex, particularly the prefrontal lobes (Fuster,
1989; Stuss & Benson, 1986)—brain regions
implicated in ADHD.

Etiologies

The proposed etiologies for ADHD are too nu-
merous to review here in any detail. Therefore,
we concentrate on those for which there is sub-
stantial empirical support. More detailed infor-
mation is available in the text by Nigg (2006).
Although the definitive specific and most
proximal causes of ADHD have not been es-
tablished, the larger domains in which these
precise causes exist have been much better clar-
ified over the past decade. Substantial evidence
points to both neurological and genetic contri-
butions to this disorder, and even specific brain
regions and specific genes are now being impli-
cated as contributors. So although the exact
neurochemical mechanisms remain to be estab-
lished for the disorder, and the suites of genes
contributing to its striking heritability have yet
to be completely catalogued, there is no doubt
that these etiological directions hold the great-
est promise for understanding the causes of the
disorder.

Purely social causes of ADHD can be largely
ruled out as contributors to most forms of
ADHD—a major advance in itself. Social fac-
tors surely moderate the types and degrees of
impairments from the disorder, and possibly
even risk for comorbid ODD, CD, depression,
and anxiety. Social factors may play a role in
biases against those having ADHD, as well as
potentially moderate access to services for its
management. However, social factors in and of
themselves appear to have little research sup-
port as primary causes of the disorder.

Neurology

A large number of studies that have used neuro-
psychological tests of frontal lobe functions
have detected deficits in children and adults
with ADHD (Barkley, 1997d; Barkley, Ed-
wards, et al., 2001; Murphy et al., 2001;
Seidman et al., 1998; Seidman, Doyle, Fried,
Valera, Crum, & Matthews, 2004), especially in
response or “executive” inhibition (Nigg,
2006). The greatest support in meta-analyses of
the burgeoning neuropsychological literature
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on ADHD is for difficulties with not only the
cardinal domains of inattention and inhibition
but also working memory (Frazier et al., 2004;
Hervey et al., 2004). Less evidence exists for dif-
ficulties in other executive abilities, such as
planning and verbal fluency, response
perseveration, and emotional self-regulation,
largely due to far fewer studies of these do-
mains. Difficulties with sense of time have also
been convincingly established (Barkley, Ed-
wards, et al., 2001; Barkley, Murphy, & Bush,
2001). Moreover, research shows that not only
do siblings of children with ADHD who them-
selves have ADHD show similar EF deficits, but
also even siblings of children with ADHD who
do not actually manifest ADHD appear to have
milder yet significant EF impairments (Seidman
et al., 1995). Such findings imply a phenotypic
dimension to the disorder that is present, albeit
in milder form, among genetically related indi-
viduals. Executive deficits in ADHD appear to
arise from the same substantial shared genetic li-
ability as do ADHD symptoms themselves
(Coolidge, Thede, & Young, 2000).

Psychophysiological measures of nervous
system (central and autonomic) electrical activ-
ity (galvanic skin responses, heart rate deceler-
ation, etc.) have proven inconsistent in demon-
strating group differences between children
with ADHD and control children in resting
arousal. Deviations from normal are found
more consistently in diminished reactivity
to stimulation, as in evoked responses
(Beaucheine, Katkin, Strassberg, & Snarr,
2001; Borger & van der Meere, 2000; Herpertz
et al., 2001). This may point to impaired right
prefrontal mechanisms underlying response in-
hibition (Pliszka, Liotti, & Woldorff, 2000).
Far more consistent have been the results of
quantitative electroencephalograph (QEEG)
and evoked response potential (ERP) measures,
sometimes administered in conjunction with
vigilance tests (El-Sayed, Larsson, Persson, &
Rydelius, 2002; Monastra, Lubar, & Linden,
1999; see Loo & Barkley, 2005, for a review).
Increased slow wave, or theta, activity, particu-
larly in the frontal lobe, and excess beta activ-
ity the most common differences noted, are in-
dicative of a pattern of underarousal and
underreactivity in ADHD (Monastra, Lubar, &
Linden, 2001). Children with ADHD have
been found to have smaller amplitudes in the
late positive and negative ERP components.
These late components are believed to be a
function of the prefrontal regions of the brain,

are related to poorer performances on inhibi-
tion and vigilance tests, and are corrected by
stimulant medication (Johnstone, Barry, & An-
derson, 2001; Pliszka, Liotti, et al., 2000). Im-
provements in these measures that result from
stimulant medication may be partly a function
of the human dopamine transporter (DAT1)
gene allele, particularly in its 10-repeat form
(Loo et al., 2003), a polymorphism that may
be overrepresented in some forms of ADHD
(Levy, Hay, McStephen, & Martin, 2001).

Several studies that have examined cerebral
blood flow using single-photon emission com-
puted tomography (SPECT) in children with
ADHD and normal children (see Hendren,
DeBacker, & Pandina, 2000, for a review) have
consistently shown decreased blood flow to the
prefrontal regions (particularly in the right
frontal area) and pathways connecting these re-
gions to the limbic system via the striatum, spe-
cifically, its anterior region known as the
caudate, and the cerebellum. Degree of blood
flow in the right frontal region has been corre-
lated with behavioral severity of the disorder
and with reduced EEG activity, whereas that in
more posterior regions and the cerebellum
seems related to degree of motor impairment
(Gustafsson, Thernlund, Ryding, Rosen, &
Ceterblad, 2000).

Studies using positron emission tomography
(PET) to assess cerebral glucose metabolism
have found diminished metabolism in adults
with ADHD, particularly in the frontal region
(Schweitzer et al., 2000; Zametkin et al., 1990)
but have been far less consistent with teens
and children (for reviews, see Ernst, 1996;
Tannock, 1998). Using a radioactive tracer that
indicates dopamine activity, Ernst and col-
leagues (1999) found abnormal dopamine ac-
tivity in the right midbrain region of children
with ADHD, with severity of symptoms corre-
lated with degree of abnormality.

Studies using magnetic resonance imaging
(MRI) find less brain volume in selected brain
regions in those with ADHD relative to control
groups (Tannock, 1998), particularly in the an-
terior right frontal region, caudate nucleus,
and globus pallidus (Aylward et al., 1996;
Castellanos et al., 2002; Filipek et al., 1997).
Besides reduced size, there is some evidence of
reduced neurometabolite activity in the right
frontal region (Yeo et al., 2003), with degree of
this activity associated with degree of attention
problems on a CPT. The smaller size of the
basal ganglia and right frontal lobe is corre-
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lated with a greater degree of impaired inhibi-
tion and attention in children with ADHD
(Casey et al., 1997; Semrud-Clikeman et al.,
2000). Numerous studies (Castellanos et al.,
1996, 2001, 2002; Durston, Pol, et al., 2004)
also found smaller cerebellar volume in those
with ADHD, especially in a central region
known as the vermis. The cerebellum plays a
major role in EF and in the motor presetting as-
pects of sensory perception that derive from
planning and other executive actions (Dia-
mond, 2000), suggesting why these functions
may be deficient in children with ADHD.

Studies using functional MRI find that chil-
dren with ADHD have abnormal patterns of
activation during attention and inhibition tasks
in comparison to normal children, particularly
in the right prefrontal region, basal ganglia
(striatum and putamen), and cerebellum
(Rubia et al., 1999; Teicher et al., 2000; Vaidya
et al., 1998; Yeo et al., 2003). The demon-
strated linkage between brain structure and
function, and psychological measures of
ADHD symptoms and executive deficits is ex-
ceptionally important and permits causal infer-
ences about the role of these brain abnormali-
ties in the cognitive and behavioral deficits
comprising ADHD. Durston, Pol, and col-
leagues (2004) found that the reduced size of
the brain (about 3–5%), particularly in the
right frontal area, in children with ADHD may
be evident as well in their non-ADHD siblings,
which is perhaps consistent with the increased
familial risk for the disorder and a spectrum of
the phenotype for ADHD within these families.
But the reduced volume of the cerebellum was
found to be specific to the affected child with
ADHD and was not evident in unaffected sib-
lings, implying that this region may be directly
related to the pathophysiology of the disorder.

Existence of possible neurotransmitter dys-
function or imbalances has been proposed in
ADHD for quite some time (see Pliszka,
McCracken, & Maas, 1996, for a review). Ini-
tially, this rested chiefly on the responses of
children with ADHD to dopamine and nor-
epinephrine reuptake inhibitors, such as meth-
ylphenidate and atomoxetine, respectively.
Studies have used blood and urinary metabo-
lites of brain neurotransmitters to infer defi-
ciencies due to ADHD, largely related to dopa-
mine regulation (Halperin et al., 1997). What
limited evidence there is from this literature
seems to point to a selective deficiency in the

availability of both dopamine and norepin-
ephrine.

Pregnancy and Birth Complications

Some studies have found a greater incidence of
pregnancy or birth complications in children
with ADHD compared to normal children
(Claycomb, Ryan, Miller, & Schnakenberg-
Ott, 2004). Prematurity has been associated
with later risk for ADHD (Breslau et al., 1996;
Schothorst & van Engeland, 1996). After con-
trolling for other factors that may be associated
with low birthweight and ADHD (maternal
smoking, alcohol use, ADHD, social class,
etc.), Mick, Biederman, Faraone, Sayer, and
Kleinman (2002) continued to find low birth-
weight to be three times more common in chil-
dren with ADHD than in control children, per-
haps accounting for nearly 14% of all ADHD
cases. Thus, low birthweight associated with
prematurity may be a particularly salient
marker for later ADHD. Furthermore, the ex-
tent of white matter abnormalities due to birth
injuries, such as parenchymal lesions and/or
ventricular enlargement, seems especially con-
tributory to later ADHD among babies born
prematurely (Whittaker, 1997). Mothers of
children with ADHD are likely to be younger
when they conceive than are mothers of control
children, and such teen pregnancies may have a
greater risk of adverse effects (Claycomb et al.,
2004; Denson, Nanson, & McWatters, 1975;
Hartsough & Lambert, 1985).

Genetics

Evidence for a genetic basis of ADHD is now
overwhelming and comes from three sources:
family studies, twin studies, and, most recently,
molecular genetic studies identifying individual
candidate genes. Nearly all of this research ap-
plies to ADHD-C, and most of it has occurred
with children rather than adolescents. Between
10 and 35% of immediate family members of
children with ADHD are also likely to have the
disorder, with the risk to siblings of children
with ADHD being approximately 32% (Levy
& Hay, 2001). If a parent has ADHD, the risk
to the offspring is 40–57% (Barkley et al., in
press; Biederman, Faraone, Mick, et al., 1996).
These elevated rates of the disorder also have
been noted in African American ADHD sam-
ples (Samuel et al., 1999), as well as in girls
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compared to boys with ADHD (Faraone &
Doyle, 2001). ADHD with CD may be a dis-
tinct familial subtype of ADHD (Faraone,
Biederman, Mennin, Russell, & Tsuang, 1998;
Smalley et al., 2000). Girls who manifest
ADHD may have a greater genetic loading
(higher family member prevalence) than do
males with ADHD (Faraone & Doyle, 2001;
Smalley et al., 2000).

Twin studies of ADHD and its behavioral di-
mensions have proven strikingly consistent.
These studies have found a very high degree of
heritability for ADHD, ranging from .70 to .97
(Coolidge et al., 2000; Kuntsi & Stevenson,
2000; for reviews, see Levy & Hay, 2001;
Thapar et al., 2000). The average heritability
of ADHD (degree of variance in the trait due to
genetic effects) is at least .78. These studies
consistently find little, if any, effect for shared
(rearing) environment on the traits of ADHD,
which refutes any effort to attribute ADHD to
within-family factors such as poor parenting,
family diet, household television exposure, or
other popularly held causes of ADHD.

Approximately 9–20% of the variance in
hyperactive–impulsive–inattentive behavior or
ADHD symptoms can be attributed to such
nonshared environmental (nongenetic) factors
(Levy & Hay, 2001; Nigg, 2006). Factors in the
nonshared environment include those events or
conditions that have uniquely affected only one
twin or child in a family and not others. Such
unique factors include not only those typically
thought of as involving the social environment
(differing schools, peer groups, etc.) but also all
biological factors that are nongenetic in origin
(lead poisoning, head injury, etc.). Researchers
who are interested in identifying environmental
contributors to ADHD should focus on those
biological, interactional, and social experiences
that are specific and unique to the individual,
and are not part of the common family envi-
ronment to which other siblings have been ex-
posed.

Multiple genes are likely to contribute to risk
for the disorder given the complexity of the
traits underlying ADHD and their dimensional
nature. The dopamine transporter gene (DAT1)
has been implicated repeatedly (Barkley, Smith,
Fischer, & Navia, 2006; Cook, Stein, &
Leventhal, 1997) but not universally (Swanson
et al., 1998). The heterozygous 9/10 pairing of
this gene has recently been shown to be associ-
ated substantially with degree of ADHD symp-

toms and related impairments as well as to re-
sponse to methylphenidate and atomoxetine,
both transporter reuptake inhibitors, relative
to the homozygous 9/9 or 10/10 pairings
(Barkley, Smith, et al., 2006; Gilbert et al.,
2006). The DRD4 gene (dopamine D4 recep-
tor) has been the most reliably found in sam-
ples of children with ADHD (Faraone et al.,
1999). The 7-repeat or longer forms (alleles) of
this gene have been found to be overrep-
resented in children with ADHD (LaHoste et
al., 1996). This gene has previously been as-
sociated with the personality trait of high
novelty-seeking behavior, affects pharmacolog-
ical responsiveness, and impacts on post-
synaptic sensitivity primarily in frontal and
prefrontal cortical regions (Swanson et al.,
1998). More recently, the long allele of the do-
pamine beta-hydroxylase (DBH) gene has also
been implicated in hyperactive children fol-
lowed to adulthood (Mueller et al., 2003). Fu-
ture research is likely to show distinct genetic
subtypes of ADHD, differential associated
risks for impairment and medication respond-
ing by genotype, and possibly some value of ge-
netic testing to assist diagnosis.

Environmental Toxins

Apart from genetics, ADHD symptoms may be
due to pre-, peri-, and postnatal complications,
malnutrition, diseases, trauma, toxin exposure,
and other neurologically compromising events
that may occur during the development of the
nervous system before and after birth. Such
events are likely to happen to one child in a
family but not to others, so they likely fall
under the unique or nonshared variance found
in twin studies associated with variation in
ADHD symptoms in the population. Several of
these biologically compromising events have
been repeatedly linked to risk for inattention
and hyperactive behavior. One such factor is
exposure to environmental toxins, and one
such toxin is lead (Needleman, Schell, Bellin-
ger, Leviton, & Allred, 1990). An even stronger
case for negative effects has been made for
deliberately ingested toxins, such as tobacco
(Maughan, Taylor, Caspi, & Moffitt, 2004;
Mick et al., 2002; Milberger, Biederman,
Faraone, Chen, & Jones, 1996; Streissguth,
Bookstein, Sampson, & Parr, 1995). The rela-
tionship between maternal smoking during
pregnancy and ADHD remains significant even
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after symptoms of ADHD are controlled in the
parent (Mick et al., 2002; Milberger et al.,
1996). Maternal alcohol consumption has been
documented as a risk factor for ADHD (Nigg,
2006), albeit less consistently.

Predictors of Outcome

One key predictor of outcomes is comorbidity
with other disorders, particularly ODD and
CD. Those children with “pure” ADHD (i.e.,
ADHD that is not associated with significant
aggressiveness, comorbid mood disorders, fam-
ily adversity, or peer relationship problems) are
likely to have problems primarily in school per-
formance (Paternite & Loney, 1980); they are
typically described as “underachieving.” They
may have a higher chance of early remission of
the disorder (Biederman, Faraone, Milberger,
et al., 1996). On the other hand, teenagers who
had childhood ADHD that was associated with
aggression and conduct problems apparently
fare much worse than those with uncompli-
cated ADHD (Barkley, Fischer, et al., 1990;
Barkley et al., 2004; Weiss & Hechtman,
1993). Not only are school performance prob-
lems significant, but difficulties with pre-
delinquent or delinquent behavior in the com-
munity may also emerge, and peer relationship
problems remain significant or increase in se-
verity (Barkley, Fischer, et al., 1990; Fischer,
Barkley, Edelbrock, & Smallish, 1990). Like-
wise, conflict with parents is elevated
(Anastopoulos et al., 1992), which is of con-
cern because it is a major predictor of out-
comes for teenagers (Hinshaw et al., 2000;
Ostrander & Herman, 2006; Reitz, Dekovic,
& Meijer, 2006; Wills & Dishion, 2004).

With the exception of comorbid conduct
problems, few other predictors are noteworthy.
Even those that are statistically significant ac-
count for only a small percentage of the vari-
ance in outcome (Mannuzza & Klein, 1992).
Some studies have identified low intelligence in
childhood, poor peer acceptance, emotional in-
stability, and extent of parental psychopatholo-
gy as predictors of poorer outcomes (Barkley,
Fischer, et al., 2006; Fischer, Barkley, Fletcher,
& Smallish, 1993; Fischer, Barkley, Smallish, &
Fletcher, 2005; Hechtman, Weiss, Perlmann, &
Amsel, 1984; Loney, Kramer, & Milich, 1983;
Paternite & Loney, 1980).

There is minimal evidence of positive effects
of childhood treatment on the eventual adult
health and functioning of individuals diag-

nosed with ADHD as children (Wilens &
Dodson, 2004). Extensive, long-term treatment
during adolescence may improve outcome
somewhat (Satterfield, Satterfield, & Cantwell,
1981). However, lesser degrees of treatment
limited to childhood provide no measurable
benefits in later life (Barkley, Anastopoulos, et
al., 1992; Barkley, Fischer, et al., 1990;
Hechtman et al., 1984; Paternite & Loney,
1980; Weiss & Hechtman, 1993). Results of
the Multimodal Treatment Study of Children
with ADHD (MTA) study suggest that effects
of intensive intervention, both pharmacologi-
cal and psychosocial, fade when the treatments
are withdrawn (Smith, Barkley, & Shapiro,
2006). Most children and teens therefore do
not receive intensive or sustained treatment for
ADHD across development, which may ac-
count for the lack of measurable treatment ef-
fects in adults (Barkley, 2005).

The long-term effects of stimulants have re-
ceived some attention, but much research is
still needed in this area, because high-quality
longitudinal treatment studies are lacking
(Kupfer et al., 2000). Thus, we are not aware
of any conclusive effects of stimulant treatment
on adult outcomes, such as ADHD symptoms,
functioning, or health. For each report of dele-
terious effects there seems to be a report of no
detrimental, long-term effect. For instance,
some studies have reported growth suppression
effects (Charach, Figueroa, Chen, Ickovicz, &
Schachar, 2006; Jensen, Arnold, Severe,
Vitiello, & Hoagwood, 2004), but these find-
ings have been contradicted by other studies
(Spencer et al., 2006). Likewise, for each report
of positive effects, such as prevention of sub-
stance abuse (Wilens, Faraone, Biederman, &
Gunawardene, 2003) there is a study that re-
ports no effect of stimulant treatment on sub-
stance abuse (Fischer & Barkley, 2003). Thus,
the long-term effect of treatment, for better or
worse, remains unclear, and more research in
this area is badly needed (Wilens & Dodson,
2004).

Yet the complete picture is not so bleak. As
noted earlier, longitudinal studies to date that
have followed children with ADHD into adult-
hood and examined them for stimulant-
associated problems have, with one exception,
not identified any long-term adverse events as-
sociated with such treatment. In the one study
that claimed to have found such a link (Lam-
bert & Hartsough, 1998), methodological
problems were plentiful, and 12 other studies
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failed to replicate the linkage (Barkley et al.,
2004; Wilens et al., 2003). Also worth noting is
that stimulants have been on the market since
the 1930s (amphetamines) to 1950s (methyl-
phenidate), and millions of individuals have
been treated with them, often over years. There
is minimal or no evidence from postmarketing
surveillance by the U.S. Food and Drug Admin-
istration (FDA) and pharmaceutical companies
to indicate that significant health risks are con-
vincingly associated with use of these medica-
tions over the short or long term. Recent media
reports of suicidal thinking and attempts re-
lated to atomoxetine have not been shown to
exceed the base rate for the ADHD population,
despite the FDA black box warning in the
package insert for the drug (Barkley & Fischer,
2005). And the black box warning for this
medication concerning hepatotoxicity is based
on one case in 3.4 million treated patients, il-
lustrating how such warnings have become vir-
tually meaningless in conveying a sense of risk
to patient and clinician alike. Likewise, recent
concern over the stimulant and cardiovascular
risks and sudden death have been greatly exag-
gerated in media accounts of this story. Again,
the adverse events have not been shown to ex-
ceed the base rates for sudden death in the pop-
ulation, thus calling into question any linkage
between these events and stimulant treatment.
Whereas caution is always in order with use of
any medications, and clinical monitoring for
such adverse events in treated cases is to be en-
couraged, especially if there are preexisting
structural cardiac abnormalities, there is no ev-
idence that common or widespread health risks
are associated with ADHD medication man-
agement absent such abnormalities in the pa-
tient’s history. Hence, whereas more rigorous
long-term studies are to be encouraged, the
limited number of such studies at present does
not mean one cannot make legitimate infer-
ences about long-term safety given these other
sources of information that pertain to this is-
sue.

CONCEPTUALIZATION OF THE DISORDER

Until recently, ADHD has lacked a reasonably
credible scientific theory to explain its basic
psychological nature and symptoms, and to
link it with normal developmental processes.
The field of ADHD treatment has reached a
point, however, where the neuropsychological,

neuroimaging, and genetic studies cited earlier
are setting clear limits on theorizing about not
only the origins of ADHD but also theories
about its nature. Any credible theory on the na-
ture of ADHD must now posit neuropsycho-
logical constructs related to the normal de-
velopment of inhibition, self-regulation, and
executive functioning, and explain how they
may go awry in ADHD. Such a theory will
need to argue that these constructs arise from
the functions of the prefrontal–striatal network
and its interconnections with other brain re-
gions, such as the cerebellum, that appear to
underlie EFs and self-control. Those cognitive
functions will be shown to have a substantial
hereditary contribution to individual differ-
ences in the population according to the results
of twin studies on the genetic contribution to
variation in ADHD symptoms.

Barkley worked on just such a theoretical
conceptualization of ADHD over the past 12
years (see Barkley, 1997b, 2006). It is briefly
discussed below, followed by its implications
for the management of ADHD. Research con-
tinues on the merits of this model for ADHD,
but we include it here because of its far greater
implications for evaluation with an eye toward
treatment than any prior theories founded
solely on ADHD arising from deficits in re-
sponse inhibition (Quay, 1988), delay aversion
(Solanto et al., 2001), or arousal and energetic
pools (Sergeant & Van der Meere, 1989).

The model is founded on the premise that
ADHD comprises mainly a developmental de-
lay in or acquired impairment of the behavioral
inhibition networks of the brain that disrupt
self-regulation—an assertion for which there
is substantial research support (see Barkley,
1997b; Nigg, 2006). This theory links behav-
ioral inhibition to the EFs and shows them to
provide for self-regulation. Behavioral inhibi-
tion occupies a foundation in relationship to
self-control and four executive functions that
are dependent upon it for their own effective
execution. “Self-regulation” is defined as any
self-directed action to change one’s own behav-
ior to alter the probability of a delayed (future)
consequence. The EFs are forms of behavior-
to-the-self—the actions one uses to change one-
self so as to change their future.

Four executive functions are theorized to
bring behavior progressively under the control
of internally represented information (forms of
self-directed action), time, and the probable fu-
ture (delayed consequences), and wresting it
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from the control of the immediate external
context and the prepotent responses it gen-
erates. Appropriate self-control functions to
maximize future consequences for the individ-
ual over merely immediate ones. The model ap-
plies only to ADHD-C to date.

“Behavioral inhibition” involves the capac-
ity to inhibit prepotent responses, creating a
delay in the response to an event (response in-
hibition). There may be two other inhibitory
processes related to it, at least for the moment,
that Barkley has combined into a single con-
struct concerning inhibition. These two other
processes are (1) the capacity to interrupt on-
going responses, given feedback about perfor-
mance, particularly those response patterns
that are proving ineffective; and (2) the protec-
tion of this delay in responding, the self-
directed actions occurring within it, and the
goal-directed behaviors created from interfer-
ence by competing events and their prepotent
responses (interference control). Through the
postponement of the prepotent response and
the creation of this protected period of delay,
the occasion is set for the four executive func-
tions (covert, self-directed actions) to act effec-
tively in modifying the individual’s eventual
response(s) to the event. The chain of goal-
directed, temporally governed, and future-
oriented behaviors set in motion by these acts
of self-regulation are then protected during
their performance by interference control. And
even if disrupted, the individual retains the ca-
pacity or intention (via working memory) to re-
turn to the goal-directed actions, until the out-
come is successfully achieved or judged to be
no longer necessary. We list the four executive
functions below, using both their more com-
mon label in the neuropsychological literature,
followed by Barkley’s redefinition of the self-
directed action (in parentheses) that each com-
prises.

1. Nonverbal working memory (covert self-
directed sensing). Nonverbal working memory
is the ability to maintain nonverbal, largely
visuospatial mental information online that is
used subsequently to control a motor response
toward a goal. These mental representations
are achieved by the self covertly sensing (espe-
cially visual imagery) information that serves
to recall past events for the sake of preparing a
current response. They represent hindsight or
the retrospective function of working memory
(Fuster, 1999). Past events are retained in a

temporal sequence that contributes to the
subjective estimation of psychological time
(Michon, 1985). Analysis of these sequences
for recurring patterns is used for conjecture
about hypothetical future events—the individ-
ual’s best guess as to what may happen next, or
later in time, based on the detection of recur-
ring patterns in past event sequences. This ex-
tension of hindsight forward into time also cre-
ates forethought, or the prospective function of
working memory (Fuster, 1999). From this
sense of the future arises anticipatory action in
preparation for that future once it arrives. It
likely explains the progressively greater valua-
tion of future consequences over immediate
ones that takes place throughout child develop-
ment into young adult life (Green, Fry, &
Meyerson, 1994). In so doing, individuals are
then capable of the cross-temporal organiza-
tion of behavior, that is, the linking of events,
responses, and their eventual consequences via
their representation in working memory de-
spite what may be considerable gaps among
them in real time.

2. Verbal working memory (internalized,
self-directed speech). During the early pre-
school years, speech, once developed, is ini-
tially employed for communication with oth-
ers. Language is a means of influencing the
behavior of others. But around age 3 years, it
becomes self-directed, thereby eventually pro-
viding a means of reflection (self-directed de-
scription), as well as a means for controlling
one’s own behavior (Berk & Potts, 1991). Self-
directed speech progresses from being public,
to being subvocal, to finally being private, all
over the course of perhaps 6–10 years. With
this progressive privatization of speech comes
the increasing control it permits over behavior.
Self-speech now provides a tremendously in-
creased capacity for self-control, planning, and
goal-directed behavior that further augments
that being provided by the first EF, chiefly im-
agery.

3. Self-regulation of affect–motivation–
arousal (self-directed emotion). The self-
regulation of affect, motivation, and arousal
can now develop through the use of the first
two executive abilities (self-sensing and self-
speech). Individuals now possess the capacity
to present images (and other sensory informa-
tion) along with words to themselves that can
be used to manipulate emotional states. These
images and other sensory information from the
past come with emotional valences automati-
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cally welded to them (how one felt about them)
(Damasio, 1995). Yet it is not just one’s affect
that is being managed by the use of self-speech
and self-sensing. Emotion is, by definition, a
motivational state. And so this re-presenting of
words and images to the self creates a capacity
for self-motivation (Fuster, 1999) via self-
emotion (Ekman & Davidson, 1994; Lang,
1995). By privately manipulating and modulat-
ing emotional and motivational states, the
child can induce drive or motivational states
that may be required for the initiation and
maintenance of goal directed behavior
(Barkley, 1997b).

4. Planning or reconstitution (self-directed
play). Bronowski (1977) reasoned that the use
of images and language to represent objects,
actions, and their properties that exist in the
world around us provides a means by which we
can take the world apart. These pieces can then
be combined to create novel recombinations,
some of which yield truly innovative, func-
tional response options. Internal speech and
imagery permit analysis (taking apart), and out
of this process comes its complement synthesis
(recombination) to create entirely new ideas
about the world (Bronowski, 1977), and en-
tirely new responses to that world. It provides a
means to synthesize novel behavioral sequences
in the service of problem solving and goal-
directed action, particularly when obstacles are
encountered in pursuit of a goal and new be-
haviors must be generated to solve the problem
(Barkley, 1997b; Fuster, 1999). Barkley has hy-
pothesized that, like the other executive func-
tions, this one is also a form of self-directed
behavior that becomes turned on the self dur-
ing development and eventually is privatized.
That action-to-the-self is based on play in
childhood that progresses from manual–verbal
play to private mental manipulation of images
and words that generates new ideas and related
behavior to use in goal-directed problem solv-
ing.

Such internal control over behavior creates
not only a greater purposefulness or intention-
ality to behavior but also a greater flexibility.
The EFs grant behavior a more determined,
persistent, reasoned, intentional, and purposive
quality, while permitting greater shifting of
behavior as needed to achieve one’s goals—
an appearance of volition, choice, and will aris-
ing from internally guided behavior (James,
1890).

The impairment in behavioral inhibition oc-
curring in ADHD is hypothesized to disrupt the
efficient performance of these EFs, thereby de-
limiting the capacity for self-regulation. The re-
sult is impairment in the cross-temporal orga-
nization of behavior, and in the guidance and
control of behavior by internally represented
information. This inevitably leads to a reduc-
tion in the maximization of long-term conse-
quences for the individual. This theory, if cor-
rect, provides a much deeper insight into the
nature of the disorder and a much broader per-
spective on its likely impairments, along with a
litany of implications for its management (see
below). In essence, ADHD is not so much an
attention disorder as a disorder of executive
functioning or of internally guided and regu-
lated behavior across time and toward future
events. This leaves the affected individual more
controlled by external events in the moment
and more governed by concerns for immediate
than for delayed gratification.

Implications for Assessment

Several implications for assessment arise from
Barkley’s model of ADHD. First, a complete
picture of ADHD and its impact on a child’s
functioning are difficult to capture in office
evaluations. Some degree of inhibitory difficul-
ties may be exhibited in an office setting, but
not always, and not in most children presenting
for evaluation of ADHD. The disruption in the
four EFs prove even harder to pin down given
that few psychological tests assess these func-
tions, as described earlier, for clinical purposes,
and few rating scales contain items focusing ex-
plicitly upon them. Compared to the clinician,
caregivers have had far longer spans of time
over which to evaluate the child’s deficien-
cies in self-regulation, disorganization regard-
ing time, ineffective cross-temporal organiza-
tion of goal-directed behaviors, impersistence
in task- or goal-directed behavior (inattention),
and failure to defer gratification and to maxi-
mize longer-term consequences over short-term
or immediate ones. Therefore, considerable
weight should be given to parent and teacher
opinions, initially via ratings, when assessing
ADHD (Pelham et al., 2005).

Another important implication is that multi-
ple observations of the child’s behavior and
task performance in natural settings may prove
more informative about the presence and de-
gree of ADHD than a brief office evaluation or
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psychological testing. Therefore, information
provided by parents and teachers must also
take into account variability due to setting,
task, and time of day. When feasible, direct ob-
servations (e.g., classroom performance) as a
part of school psychological evaluations are to
be strongly encouraged so as to provide infor-
mation collateral to that obtained via parent
and teacher report.

To further encumber the assessment of
ADHD, the complexity of ADHD is likely to
increase over development given that the four
EFs that are disrupted by the child’s poor
behavioral inhibition emerge in a staggered
fashion across development. The older the
child at the time of evaluation, the more likely
the clinician is to find that caregivers are com-
plaining about not only the child’s hyperactiv-
ity or poor inhibition but about deficits in
those EFs that normal children have recently
developed. For instance, parents of 3- to 5-
year-old children with ADHD are unlikely to
complain about the children’s poor sense of
time, planning, and forethought, but parents of
10- to 16-year-olds with ADHD are far more
likely to note such problems. This becomes es-
pecially problematic for the adult with the dis-
order (Barkley et al., in press). Thus, the scope
and complexity of impairments broaden in
children with ADHD as their development pro-
ceeds. This makes it essential for the clinician
to ask the parents of an older child with ADHD
about deficiencies in these EFs and their impact
on the child’s adaptive functioning at home and
in school.

This model suggests that the full impact of
ADHD on the child’s adaptive functioning re-
quires a longer span of time to appreciate than
is likely to be evident in an initial evaluation of
only a few hours. Using measures of adaptive
functioning, besides the usual methods of inter-
viewing and obtaining behavior ratings, will
probably prove useful to some degree in cap-
turing this impact of ADHD on the child’s
daily life. An evaluation of an individual with
ADHD that appropriately documents the defi-
ciencies in behavioral inhibition, EFs, and self-
control is likely to lead to a number of sugges-
tions for treatment, as discussed elsewhere
(Barkley, 2005). These suggestions should be
evaluated as part of an ongoing assessment
process, because it is impossible to predict in
advance precisely what treatments will work
for an individual with ADHD, even though
base rates of successful treatment are relatively

high (i.e., 65–80% for medications, 35–75%
for psychosocial treatments, etc.). Thus, state-
of-the-art treatment for ADHD involves
enlightened trial and error. The success of treat-
ment must be documented as part of an ongo-
ing assessment process, and lack of success
should lead to a modification of the treatment
plan.

Parents who bring their child for a clinical
assessment of ADHD are often demoralized
(Anastopoulos et al., 1992; Campbell et al.,
1994; Hoza et al., 2000; Ostrander & Herman,
2006). They have usually been struggling with
the child’s impairments related to ADHD and
associated problems for years, have tried multi-
ple solutions without success, feel defensive
about their role in their child’s behavior, often
have issues of their own (e.g., marital conflict),
and are ambivalent about changing their own
behavior (e.g., establishing and maintaining
clear rules and consequences) even if it is
clearly directed at the well-being of their child.
Accordingly, a major consideration in assess-
ment as a prelude to intervention should be the
caregivers’ knowledge about ADHD and effec-
tive interventions, and the caregivers’ stage of
readiness for change. This issue is addressed in
our description of the ACU. Prior to that de-
scription, we provide guidelines for a mini-
mally acceptable assessment of ADHD for di-
agnostic purposes.

RECOMMENDED ASSESSMENT PROCEDURES

In this section we describe (1) the state of as-
sessment of ADHD, (2) methodological consid-
erations in assessing ADHD, and (3) a checklist
of considerations required to complete a mini-
mally sufficient evaluation of ADHD. Finally,
we briefly describe two promising approaches
to evaluating ADHD that are based on motiva-
tional interviewing and response to interven-
tion.

The State of ADHD Diagnosis

The “gold standard” diagnosis refers to ac-
cepted “proof” that the patient does or does
not have the target disorder (Meehl & Rosen,
1955). Ideally, the “gold standard” provides
objective criteria (e.g., a laboratory test not re-
quiring interpretation) or a current clinical
standard for diagnosis (e.g., an imaging tech-
nique that requires some interpretation, such as
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an MRI). Such “gold standards” do not exist
for mental disorders, including ADHD (Kupfer
et al., 2000), so diagnosis of this disorder is
based on descriptions of behavior coupled with
history, course, and knowledge of differential
diagnosis. The current “silver standard” for di-
agnosis is DSM-IV.

A large gap exists between the assessment
procedures used in research and in practice set-
tings (Wolraich, 2002). Many of the proce-
dures in research settings are not even remotely
feasible in practice settings, because they are
expensive, take hours or days to complete, and
require specialized training not offered in most
graduate education programs (e.g., coding of
structured interviews or parent–child interac-
tions). For instance, the initial assessment pro-
cedures for the Multimodal Treatment Study of
Children with ADHD (MTA) occurred over
several days and averaged 7–10 hours, during
which the following data were gathered: rating
scales from parents and teachers, clinical inter-
views with parents and children, structured
diagnostic interviews covering a full range of
disorders, intellectual and academic perfor-
mance measures, measures of affective and so-
cial functioning, computerized assessments of
attention, behavioral observations in clinic
and school settings, and semistructured clinical
interviews regarding parent psychopathology
(MTA Collaborative Group, 1999). This is not
acceptable or feasible in typical applied set-
tings.

Despite the limitations in the current state of
the art for assessment of ADHD, there is broad
consensus that ADHD is a “real” disorder
(Barkley, Cook, et al., 2002 [International
Consensus Statement]; Kupfer et al., 2000).
Dealing with uncertainty in diagnosis is not a
unique problem. There are vagaries and dis-
agreements even in most medical diagnoses
(Kupfer et al., 2000). Nevertheless, as with
other psychiatric disorders, there is consensus
that it is possible to achieve a valid diagnosis of
ADHD even though the diagnosis may be
based on a variety of different procedures.

But one encounters some unique challenges
when diagnosing ADHD. For instance, self-
report of the core symptoms of ADHD (i.e., in-
attention, impulsivity, and hyperactivity) does
not appear to be very dependable in children,
even when followed to young adulthood
(Barkley, Fischer, Smallish, & Fletcher, 2002;
McCann & Roy-Byrne, 2004). The reports of
clinic-referred adults diagnosed with ADHD,

however, are more reliable (Barkley et al., in
press). A high degree of within-person variabil-
ity is also endemic to ADHD and may indeed
be one of the hallmarks of the disorder
(Barkley, 2005). Still another challenge is the
key informants’ (i.e., teachers and parents)
varying perspectives that are governed by a
wide array of influences. All of these factors,
and more, need to be considered to achieve a
valid diagnosis of ADHD.

Measurement Theory Pertinent to ADHD

Classic true score theory divides variance into
three major components (Lord, 1965). First is
“true score variance,” which is the variance of
substantive interest (e.g., variance due to
ADHD). Second is systematic error, the biases
or irrelevant variance likely to be repeated
across measurement occasions (e.g., an idio-
syncratic teacher perspective, maternal depres-
sion, or unique setting effects). Third is random
error, or psychometric noise in the assessment
process (e.g., careless mistakes when filling out
questionnaires, lapses by observers when cod-
ing behavior, or items that are so vague that
they produce a broad range of responses). All
three types of variance need to be considered
when assessing ADHD.

Understanding Within-Subject Variability

A common mistake when measuring ADHD is
to confuse the high within-subject variability
typical of many persons with ADHD and ran-
dom error, thus totally ignoring the potential
information captured by within-subject vari-
ability. Unfortunately, most social scientists are
trained to characterize groups using a measure
of central tendency, usually the arithmetic aver-
age (i.e., group mean). Accordingly, assessment
decisions are often based on comparing indi-
viduals to a group mean. In such comparisons,
within-group variability is used to determine
where an individual falls relative to his or her
peer group. Commonly used statistics for diag-
nostic decisions, such as z-scores and T-scores,
are based on central tendency and within-
group variability. Such scores are the basis for
cutoffs on standardized rating scales for
ADHD (e.g., a T-score greater than 70).

The normative approach to evaluating
ADHD has its place, especially when the items
describe behavior over a broad range of situa-
tions (e.g., school and home) and a representa-
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tive period of time (e.g., weeks or months).
However, such assessments routinely fail to
capture clinically and theoretically meaningful
variance in within-person behavior. We are not
aware of any scales that present data on devi-
ant levels of variability in behavior, so this phe-
nomenon is not well documented in the re-
search literature, though it has been gleaned in
laboratory tasks that use numerous repeated
trials, such as reaction time tasks, CPTs, and
even driving simulators.

In some instances it might be useful to un-
derstand the prognostic and treatment implica-
tions for within-subject variance. This issue has
been explored in some behavior-analytic case
studies, and within-subject variability has been
used as an outcome variable in some treatment
studies (Pelham, 1993). However, empirical in-
vestigation of the practical implications of
within-subject variability has been neglected in
the voluminous literature on ADHD. From a
single-case standpoint, evaluating the existence
and functional significance of fluctuations in
performance can be critically important.

It is reasonable that treatment goals for
ADHD address both central tendency and vari-
ability. Of interest should be (1) changes in
variability of behavior and (2) moving averages
or trends in behavior. Such an assessment re-
quires much more frequent data gathering than
the pre-, post-, and follow-up measure strate-
gies that dominate the treatment literature on
ADHD. Much more frequent data collection,
such as daily or weekly intervals when feasible,
is useful—a reasonable number of assessments
(e.g., at least six occasions) can provide a de-
cent moving picture of performance. The avail-
ability of online symptom and impairment
tracking websites (e.g., Symptomtracking.com
or Myad/hd.com) that patients–parents, teach-
ers, and clinicians can access and report on
behavior repeatedly may go along way toward
making such repeated measurements more
feasible and cost-effective. The recent use of
handheld personal data assistants for repeated
measurement in home or school settings
may eventually provide a similar advantage
(Whalen et al., 2006).

Setting and Observer Influences on Scores

Research on interrater agreement in the child
psychopathology literature has consistently
found significant but relatively small correla-
tions between informants. For example, in a

classic review on the topic, Achenbach and col-
leagues (1987) found a correlation of only
about .30 between parent and teacher ratings
of child psychopathology. This means that
studies were finding only about 10% shared
variance in behavior ratings between key infor-
mants. The small, positive correlations be-
tween parent and teacher ratings on standard-
ized child behavior scales have been replicated
in research on ADHD (Andrews, Garrison,
Jackson, Addy, & McKeown, 1993; Stranger
& Lewis, 1993).

The low correlations between parent and
teacher ratings of ADHD have been used (spe-
ciously) by some critics to question the validity
of ADHD diagnoses (Barkley, Fischer, et al.,
2002). However, we believe these correlational
studies merely highlight the differences in child
behavior at home compared to school, and
the need for well-structured assessments of
ADHD. Appropriately structured evaluations
should account for major influences on behav-
ior, including activity, setting, and rater effects.
It is well known that persons with ADHD can
focus nearly as well as persons without ADHD
on activities that are intrinsically interesting.
As reviewed previously in this chapter, setting
effects such as structure, novelty, and behavior-
al contingencies have all been shown to have
large effects on ADHD and related problems.
Furthermore, rater effects, such as expecta-
tions of the use of the measure, knowledge of
ADHD, wording of questions, and the rater’s
mood that day, can all have a large effect on as-
sessment scores.

Given the strong influences on scores that
can be directly attributed to activity, setting,
and rater, it should not be surprising that there
is wide variability in cross-informant ratings.
Documenting activity, setting, and rater influ-
ences on scores can be tremendously informa-
tive (e.g., revealing why a student thrives in one
class and languishes in another). Unfortunately,
most assessments of ADHD do not systemati-
cally provide a mechanism for resolving cross-
informant discrepancies, even though this in-
formation is critically important for (1) judging
the validity of the ratings and (2) understand-
ing the key influences on the behavior of the
person being assessed for ADHD. Fortunately,
some procedures can be added to an ADHD as-
sessment to deal with these issues. These in-
clude (1) gathering data from multiple infor-
mants, (2) conducting structured interviews
about reasons for cross-informant disagree-
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ment, and (3) observing standardized behavior
samples where feasible.

One of the requirements for a minimally ad-
equate assessment of ADHD is to gather data
from multiple raters. This is often accom-
plished by obtaining information from at least
one parent and one teacher. More raters are
even better, especially if they sample unique set-
tings, relationships, or perspectives. Thus, it is
usually best to have each parent complete rat-
ings when possible, and to have various teach-
ers complete ratings, such as those teaching
core subjects requiring protracted mental
effort—English, math, and history. Under-
standing why the child does better with one
parent compared to the other, or in one school
activity compared to another, is important in-
formation that can usually be gleaned from a
well-structured interview with parents.

The confounding influences of activity and
setting effects can be untangled through several
methods, including (1) structured interviewing,
(2) direct observation, and (3) functional as-
sessments when evaluating ADHD. We fully
understand that most clinicians do not have
time to engage in direct observation or to con-
duct functional assessments, so our focus here
is primarily on interviewing. Questions about
ADHD symptoms should be specifically de-
signed to illuminate influences such as setting,
activity, and raters. For instance, rater effects
may be evident if one rater stands out as being
much more negative than others. Diplo-
matically discussing the reason for such a dis-
crepancy can illuminate whether the difference
is due to setting or rater effects.

Another important way to reveal influences
on behavior is to ask very specific questions.
For instance, asking the global question, “Does
the child have problems with sustained atten-
tion?” may lead to a variety of confusing an-
swers. Respondents might say “no,” if they
were thinking about computer games, or
“yes,” if they were thinking about doing home-
work. Thus, it is best to ask for a range of be-
haviors:

“When does your child pay attention?”
“When does your child seem to have trouble

paying attention?”
“Why do you think there is a difference

across these activities?”

A proper interview about setting influences
can also help to untangle some putative rater

influences on ratings. Toward this end, assess-
ments of ADHD should include asking the
rater to describe typical activities he or she
shares or directs with the person being as-
sessed. For example, one teacher may rate a
child as more inattentive than another, because
that teacher is leading the class through repeti-
tive math drills, whereas the other teacher is
leading the student through interactive, hands-
on Web-based activities. Similarly, a mother
might rate her child as problematic because she
supervises all of the chores and homework,
whereas the father might not see the child as
problematic, because he is primarily involved
in novel projects or leisure activities with the
child.

Structured interviewing with a parent is a
minimum condition for an adequate assess-
ment of ADHD. In some cases, more interview-
ing may be necessary with a teacher. In others,
such as interviewing school-based profession-
als, it might be worthwhile to supplement the
interviewing with direct observation. This is a
major assessment issue because (1) ADHD
must be shown to be pervasive across settings
and raters, and (2) interventions can target set-
tings, activities, and raters.

Benchmark samples of behavior are impor-
tant here and can be gathered from one infor-
mant and used as reference points with other
informants who witness the behavior. For in-
stance, a mother might be asked to describe a
typical behavior related to ADHD, such as
behavior when doing homework. Then, the fa-
ther and teachers may be asked about their ob-
servations of homework completion or self-
directed seat work. Probing the key informants
about the degree of problems and success with
the task, the influences on behavior in the task,
and the developmental appropriateness of the
behavior can be very informative. Of note, this
approach to assessment is not only person-
centered (e.g., what symptoms the child with
ADHD exhibits) but also examines the person–
environment fit (e.g., the influences on the per-
son’s behavior and how the person influences
the environment).

After examining potential variation across
settings, it is very important to consider the
unique variance of the rater’s knowledge, be-
liefs, and circumstances on the ratings. Un-
fortunately, despite widespread understanding
that unique variance due to raters has a large
effect on ratings, there is no widely agreed-
upon procedure for controlling idiosyncratic
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rater variance in assessments of ADHD.
Ideally, rating scales for ADHD should have
correction factors that adjust for potentially bi-
asing influences such as parental depression,
knowledge of typical development, and under-
standing of ADHD. At best, the current state-
of-the-art assessment involves a qualitative
synthesis of such information, if it is collected
at all. This can be ascertained in a well-
constructed interview for ADHD, such as the
ACU, described later.

In addition to controlling for rater bias, col-
lecting information on parents’ mood, knowl-
edge, resources, social support, and motivation
for change is critically important assessment in-
formation. What the parent chooses to do with
the evaluation data is probably an important
consideration when doing an assessment for
ADHD. Therefore, such information is struc-
tured such that (1) the parent understands the
conclusions, (2) understands how the recom-
mendations arise from the conclusions, and (3)
feels personally willing and able to carry out
key recommendations arising from the evalua-
tion. Unfortunately, many parents are informed
that their child has a diagnosis, but they may
not understand it (e.g., ADHD-C subtype) and
may be told to pursue treatment they do not
necessarily want (e.g., “parent training” or
medication). Fortunately, there are ways to
evaluate ADHD that overcome these common
oversights in assessment and treatment recom-
mendations.

Within-Person Variability

Assessment approaches that do not control for
within-subject variability and systematic differ-
ences in ratings from multiple informants can
yield assessment data that appear to be full of
random error. With appropriate measurement
procedures, however, it is possible to learn
quite a bit of important information from these
sources of information that appear to be ran-
dom, if not approached properly. True random
error, on the other hand, is pure noise, with no
redeeming measurement value. Some studies
suggest that self-report of ADHD may be es-
sentially random noise. At the very least, it is
not clear whether children with ADHD can
provide useful information to the assessment of
their symptoms or impairments beyond what is
provided by collateral informants (e.g., par-
ents). Self-reports may be more valid in clinic-
referred adults (Barkley et al., in press). This

section briefly reviews the validity of self-
report of ADHD.

Children under the ages 9–12 years are not
especially reliable in reports of their own prob-
lems or those of other family members. Fur-
thermore, developmentally appropriate threats
to the validity of self-report of ADHD symp-
toms are compounded by the frequently dimin-
ished self-awareness and impulse control typi-
cal of children with ADHD (Hinshaw, 1994).
Nevertheless, many self-report rating scales
that address ADHD symptoms are normed on
ages as young as 8 years. These include the
widely used Youth Self-Report version of the
CBCL (Achenbach, 2001) and BASC-2
(Reynolds & Kamphaus, 2005). Unfortunately,
these and similar scales have significant limita-
tions in assessing ADHD and until more com-
pelling psychometric data are presented, they
should not be used to rule in or rule out a diag-
nosis of ADHD. They may, however, reveal lev-
els of insight or motivation to change. For in-
stance, showing parents that their child has a
low hyperactivity self-report score may help
convince them that extrinsic motivators will be
necessary to deal with this issue.

It is common practice to interview a child
about ADHD. Unfortunately, children with
ADHD often show little reflection about the ex-
aminer’s questions and may lie or distort infor-
mation in a socially pleasing direction. Despite
evidence to the contrary, some children report
having many friends and no interaction prob-
lems at home with their parents, and that they
are doing well at school, in direct contrast to the
extensive parental and teacher complaints about
the inappropriate behavior of these children.
The problem is so ubiquitous to children with
ADHD that some have argued that a hallmark of
ADHD is an inordinately large disparity be-
tween self-evaluations and actual functioning in
that setting or task, most likely due to a positive
illusory bias (Hoza et al., 2004). This has also
been shown in adults with the disorder (Knouse,
Bagwell, Barkley, & Murphy, 2005). Accord-
ingly, there may be a fundamental deficit in self-
evaluation of inattention or impulsivity and its
consequences (Barkley, 2005). Thus, lengthy
structured or semistructured interviews with
children with ADHD symptoms is probably a
waste of time. Brief interviews to establish rap-
port and cooperation with intervention, how-
ever, might be worthwhile.

Adolescent self-report may be more reliable
and valid for assessing externalizing symptoms
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(Smith, Pelham, Gnagy, Molina, & Evans,
2000). However, self-reports about external-
izing symptoms by adolescents with ADHD
add little incremental information beyond par-
ent or teacher report. Nevertheless, adoles-
cents’ reports of their internalizing symptoms
(e.g., anxiety and depression) do seem to con-
tribute incrementally valid information to as-
sessment and should therefore play an impor-
tant role in the diagnosis of comorbid anxiety
or mood disorders in adolescents with ADHD
(Hinshaw, 1994).

Some studies have found that clinic-referred
adults with ADHD report more symptoms of
inattention and impulsivity than do compari-
son groups. Although initial research on self-
report of ADHD symptoms in adults was
promising, more recent studies have raised
questions about the validity of this source of in-
formation, and the problem appears to be
double-edged. On the one hand, there may be
tendency of adults who do not have ADHD to
overreport symptoms of ADHD. For instance,
Murphy, Gordon, and Barkley (2002) found
that 80% of a sample of 719 adults recruited
from motor vehicle license renewal sites re-
ported six symptoms of ADHD at least some-
times during childhood, and this only dropped
to 25% when more stringent criteria were im-
posed. Clearly the term “often,” as used in
DSM-IV symptoms, needs to be emphasized to
underscore the excessive, persistent, and devel-
opmentally inappropriate nature of the behav-
ior before it should be counted as a symptom.
On the other hand, there appears to be a ten-
dency for individuals diagnosed in childhood
as having ADHD to underreport these symp-
toms as adults. For example, in one study, 46%
of the sample of young adults who had been
followed for ADHD since childhood met crite-
ria for ADHD based on parent or other collat-
eral report, but only 5% met diagnostic criteria
based on self-report (Barkley, Fischer, et al.,
2002).

In a study of college students (Smith, Cole,
Ingram, & Clement, 2004), low kappas for
classification as ADHD for self-ratings and
semistructured interviews suggested consider-
able inconsistency in self-report of ADHD. In
the same study, when parent report of diagno-
sis of ADHD was used as a criterion, specificity
of self-report and interview was .72 and .83,
respectively. Sensitivity was .50 and .21, re-
spectively. Such findings clearly emphasize a
point we risk reiterating repeatedly here: the

need for collateral information other than self-
reports concerning symptoms and impairment.

Taken together, these findings suggest two
major problems with self-reported symptoms
of ADHD by adults. The first problem has to
do with the patient source. Children with
ADHD followed to adulthood may be under-
reporting current ADHD symptoms relative to
parent reports about their current functioning.
Clinic-referred adults, in contrast, often report
more symptoms than do others who know
them well. The other problem is overreporting
of retrospective (i.e., childhood) symptoms
among those who do not have ADHD. Accord-
ingly, adult self-report data should be used with
some caution and should never be the sole
source of information used in diagnosis.

To summarize, although research comparing
self-report of ADHD symptoms among adults
and objective measures is lacking, this type of
research with children and adolescents shows
that there is little or no incremental validity of
self-report of externalizing symptoms by indi-
viduals with ADHD. Self-report can add a
large amount of error and, if taken too seri-
ously, confusion to the assessment battery.
Thus, self-report of ADHD symptoms by chil-
dren can be detrimental to the assessment pro-
cess, and clinicians should avoid wasting pre-
cious time and energy on lengthy structured or
semistructured interviews that focus on self-
report of ADHD symptoms. On the other
hand, brief interviews to build rapport or to
examine other psychiatric conditions, such
as anxiety or depression, are recommended.
Therefore, assessment for ADHD should in-
clude some self-report interviewing, but the de-
cision about the diagnosis of ADHD in chil-
dren should focus heavily on collateral report
(e.g., parent ratings), and self-report should be
viewed very cautiously.

Multimodal Assessment of ADHD

The purpose of this section is to provide our
recommendations for completing an acceptable
evaluation for ADHD. This includes describing
assessment tools and the procedures for using
those tools. In some cases we compare and con-
trast various assessment options; however, this
is not intended to be a comprehensive overview
of a broad range of assessment options. Rather,
we focus on specific methods that we believe
are the best options available. As promised ear-
lier, we provide empirical justification for our
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choices as often as possible and make it clear
when our recommendations are based on con-
sensus or professional experience.

Although we recommend collecting a signifi-
cant amount of information, we have selected
measures and procedures that should be feasi-
ble and clinically meaningful in the “real
world.” The procedures for the ACU should
take about 4 hours of parent time, 30–45 min-
utes of teacher time, and 5 hours of clinician
time. Parent time includes an hour for complet-
ing questionnaires and about 3 hours for meet-
ing with the clinician. Teacher time is devoted
to completing questionnaires. Clinician time
includes helping the parents and teachers com-
plete the ratings, collecting collateral informa-
tion from the school (e.g., grades), scoring
measures, conducting semistructured inter-
views, and providing feedback to the family.
This level of assessment has been deemed to be
reasonable in field trials in clinical settings (Foy
& Earls, 2005).

Goals of Assessment

There are several goals to bear in mind in the
evaluation of an individual suspected of having
ADHD. One is determination of the presence
or absence of ADHD, with careful attention to
differential diagnosis of ADHD as opposed to
other psychiatric disorders. This requires ex-
tensive clinical knowledge of these other psy-
chiatric disorders. Pertinent information on
other childhood disorders is found in other
chapters of this volume. Also, more informa-
tion on differentiating between ADHD and
other disorders is found in DSM-IV and
Barkley (2005).

A second goal of the evaluation is to begin
delineating the types of interventions needed to
address the psychiatric disorder(s) and psycho-
logical, academic, and social impairments iden-
tified in the course of assessment. As we note
later, these may include individual counseling,
parent training in behavior management, fam-
ily therapy, classroom behavior modification,
stimulant or antidepressant medications, and
formal special educational services, to name
just a few (see Smith et al., 2006, for a recent
review of treatments for ADHD, and Barkley,
2005, for more extensive coverage of each).

Another important goal of the evaluation is
determination of comorbid conditions and
whether or not these may affect prognosis or
decisions about treatment. For instance, the

presence of high levels of anxiety specifically,
and of internalizing symptoms more generally,
has been shown in some instances to be a pre-
dictor of poorer responses to stimulant medica-
tion (DuPaul, Barkley, & McMurray, 1994;
Jensen et al., 2001; Pliszka, 1989). Other stud-
ies, however, argue that this may not be the
case, making this a current point of contention
(Abikoff et al., 2005). Similarly, high levels of
hostile, defiant behavior or ODD have been
shown to be a marker for greater family con-
flict (Barkley, Anastopoulos, et al., 1992;
Barkley et al., 1991) that may interfere with
successful parent training or family therapy.

A further goal of the evaluation is to iden-
tify the pattern of the child’s psychological
strengths and weaknesses, and to consider how
these may affect treatment planning. This may
also include gaining some impression of the
parents’ own abilities to carry out the treat-
ment program, as well as their social and eco-
nomic circumstances, and the treatment re-
sources that may (or may not) be available
within their community and cultural group.
The evaluation also usually needs to determine
the child’s potential eligibility for special educa-
tional services within the school district. Such
eligibility has been granted to ADHD children
under federal legislation over the past 20 years
via the Individuals with Disabilities in Educa-
tion Act and Section 504 of the Rehabilitation
Act (DuPaul & Stoner, 1994; Latham &
Latham, 1992), but particular state regulations
that institute these federal policies in a child’s
home school district may vary.

A key issue in assessing ADHD, especially in
children and adolescents, is evaluating the pri-
mary caregiver’s knowledge of intervention op-
tions and motivation to change. Matching
treatment options with the caregiver’s level of
readiness for change may make the difference
between assessment that is an exercise in de-
veloping insight versus an experience that
prompts effective behavior change. We think
the emphasis should be on promoting the right
kind of change when change is needed (Miller
& Rollnick, 2002). Therefore, we recommend
a guided participatory process that (1) matches
information and strategies according to the
caregiver’s stage of readiness for change, and
(2) provides ongoing tracking of target behav-
iors using individual case study methods de-
signed to assess response to treatment. We
review these two strategies following consider-
ation of some basic issues in assessing ADHD.
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Minimally Acceptable Evaluation of ADHD

There is consensus regarding the elements of a
minimally acceptable evaluation of ADHD but
there are several ways to accomplish such an
assessment. Experts agree that the following
data should be collected: (1) parent ratings of
ADHD symptoms, other psychiatric disorders,
and related impairment; (2) teacher ratings of
ADHD symptoms and functioning at school;
(3) a semistructured interview with a parent to
ascertain influences on behavior, parental skills
and knowledge, and the developmental history
of ADHD-related impairment, comorbid con-
ditions, and various treatments or efforts to
change behavior; and (4) if the history so
indicates, an examination by a physician to
rule out plausible physical causes for putative
ADHD symptoms (Foy & Earls, 2005; Pelham
et al., 2005). In the following sections, we elab-
orate on these four cornerstones of ADHD as-
sessment by recommending specific tools and
the rationale for including those tools.

During the assessment process we ask par-
ents to complete the measures listed in Table
2.2. It should take most parents less than an
hour to complete these measures. Ideally, these

may be mailed to parents before the assessment
process starts, or parents may complete them
between initial assessment meetings scheduled
on two or more occasions. Because some par-
ents will not complete these on their own, such
as those with limited linguistic or intellectual
competence, without some explanation,
prompting, and support, it is often best to ask
such parents to complete the measures between
the first and second sessions or within the ses-
sions.

The purpose of having the parent complete
the Parent Rating Scale (PRS) of the BASC-2 is
because it is important to use a standardized,
well-normed, psychometrically sound instru-
ment to conduct a broad screening for psy-
chopathology and adaptation (Reynolds &
Kamphaus, 2005). There are different versions
of the PRS that allow the parent to provide de-
velopmentally appropriate information from
preschool to college. The computerized scoring
of the scale is readily interpreted and highly in-
formative. The areas of psychopathology cov-
ered by the PRS vary with age group. For the
child (ages 6–11) and adolescent versions (ages
12–21) the PRS provides the following clinical
scales: aggression, anxiety, attention problems,
atypicality, conduct problems, hyperactivity,
somatization, and withdrawal. The PRS for
these age groups also provides adaptive scales
in the areas of activities of daily living, adapt-
ability, functional communication, leadership,
and social skills.

The major viable alternative to the PRS, the
Child Behavior Checklist (CBCL; Achenbach,
1991, 2001; Achenbach & Rescorla, 2001), is
probably the most widely used “broad-band”
screening measure for child psychopathology.
However, two studies by independent research
groups have shown that the PRS is better than
the CBCL at discriminating between children
with and without ADHD (Ostrander, Weinfurt,
Yarnold, & August, 1998; Vaughn, Riccio,
Hynd, & Hall, 1997) . Moreover, the PRS pro-
vides information on adaptive functioning.

It is noteworthy that there have been revi-
sions to the CBCL since the aforementioned
studies were published. Currently, the CBCL
provides normed scales for attention problems
and attention deficit/hyperactivity problems,
including hyperactivity/impulsivity and at-
tention problems subscales (Reynolds &
Kamphaus, 2005). In summary, the revised
CBCL appears to be a good measure, but the
PRS still has the advantage of providing adap-
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TABLE 2.2. Recommended Self-Report
Measures to Be Completed by Parents

1. The Parent Rating Scale (PRS) of the
Behavioral Assessment System for Children,
Second Edition (BASC-2; Reynolds &
Kamphaus, 2005).

2. A checklist of DSM-IV symptoms using the
Disruptive Behavior Disorders Scale (Pelham,
Fabiano, & Massetti, 2005).

3. The Home Situations Questionnaire (HSQ;
Barkley & Murphy, 2006).

4. A brief ADHD scale such as the Conners
Global Index (CGI; Conners, 1997) or ADHD
Rating Scale–IV (DuPaul et al., 1998).

5. A brief index of impairment such as the
Children’s Impairment Rating Scale (CIRS;
Fabiano et al., 2006).

6. The Beck Depression Inventory (BDI; Beck,
Steer, & Brown, 1996) or Symptom Checklist–
90—Revised (Derogatis, 1995).

7. The Alcohol Use Disorders Identification Test
(AUDIT; Saunders, Aasland, Babor, Delafuente,
& Grant, 1993).

8. Married or cohabitating caregivers should be
asked to complete the Parenting Experiences
Inventory (Sanders & Ralph, 2001). See
Appendix 2.1.



tive functioning scales that are lacking in the
CBCL.

The second measure we recommend, the
Disruptive Behavior Disorders Scale (DBD),
captures data specific to ADHD, ODD, and
CD (Pelham et al., 2005). A very similar scale is
provided in the clinical manual by Barkley and
Murphy (2006). This scale rephrases symptom
descriptions taken from DSM-IV and has the
parent rate them on a 0- to 3-point scale (see
Table 2.1 for ADHD symptoms; the DBD also
measures ODD and CD symptoms). This type
of rating scale is used widely in ADHD re-
search and should be familiar to many clini-
cians who work with individuals with ADHD.
Various cutoffs can be applied to the scores. In
most applications, scores of 2 or 3 are consid-
ered to be clinically significant, whereas scores
of 0 or 1 are not. Tallying these symptom
counts can readily assist in evaluating DSM-IV
diagnoses of ADHD, ODD, or CD. Psychomet-
ric data on the DBD supports its use (Pelham et
al., 2005). Furthermore, mean item scores of
less than 1 on the inattention, hyperactivity/
impulsivity, and ODD scales have been used as
a criterion for clinically significant change in
major treatment studies of ADHD (Swanson et
al., 2001).

The major alternatives to the DBD are (1)
scales similar to the DBD that focus on ADHD
symptoms from the DSM, but not ODD or CD,
such as the ADHD Rating Scale–IV (DuPaul et
al., 1998), and (2) scales that focus on ADHD
symptoms and related problems, such as the
various Conners ratings scales (Conners,
1997). We are not aware of studies that have
compared directly the incremental validity or
other psychometric considerations of the DBD-
type scales relative to other “narrow-band”
ADHD rating scales. They are likely to be
equivalent in detecting ADHD at least, because
norms are available from the ADHD Rating
Scale–IV, which can be used to score the
ADHD portion of the DBD scale by Barkley
and Murphy (2006).

The pervasiveness of the child’s behavior
problems within the home and school settings
should also be examined, as such measures of
situational pervasiveness appear to have as
much, if not more, stability over time as do the
aforementioned scales (Fischer et al., 1993).
The Home Situations Questionnaire (HSQ;
Barkley & Murphy, 2006) requires parents to
rate their child’s behavior problems across 16
different home and public situations. Such in-

formation may assist in planning behavioral
interventions for children with ADHD and ac-
counting for cross-informant discrepancies in
ratings of ADHD symptoms and related prob-
lems. We are not aware of the development of
any alternatives to the HSQ for the purpose of
assessing situational pervasiveness of ADHD.

We recommend instituting some brief mea-
sures that are likely to be sensitive to response
to treatment. For this reason, we ask parents to
complete the Conners Global Index (CGI) and
the Children’s Impairment Rating Scale (CIRS)
on a weekly basis. Along with tracking of spe-
cific problem behaviors, these brief rating
scales provide important guidance in assessing
intervention efforts.

The CGI, a 10-item scale with ratings on the
familiar 0- to 3-point scale used by ADHD re-
searchers (Pliszka, Liotti, et al., 2000), can be
completed quickly and has been shown to be
responsive to treatment (Pliszka, Liotti, et al.,
2000). It is too much to ask parents to com-
plete longer scales such as the BASC-2 on a
weekly basis; furthermore, the validity of the
broad-band scales (e.g., BASC-2) is unknown
in the context of weekly administration. Other
brief scales, such as the IOWA Conners (see
Pelham et al., 2005), do not map directly onto
DSM symptom lists and the research history
seems to be stronger for the CGI. It might be
reasonable to repeat DBD subscales (e.g., inat-
tention symptoms) or items from the HSQ on a
weekly basis, but when used repeatedly over
short durations, the psychometrics of such
measures need to be studied.

It is critically important to document impair-
ment, which refers to the consequences of the
ADHD symptoms for various domains of major
life activities, such as home and school function-
ing, peer relations, and so on. We recommend
the parent version of the CIRS. This scale covers
key domains of impairment identified by par-
ents, including relationship with peers, relation-
ship with siblings, academic progress, effect on
family, self-esteem, and overall functioning.
Each area is rated on a 0- to 6-point scale (0, no
problem, no need for treatment; 6, severe prob-
lem, definite need for treatment. This yields a
clinically meaningful metric (i.e., scores less than
3 suggest that the child does not need interven-
tion in that area). Recent validity studies support
use of the CIRS with children with ADHD
(Fabiano et al., 2006).

There are some alternatives to the CIRS.
One approach is to use a single global measure,
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such as the Children’s Global Assessment of
Functioning Scale (C-GAS) described in DSM-
IV. The C-GAS has been shown to be respon-
sive to treatment and, like the CIRS, is brief
enough to be given on a weekly basis. Although
little research specifically supports this assump-
tion, we hypothesize that the CIRS has greater
clinical relevance and incremental validity over
the C-GAS, so the CIRS is our measure of
choice for impairment at this time. Another is
to examine the adaptive functioning items from
the CBCL individually for parent and teacher
responses on items concerning home, school,
and peer functioning.

Other alternatives to the CIRS are very de-
tailed measures of adaptive functioning that
are not usually clinically cost-effective. The
Vineland Adaptive Behavior Scales (Sparrow,
Balla, & Cicchetti, 1984) is probably the most
commonly used measure for assessing adaptive
functioning. The scales have been used in stud-
ies that identified impairment in children with
ADHD relative to peers. Another option for as-
sessing this domain is the Normative Adaptive
Behavior Checklist (Adams, 1984), because of
its greater ease of administration. Unfortu-
nately, these detailed measures take a long time
to complete (usually at least 40 minutes) and
may add little important information beyond
what is obtained from the CIRS as far as clini-
cal diagnosis and treatment planning are con-
cerned.

Of note, the BASC-2 provides Adaptive
Functioning subscales, for example, in the ar-
eas of activities of daily living, adaptability,
functional communication, leadership, and so-
cial skills. This portion of the BASC-2 is far
shorter than the more extensive Adaptive
Behavior scales noted earlier and is therefore
more cost-effective. However, for initial evalu-
ation of impairment, the CIRS seems most suit-
able. Such information can be incorporated
into the assessment summary. Furthermore, we
recommend using the CIRS in conjunction with
the CGI, both of which can be completed daily
to give an index of symptoms and impairment.

Asking caregivers to report on their own
problems is a delicate issue, but one that must
be explored to understand fully critical influ-
ences on child behavior and the ability of the
parent to take a major role in the treatment of
ADHD, whether providing medication or man-
aging behavioral contingencies. We recom-
mend having parents complete self-report mea-
sures that screen for the major dimensions of

psychopathology, such as the Symptom
Checklist–90—Revised (SCL-90-R; Derogatis,
1995), and especially for major depression and
alcohol use disorders. These prevalent disor-
ders in the adult population have elevated rates
in families of children with ADHD and are
likely to impair caregiving (Barkley, 2005).
Furthermore, treatment of depressed mothers
appears to have a positive effect on childhood
behavior disorders (Weissman et al., 2006).
When parents have a partner in caregiving,
measures of relationship satisfaction with par-
enting is an important issue to assess (Sanders,
1999).

In view of the high heritability of the disor-
der, we strongly recommend that biological
parents of children with ADHD be screened for
possible ADHD themselves. There is a non-
trivial probability that one parent is likely to
have the disorder (25–35%), and it can inter-
fere with intervention for the child, as noted
earlier. The easiest means for doing so is to em-
ploy an adult ADHD screening scale, such as
that available in the manual by Barkley and
Murphy (2006) or the lengthier Conners Adult
ADHD Rating Scale (Conners, Erhardt, &
Sparrow, 2001).

When screening for problems experienced by
parents, it is important for parents to under-
stand why information on their own function-
ing is important in the context of assessment of
their child’s behavior. The reason for such
screening must be explained in a clear, support-
ive, and empathic manner prior to administra-
tion of these types of measures. Sending these
measures without explanation in a screening
packet might be off-putting for many parents.
Rather, the rationale for collecting these data
should be explained in person after some rap-
port has developed.

There are many options for screening for pa-
rental depression. A scale often used to provide
a quick assessment of parental depression is the
Beck Depression Inventory (BDI; Beck, Steer,
& Brown, 1996). A more “broad-band” mea-
sure for assessing this area of parental difficul-
ties, the SCL-90-R (Derogatis, 1995; Derogatis
& Cleary, 1977), has not only a scale assessing
depression in adults, but also contains scales
measuring other dimensions of adult psycho-
pathology and psychological distress. Parents
of children with ADHD often have higher
scores on the Depression, Hostility, Anxiety,
and Interpersonal Difficulties subscales
(Barkley, Anastopoulos, et al., 1992; Barkley et
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al., 1991; Murphy & Barkley, 1996b). How-
ever, the SCL-90-R may be measuring general
distress, and may lack specificity for depression
and other specific psychological conditions
(Hafkenscheid, 1993). Therefore, we recom-
mend that when depression is specifically of in-
terest, use of shorter, more specific scales, such
as the BDI, may be better.

As with depression measures, there are many
choices for screening for alcohol use disorders.
Research suggests that the Alcohol Use Disor-
ders Identification Test (AUDIT) may be supe-
rior to other brief measures due to construct
and external validity advantages (Bush et al.,
2003; Cook, Chung, Kelly, & Clark, 2005;
Knight, Sherritt, Harris, Gates, & Chang,
2003; MacKenzie, Langa, & Brown, 1996).
Therefore, we recommend use of the AUDIT, a
10-item scale that measures alcohol consump-
tion and alcohol-related problems. Cutoffs for
the AUDIT have been published, with score of
8 or higher indicating a need for further evalua-
tion of alcohol-related difficulties.

Next would be measures that assess the par-
ent’s interpersonal functioning. If the caregiver
is married or cohabitating, completing the
Dyadic Adjustment Scale (DAS) can provide
important contextual information for assess-
ment and treatment planning. Many instru-
ments evaluate marital discord in parents. The
one most often used in research on childhood
disorders has been the Locke–Wallace Marital
Adjustment Scale (Locke & Wallace, 1959).
Research has indicated that parents of children
with ADHD, regardless of child gender, have
lower ratings of marital satisfaction than do
parents of normal children (Breen & Barkley,
1988; Murphy & Barkley, 1996b), especially in
the subgroup of children with ADHD and
ODD or CD (Barkley, Anastopoulos, et al.,
1992; Barkley et al., 1991; Befera & Barkley,
1985).

It is important to assess the level of discord
between parenting partners, because it may
play a role in how interventions are perceived
and delivered. For example, a high degree of
discord may portend significant disagreement
between partners over the presence and/or
management of behavioral problems in chil-
dren. Depression, partner discord, and child
behavioral problems are a common triad
(Dawson et al., 2003; Low & Stocker, 2005;
Sugawara et al., 2002). Moreover, it is possible
that changes in one domain may result in
changes in all three domains (DeGarmo,

Patterson, & Forgatch, 2004; Sanders &
McFarland, 2000).

Sanders and Ralph (2001) developed a brief
index of marital satisfaction, called the Parent-
ing Experiences Survey, that may be more ame-
nable for screening purposes compared to some
of the more detailed measures mentioned ear-
lier. This 11-item scale provides a measure of
the degree of success with parenting and com-
fort with coparenting (see Appendix 2.1). The
first eight items focus on parenting satisfaction.
The last three items assess the degree of com-
fort with coparenting. These items are taken
from the DAS (Spanier & Cole, 1976) and have
been shown to discriminate between distressed
and nondistressed couples (Sharpley & Rogers,
1984).

It may be worthwhile to assess other areas of
the parents’ interpersonal functioning should
time and resources permit (e.g., parent–child
interactions). However, there is limited time
and motivation to complete screening mea-
sures, especially about issues specific to the
caregiver. Therefore, we relegate exploration of
some issues of parental psychopathology and
interpersonal functioning to the structured in-
terview. The recommended foci of the parent
self-report rating scales are ADHD, depression,
alcohol use, and marital functioning.

TEACHER RATINGS

Obtaining information from teachers is cru-
cially important for several reasons. First of all,
a child who does not have any academic or
behavioral problems at school most likely does
not have ADHD. Second, teachers are proba-
bly better judges of developmentally appropri-
ate behavior than parents, assuming it is not
the first few days or weeks of school. This is
matter of opportunity and experience, because
teachers simply see more children. Third,
teachers are likely to be involved in the inter-
vention process, so engaging them early in the
assessment phase and getting a solid baseline of
behavior benefits later treatment plans.

The measures we recommend for teachers
(see Table 2.3) parallel those for parents, with
the same justification as was made for the
parent measures. Thus, we ask teachers to
complete the Teacher Rating Scale (TRS) of
the BASC-2, a teacher version of the DBD,
the School Situations Questionnaire (SSQ), the
CGI, and the CIRS. Due to professional bound-
aries, we do not directly inquire about teacher
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functioning (e.g., depression or substance use).
Also, because of sensitivity to the response bur-
den on teachers, every effort should be made to
keep the data demands as slight as possible.
Our clinical experience has been that this
packet is very feasible for routine clinical use
with teachers.

Elementary school teachers, who spend quite
a bit of time with the child, can be key infor-
mants. However, as children get older, teachers
may not know them as well, and teacher re-
ports may be less reliable in middle and high
school (Evans, Allen, Moore, & Strauss, 2005).
Therefore, the evaluator should inquire how
well the teacher knows the student prior to ask-
ing the teacher to complete the ratings. Even el-
ementary school teachers may not know stu-
dents very well in the first few weeks of the
school year or shortly after moving to a new
school.

As mentioned previously, cross-informant
agreement may be low for parents and teach-
ers, often because the parents and teachers ob-
serve different behaviors. Accordingly, the par-
ent and teacher versions of the BASC-2 overlap
on some scales and diverge on others. This is
appropriate, considering that teachers and par-
ents observe students in different contexts. In-
deed, teachers often report difficulty in answer-
ing some questions. It is advisable to instruct
teachers to make their best effort to answer
questions and indicate “DK” (don’t know)
next to items that they do not have a basis for
answering. Also, teachers might be advised that
some items may seem shocking (e.g., “taking
advantage of another sexually,” which is a CD
item on the DBD). They should be told that al-
though such behavior is rare, its occurrence is
so important that the clinician should know
about it, so the item is included in the question-
naire.

The clinician directing the assessment usu-
ally has to take a very active role in getting in-

formation from teachers. Unless the parents
have an exceptionally good relationship with
teachers or a very organized and cooperative
school, it is likely that the clinician will encoun-
ter many barriers when seeking ratings. There-
fore, he or she should provide teachers with
Health Insurance Portability and Accountabil-
ity Act (HIPAA) compliant release of informa-
tion forms, a note from the parent personally
requesting the information, a note from the
therapist explaining the scales and how they
are used (including confidentiality consider-
ations), very clear instructions, contact infor-
mation, and a deadline for completion (usually
1 week), along with a self-addressed, stamped
envelope. School visits and other direct contact
bolster the chances for cooperation and allow
the clinician to collect some incidental and
qualitative information. When this is not possi-
ble, indirect contact by phone, mail, or the
Internet is important.

CHILD SELF-REPORT MEASURES

As mentioned previously, we believe the re-
search suggests that the incremental validity of
child self-report measures of ADHD symptoms
is questionable; therefore, self-report should
receive minimal weight in an assessment of
ADHD (Barkley, Fischer, et al., 2002; McCann
& Roy-Byrne, 2004; Smith et al., 2000). How-
ever, child self-report of other areas, such as de-
pression and anxiety, might provide unique and
important information during the assessment
process (Baxter & Rattan, 2004; Hope et al.,
1999). Furthermore, having the child with
ADHD provide input into the assessment pro-
cess might make the child feel more involved or
invested in the assessment, thus increasing the
likelihood of cooperation with recommenda-
tions for intervention (Dishion & Kavanagh,
2003).

For individuals ages 8–21, we recommend
using the Self-Report of Personality (SRP) from
the BASC-2. The BASC-2 SRP includes self-
report scales on inattention and hyperactiv-
ity. Factor-analytic studies apparently support
the validity of these scales (Reynolds &
Kamphaus, 2005), but the incremental and
construct validity of self-reported attention
problems and hyperactivity on the SRP have
not yet been established. In contrast, evidence
for the validity of the other BASC-2 self-report
scales seems to be quite good (Reynolds &
Kamphaus, 2005).
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TABLE 2.3. Recommended Teacher Ratings

1. The Teacher Rating Scale (TRS) from the
Behavioral Assessment System for Children,
Second Edition (BASC-2)

2. The Disruptive Behavior Disorders checklist of
DSM-IV symptoms (DBD)

3. The School Situations Questionnaire (SSQ)

4. The Conners Global Index (CGI)

5. The Children’s Impairment Rating Scale (CIRS)



Another “broad-band” self-report measure,
the Youth Self-Report (YSR; Achenbach, 1991,
2001), is designed and normed for children
ages 11–18 years; thus, it has a restricted age
range relative to the BASC SRP. Most items are
similar to those on the parent- and the teacher-
report form of the CBCL, except that they
are worded in the first person. The Cross-
Informant Version (Achenbach, 1991) permits
direct comparisons of results among the par-
ent, teacher, and youth versions of this popular
rating scale. The BASC-2, on the other hand,
does not have such complete overlap of scales.
However, because evidence suggests that the
BASC is superior to the CBCL for assessing
ADHD, we advocate the use of the BASC
scales.

THE ADHD CHECKUP

The semistructured interview we recommend is
incorporated into a broader assessment frame-
work of the ACU. Where time and resources
permit, we recommend using the entire ACU
protocol; otherwise, use of the aforementioned
minimum assessment protocol is suggested
when time is of the essence. The ACU is based
on the Family Checkup (Dishion & Kavanagh,
2003), a parent-focused assessment process
that we have modified in an effort to provide
the best impact of a multimodal assessment of
ADHD. The ACU comprises four phases: (1)
telephone contact prior to the first session; (2)
semistructured interview with the parent(s) to
evaluate interpersonal functioning, major pre-
senting problems, developmental history, and
other background information; (3) videotaped
interactions between the family members to as-
sess parenting relationships; and (4) collabor-
ative feedback with the parent(s) regarding
diagnosis and treatment recommendations.
Adolescents can be included in some or all of
the feedback session, but it is probably best to
work individually with the parent for some
portions of the ACU, especially when there is a
high degree of parent–child or parent–parent
conflict. This section reviews the background
and history, and the general procedures for
conducting the ACU. More detailed descrip-
tions of procedures pertinent to the ACU are
found in Dishion and Kavanagh (2003), Miller
and Rollnick (2002), and Sanders and Lawton
(1993).

History and Background

The ACU is based on an earlier brief family in-
tervention designed to prevent substance use
and behavior problems among children and ad-
olescents. The theory underlying the ACU,
called “motivational interviewing” (Miller,
1998), is consistent with the principles of
the “transtheoretical model of change”
(Prochaska, DiClemente, & Norcross, 1992).
This intervention theory is well established and
empirically supported for problems related to
substance abuse (Miller & Rollnick, 2002).
The ACU represents the first application of
this theory to family therapy (Dishion &
Kavanagh, 2003). However, ACU procedures
are consistent with the best applications of
Behavioral Parent Training (Patterson &
Forgatch, 1987; Sanders & Lawton, 1993) and
the client-centered approach of Carl Rogers
(1951). Thus, many ACU principles and proce-
dures have been supported by a number of
well-regarded experts who work with high-risk
teenagers and their families. Nevertheless, we
believe the reader will be impressed and agree
that the proposed ACU is sufficiently novel to
be called a unique approach.

A guiding principle in motivational inter-
viewing, and hence in the ACU, is to expect
ambivalence about change (Miller & Rollnick,
2002). In the context of family therapy, multi-
ple levels of ambivalence are possible, because
change can pertain to (1) the behavior of the
target child, (2) the behavior of a parent, (3)
the interactions between parent and child, (4)
the interactions between siblings and the target
child, and (5) the major interactions between
the family and other systems (e.g., with a pedi-
atrician or a school). Thus, during the phone
contact process, the clinician should be on the
alert to detect and deal with ambivalence about
the change that is needed to solve problems re-
lated to ADHD.

Another important guiding principle in the
ACU is to develop congruence between the
family’s expectations and the procedures in the
assessment and recommendations. A theory
supports this notion, the transtheoretical
model of change proposed by Prochaska,
DiClemente, and Norcross (1992). This theory,
with its attendant stages and processes of
change, is by now quite familiar to those who
work in the field of addictions (Miller, 1998).
Unfortunately, researchers have only begun to
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apply this very promising approach to prob-
lems other than addictive behaviors. Therefore,
a brief introduction to this approach is war-
ranted.

The roots of the transtheoretical model of
change are found in the frequent result that
promising treatments do not work equally well
with all persons. Sometimes the poor outcomes
are attributed to client factors; at other times,
poor outcomes are attributed to therapist fac-
tors (Prochaska et al., 1992). Examples of pa-
tient factors associated with poor outcomes are
lack of awareness, denial, inadequate motiva-
tion, and poor relational skills. Examples of
therapist factors associated with poor out-
comes are lack of empathy, inadequate diagno-
sis or treatment planning, and poorly imple-
mented or otherwise inadequate techniques.
However, there are many cases where therapy
failed even though the client appeared to be
engaged and the therapist seemed to be compe-
tent. The unique insight from the transtheo-
retical model of change is that therapy out-
comes might be dependent on the match
between stage of readiness for change, the
treatment prescribed, and how the treatment
is presented to the persons responsible for
change. The five commonly accepted stages of
readiness for change (Prochaska et al., 1992)
are briefly described.

In the precontemplative stage, the person
has no intention to change. This condition
may be due to factors such as ignorance, de-
nial, or hopelessness about the possibility of
change. For example, someone might believe
that hyperactivity is normal (e.g., “Boys will
be boys, its not a problem”) or that there is
nothing that can be done about it (e.g., “All
the boys in our family are rowdy, that’s just
the way we are”).

In the contemplation stage, the person is
aware of the problem and is seriously thinking
about overcoming the problem but has not yet
made a commitment to take action. This stage
is characterized by knowing where one wants
to go (i.e., to make changes) but not being quite
ready to go there. A common phenomenon in
the contemplation stage is weighing the pros
and cons of the problem and the solution to the
problem. A parent in the contemplation stage
might say something like, “I know that inatten-
tion is a problem, but the things we have tried
haven’t worked and I don’t know if it is worth
trying something new.”

In the preparation stage, the individual in-
tends to take action or has been trying to take
action. The person is beginning to make small
behavioral changes, but nothing that would
constitute effective action, such as abstinence
from smoking. He or she intends, however, to
take substantial action in the near future. A
caregiver in the preparation stage may take
some preliminary steps toward change, such as
making an appointment for therapy or reading
a book on ADHD and selecting some of the
recommended techniques to try in the near fu-
ture. Of note, many parents who schedule
appointments for evaluations for ADHD are
ready for their child’s behavior to change, but
they may not be in the preparation or action
stage with regard to changing their own behav-
ior. Other parents might be waiting for some
revelation or insight that will provide a “magic
bullet” to alleviate their child’s problems. Such
parents may engage in endless assessment and
“doctor shopping” but never really implement
any change strategies.

In the action stage, the person modifies his
or her behavior or environment to overcome
the problem. Modification of the target behav-
ior or significant overt effort to change is the
hallmark of the action stage. A caregiver who
puts up a behavior chart and starts giving re-
wards based on the chart is in the action stage.
The best-established interventions for ADHD
involve behavioral intervention (Smith et al.,
2006), and most assume that the parents are
ready to put up a behavior chart after the first
meeting (Sanders & Ralph, 2001). However, if
the parent is not in the action stage, the behav-
ioral instructions can create a mismatch or in-
congruence with the parent, thereby straining
the rapport and threatening the viability of the
intervention.

Maintenance is the stage in which a person
works to consolidate gains attained during the
action stage. The hallmarks of the maintenance
stage are stabilizing behavior change and pro-
moting generalization. For example, caregivers
who achieve success with one particular task
(e.g., independently completing academic tasks
at home) start reinforcing the use of successful
methods at other times, sometimes with the
help of other caregivers (e.g., individual study
time at school). Training in self-regulation,
such as developing self-sufficiency, self-efficacy,
and problem-solving skills that generalize to
new issues and developmental levels, appear to
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be important goals for effective maintenance
(Halford, Sanders, & Behrens, 1994).

Ordinarily, the more action that has been
taken to change the problem, the better the
prognosis (Prochaska et al., 1992). However,
the key and uniquely insightful contribution of
the transtheoretical model of change is the at-
tention to the match between therapist behav-
ior and the client’s stage of readiness for
change. Within this view, change is promoted
by helping the individual advance from one
stage to the next. A key task for the therapist is
to sense the emotional, behavioral, and cogni-
tive shifts that need to occur for the client to
progress toward change (Miller, 1998). If a cli-
ent is ready for action, the therapist may pre-
scribe action-oriented therapy and the best out-
comes are achieved. If a mismatch occurs, such
as an action-oriented intervention prescribed to
a client in the contemplation stage, results are
expected to be poor. An ill-matched prescrip-
tion may result in premature termination and
loss of the therapist’s opportunity to assist in
the change process.

Telephone Contact

An important concept incorporated into the
ACU is that treatment begins with the first
phone contact between a family and a therapist
(Coatsworth, Santisteban, McBride, &
Szapocznik, 2001; Dakof et al., 2003;
Santisteban, Suarez-Morales, Robbins, &
Szapocznik, 2006). Thus, rather than viewing
the initial phone call as a perfunctory exercise
in scheduling, the initial phone call should be
regarded at the start of the parent–therapist re-
lationship. This early relationship can have a
major effect on retention and engagement in
therapy. Thus, one of the major goals of the
ACU is to develop a positive relationship be-
tween the family and the therapist from the
very beginning. A telephone call can create a
positive relationship by increasing the congru-
ence between a family’s perspective on the ACU
and the therapist’s behavior. During a tele-
phone call, a therapist can clearly define the
process of obtaining services, invest the family
in the help-seeking process, and explore any
other barriers the family may be facing
(McKay, McCadam, & Gonzales, 1996).

A recent review of the literature (Snell-Johns,
Mendez, & Smith, 2004) identified three em-
pirical studies that examined the effectiveness
of telephone-based strategies (McKay et al.,

1996; Santisteban, Szapocznik, & Perez-Vidal,
1996; Szapocznik et al., 1988). The importance
of phone contact can be summarized by the ex-
pression “Call early and often.” Moreover, the
quality and structure of the phone conversation
can be very important. These calls are the first
step in the change process. As such, phone con-
tact should draw the family into the therapy
process and socialize family members into be-
havior patterns that are productive in therapy
and promote change. Thus, phone interactions
should be guided by evidence-based proce-
dures, especially those derived from motiva-
tional interviewing. Although these procedures
have not yet been tested for specific relevance
to ADHD, they are supposed to cut across dis-
orders; therefore, they should be appropriate
for use with families in which the target child
has ADHD.

Overall, the key considerations in ACU
phone contacts are to engage caregivers in the
change process and to begin to develop a col-
laborative therapeutic relationship. Motiva-
tional interviewing techniques that apply here
include (1) expressing empathy, and (2) rolling
with resistance (Miller & Rollnick, 2002). Ac-
cordingly, the major goals of the ACU phone
calls are to (1) communicate genuine interest
and concern over the family’s difficulties, (2)
promote a positive therapeutic relationship by
developing congruence between the family and
the therapist’s goals and procedures, (3) over-
come ambivalence about change and engage
the family in the ACU assessment process, and
(4) begin to socialize family members toward
the most effective interactions in assessment
and therapy.

To prepare for the telephone contact, the cli-
nician should review all available data previ-
ously completed by the family. Usually the call
from the therapist is not the very first contact
with the family, and some screening or back-
ground information on the reason for the refer-
ral should be available. In some settings, there
may be intake forms, screening questionnaires,
or records from previous contact with the
clinic. Parents may be dismayed if the therapist
is unaware of information they provided previ-
ously, so knowing information from prior con-
tacts may help to build rapport.

The Semistructured Interview

To emphasize the importance of the caregiver
in the evaluation and treatment process, we re-
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fer to the clinician directing the ACU as a par-
ent consultant. However, we use the conven-
tional term “therapist” in this chapter. The
point is that in all meetings with caregivers, the
therapist should promote self-regulation and
promote the type of therapeutic relationship
such that the parent is the primary decision
maker.

Direct contact with the therapist occurs
in three meetings. The getting-to-know-you
(GTKY, which we pronounce “get key”) ses-
sion is the initial semistructured interview de-
signed to get to know the family and to get key
information. The goals of the GTKY meeting
with the parent(s) are to (1) develop rapport
and trust with caregivers; (2) better understand
the caregiver’s interest and concerns as they ap-
ply to the target child and to the family in gen-
eral; and (3) motivate interest in completing all
three steps of the ACU. The steps of the GTKY
session are described in the following section.
The major activities of this first session of the
ACU are given in Table 2.4. The second and
third sessions, Family Assessment Task (FAST)
and feedback sessions, are described in subse-
quent sections but are referred to several times
in the GTKY session.

The GTKY session begins with setting an
agenda and providing a rationale for complet-
ing three separate assessment sessions. It is cru-
cially important, both during the initial phone
call and early in the GTKY session, to create a
link between concerns and assessment, thus en-
gaging the caregiver in the evaluation process.
Thus, immediately after setting the agenda, the

caregiver is asked to work with the therapist to
complete a description of the parent’s and
child’s social network. This combination of
genogram and ecomap provides key informa-
tion on social influences on behavior, caregiver
social support and stressors, and family history
of ADHD and other issues, including the par-
ent’s own past and present issues (Shapiro &
Smith, 2002). A subtle implication of this
phase of the assessment is to frame the behav-
ior of the child with ADHD in a broader social
context rather than as an individually based
problem. Also, this discussion of social influ-
ences should draw on strengths, protective fac-
tors, and resources that will eventually be key
considerations in suggesting interventions.

After spending 10 to 20 minutes on the so-
cial influences on the genogram and ecomap
(longer with larger or complicated families), we
ask the parent to complete a checklist of con-
cerns, using a list based on surveys of parents
regarding their top concerns about their ado-
lescents (Sanders & Ralph, 2001). Other lists
are available (see Dishion & Kavanagh, 2003),
and a commonly used measure developed by
Prinz, Foster, Kent, and O’Leary (1979) is
available in Robin and Foster (1989). The most
common problems include fighting with sib-
lings, arguing with parents, noncompliance,
failing to do homework, and behavior prob-
lems at school.

The next step in the GTKY session is to have
the caregiver pick the top few problems, then,
starting with the most distressing problem,
conduct a detailed analysis of each (see Appen-
dix 2.2). When multiple caregivers complete
the GTKY checklist, they may disagree on
some of the problems. Usually, the caregivers
agree on at least one of the top three problems
and, in such cases, agreed-upon problems
should be discussed first. When caregivers
completely disagree, the therapist can ask who
owns the problem, and whether it is reasonable
for that caregiver to work on the problem, sep-
arate from the other caregiver.

Problems should be discussed from an ABC
(Antecedents–Behaviors–Consequences) frame-
work, similar to the questioning described by
Sanders and colleagues in the Triple-P Positive
Parenting Program (Sanders, 1999; Sanders &
Lawton, 1993; Sanders & Ralph, 2001) and
other evidence-based parenting approaches
based on social learning theory (Bank, Patter-
son, & Reid, 1987). This involves asking for
the most recent example of the problem behav-
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TABLE 2.4. Getting-to-Know-You (GTKY)
Session with Parents

• Assessor meets with parents for up to 90
minutes, uses the “Getting to Know You”
(GTKY) form.

• Complete a Problem Checklist.
• Complete a genogram and diagram of social

supports.
• Rank-order the top problems.
• Complete a thorough discussion of top

problems.
• Developmental and school history (emphasize

influences on behavior).
• Confirm the appointment for the Family

Assessment Task (FAST).
• Identify a conflict to discuss during the FAST.
• Identify a problem to discuss during the FAST.
• Explain the questionnaires that need to be

completed prior to the FAST.



ior, inquiring whether it is typical of the prob-
lem being discussed, and, if so, finding out
what happened before, during, and after the
behavior. If the most recent example of the
behavior is not typical, a more typical example
is elicited for a discussion of the social context
of the problem (i.e., antecedents and conse-
quences). The discussion centers on the influ-
ences of the behavior, especially those that are
modifiable and under the caregivers’ control.
Past attempts to change behavior are noted,
and expectations about behavior change
in the future are considered. After reviewing
the problems, the therapist completes a brief
school and developmental history with the
caregivers (see Appendix 2.2).

The key function of the GTKY session (and
the feedback session) is to help build a founda-
tion for change. During these semistructured
interviews, the caregiver and the therapist col-
laborate to establish a shared perspective on
the child’s behavior, and on the family situation
as it applies to the child. The therapist is con-
stantly evaluating the caregivers’ stage of readi-
ness for change and attempting to move them
forward toward action, but in a gentle and sub-
tle manner.

During the ACU it may become clear that
some of the caregivers’ outcome expectations
are unrealistic (e.g., behavior therapy does not
work, but sugar restriction does). Furthermore,
there may be unrealistic self-efficacy expecta-
tions (e.g., “I can’t be consistent with behav-
ioral interventions, but I can control sugar
intake”). Thus, it is important to instill a rea-
sonable understanding of effective interven-
tions and the expectation that caregivers can
perform, or learn to perform, the desired be-
haviors. A person’s belief in the possibility of
changing ADHD-related behavior is an im-
portant motivator (Bor, Sanders, & Markie-
Dadds, 2002).

Family Assessment Task

The second of the three meetings between the
caregiver and the therapist is optional and is
called the Family Assessment Task, or FAST.
This session begins with setting the agenda,
which includes making sure that the question-
naires given to the family at the end of the
GTKY session have been completed (see Table
2.2). These questionnaires must be completed
and scored prior to the feedback session, so it is
important to spend the first part of the FAST

emphasizing the importance of completing
these measures. This may be a delicate situa-
tion, because caregivers may feel embarrassed
because they did not complete all of the mea-
sures recommended in Table 2.2. As was done
in the GTKY session, the therapist should re-
ward effort and link concerns with assessment.

When the caregivers have completed the
forms, the family is asked to complete a series
of standardized tasks, the FAST, while being
videotaped. Basically, the therapist lets the fam-
ily members interact among themselves with-
out providing any immediate feedback. A brief
outline of the current FAST is given in Table
2.5. The detailed version with verbatim in-
structions for the therapist and cue cards, as
well as scoring instructions, may be obtained
from Dr. Smith at smithbrad@sc.edu.

The FAST interactions are videotaped for
later review by the therapist and discussion
with the family. The use of the FAST makes the
ACU overtly different

compared to many other assessments that
do not include direct, structured observation
of family management practices. Thus, many
therapists may feel that they do not have the re-
sources or expertise to code the FAST inter-
actions. Furthermore, performing an unusual
task in which family members are videotaped
can strain subject families. Given that the incre-
mental validity of the FAST in the ACU process
has not been established, administering the
FAST may not be necessary. Nevertheless, the
use of structured videotaped interactions to as-
sess close relationships builds on the vast litera-
ture of family and marital assessment (Granic,
Hollenstein, Dishion, & Patterson, 2003).

We recognize that it takes considerable time
and effort to conduct and code the FAST, and
that it may not be feasibly implemented in
many clinical settings, such as in primary care,
family medicine, pediatric practices, or where
case volume is high. The procedure may be
more feasible as part of psychological evalua-
tions, particularly those based in universities or
medical schools. Yet there are some very im-
portant reasons to consider including the FAST
in the ACU. First, one of the ACU goals is to
promote self-regulatory skills that include self-
awareness and self-sufficiency. Second, the
FAST provides unique insights into family
interaction patterns, especially the opportunity
to compare family members’ perceptions of in-
teractions and management practices with di-
rectly observed interpersonal behavior. A third

96 PART II. BEHAVIOR DISORDERS



reason to use the FAST is to avoid false nega-
tives in detection of families that need to im-
prove family management skills. Due to factors
such as denial, lack of information, and an ef-
fort to present the family in an overly positive
light, self-report data in interviews and ques-
tionnaires can portray families as functioning
very well, when actually they are struggling. In
activities such as the FAST, it is much more dif-
ficult for a family in distress to “fake good”
and very unlikely that a nondistressed family
will “fake bad.” A fourth reason to use FAST
is to allow families an opportunity for self-
reflection and self-discovery.

Consistent with these points, administration
of the FAST should be as nondirective as possi-
ble. Before each task, when the therapist is
reading the directions and soliciting questions
about procedural issues, family members are
likely to comment or offer opinions. When giv-
ing instructions and answering questions, the

therapist should focus conversation on the pro-
cedural issues and avoid making any
interpretive comments on the process or con-
tent revealed during the task. Nondirective
techniques, such as restating, are acceptable.
More directive techniques, such as reframing,
should be avoided. Highly directive techniques,
such as normalization, should be strenuously
avoided. In general, the therapist should focus
on providing instructions to the family for
completing the task, with as little additional
interaction as possible.

Of note, the ACU described in this section is
for adolescents. Dishion and colleagues (Shaw,
Dishion, Supplee, Gardner, & Arnds, 2006)
have recently developed FAST procedures for
preschool children and their mothers. No set
protocol has been developed for elementary
school–age students, but this is mostly relevant
to the FAST. The GTKY and feedback sessions
of the ACU should not vary much with age.
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TABLE 2.5. Family Assessment Task (FAST)

Part 1: For two parents or caregivers (skip if not applicable).

1. Parenting discussion. Discuss what you are currently trying to teach and how much you agree or
disagree on these things.

Part 2: For parent(s) and target child.

1. Encouraging growth. In this interaction the therapist presents the area of growth to the parents that
had been identified during the GTKY session.

2. Monitoring and listening. The adolescent describes a time when he or she spent 60 minutes or longer
alone with peers without adult supervision. Adults listen, then ask questions and comment. This task is
designed to have turn taking, with the adolescent speaking first, followed by comments and
questioning by the parent.

3. Family conflict. Talk about a disagreement in the past month. This task is designed to be interactive,
with the parent and adolescent contributing when they see fit.

Five-minute break (optional, decided by family)

Part 3: For the whole family.

1. Problem solving. Remind family of a problem discussed during the GTKY session. The family should
talk about the problem and come up with at least one solution. This task should be interactive with
family members contributing as they see fit.

2. Substance use. Parents talk about their beliefs about using tobacco, then alcohol, then marijuana and
other drugs. They also talk about their specific drug-related expectations for the adolescent. Then
siblings add their point of view. This task is not appropriate for young children, so children younger
than an adolescent should not be in the room for this task. This is designed to have turn taking, with
each family member stating his or her perspective starting with the parents, then the target child, then
the sibling(s).

3. Planning an activity. Make detailed plans for a fun family activity. This task should be interactive with
family members contributing as they see fit.

4. Positive recognition. Talk about what they like about the family and each other. This task should be
interactive with family members contributing as they see fit.

5. Debriefing. The therapist asks two questions and gives the family time to answer them. This is the only
task when the therapist is in the room. During this task, and when administering all other family
assessment tasks, the therapist should project neutral affect and body language, answer questions for
clarification purposes only, and refrain from making any suggestions or evaluative statements.



Pending development of a FAST specifically for
elementary school–age children, the procedures
described for adolescents will probably work
for most children age 8 and older, as long as
some developmentally appropriate consider-
ations are implemented (e.g., eliminating the
talk on substance use). For younger children
(i.e., below age 8), the procedures described in
Shaw and colleagues should be appropriate.

Feedback

The ACU includes 1 or 2 hours of therapist
time used to gather collateral information,
most notably teacher ratings and preparation
for feedback. Preparation for feedback includes
scoring questionnaires, evaluating the FAST,
and the graphing this information. The thera-
pist should bring these graphs, completed ques-
tionnaires, and markers (red, yellow, and
green) to use on the Feedback from Family
Checkup form (Appendix 2.3) to the feedback
session. Providing feedback and discussing a
menu for change are the primary consider-
ations of the feedback meeting. The goal of this
session is to put families in an active role, such
that they take responsibility for change, with-
out being blamed or left feeling helpless. Ac-
cordingly, the entire ACU should be presented
as a collaborative effort, such that caregivers
are the experts on their family and the therapist
has a novel perspective that can be used to re-
fresh caregivers’ best efforts to address the
needs of their children.

The feedback session begins with the care-
givers providing a self-assessment. Then four
areas of functioning are reviewed: (1) child
strengths and need for improvement, (2) care-
giver/family strengths and need for improve-
ment, (3) contextual protective/risk factors,
and (4) the menu of available resources. During
the feedback discussion, the therapist must be
sincere, credible, and highlight two or three ar-
eas of strength for every problem area. At the
end of the feedback meeting, caregivers should
commit to pursuing one or more items on the
menu. The menu choices should match stages
of readiness for change for each parent. For ex-
ample, one caregiver might be at a precon-
templative stage and require experiences that
develop a realistic awareness of a problem, or
awareness of their influence on the problem.
The other caregiver might be in the action
stage, so the appropriate recommendation
would be to engage in a change process, such as

learning parenting skills and developing a new
behavioral management system for the chil-
dren.

The feedback session may be divided into
four phases. The first phase, self-assessment, is
an opportunity for parents to discuss their own
self-assessment, based on their experiences in
the assessment process. Parents’ discussion of
their self-assessment is an opportunity for the
therapist to (1) appreciate the parents’ ap-
proach to behavior change, (2) assess their level
of insight, (3) learn more about the dynamics
of the family, and (4) discover issues not cov-
ered in the assessment. In the second phase,
clarification and support, the therapist uses
empathic, reflective listening techniques to
establish a clear understanding of the self-
assessment. The third phase focuses on summa-
rizing feedback to families, based on the infor-
mation they have provided. During this phase,
the therapist discusses the graphs prepared for
the feedback session with the caregivers, solic-
iting reactions and opinions.

The feedback phases are repeated multiple
times during the feedback process as each major
issue is considered. We want to emphasize some
general guiding principles that need to be ad-
dressed in the feedback process. The mnemonic
FRAMES highlights six elements frequently
present in effective, empirically supported brief
interventions (Miller, 1998): Feedback on family
status, emphasis on family Responsibility for
change, Advice about change options listed on
the menu, collaborative listing of change options
or a Menu by which change might be achieved,
an Empathic counseling style, and messages sup-
porting Self-efficacy for change. Excellent con-
siderations of the FRAMES approach are pre-
sented elsewhere, and we encourage the reader
to review these resources, especially Miller and
Rollnick (2002).

Symptoms of ADHD

First, the parents are asked to describe their un-
derstanding of ADHD and whether that diag-
nosis fits their child. Misunderstandings about
ADHD need to be addressed as part of clarifi-
cation and support from the therapist. Next,
the caregivers are shown graphs summarizing
the rating scales. We recommend using the
BASC-2 ratings of inattention and hyperactiv-
ity for all respondents (i.e., parent, child, and
teacher), all on one graph. There should be a
similar graph for parent and teacher ratings on
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the DBD, but this can often be held in reserve
and used primarily by the therapist to decide
on the formal diagnosis of ADHD. Once the
parents seem to understand the metric of the
graph, the therapist should review the informa-
tion portrayed on the graph with each family.
Summarizing feedback and getting consensus
from the parent(s) can lead directly into goal
development.

After selecting the goal, the therapist and
family members can “brainstorm” a list of in-
tervention options. The role of the therapist
is first to model brainstorming to generate
options, then, in the final stages of the feed-
back session, to promote discussion of the
pros and cons of each option. Options for
menu items might include reading about an
issue, getting a self-help book, consulting
with a teacher, meeting with the school’s in-
tervention team, or receiving a referral for
family or marital therapy. In building a viable
menu, therapist knowledge of school and
community resources is critical.

Feedback about Comorbid Conditions

More often than not, children diagnosed with
ADHD also meet criteria for other mental
health disorders that may affect parenting and
response to treatment. These disorders are re-
viewed with the parent(s) and their implica-
tions are discussed. The therapist should follow
the same four phases of feedback as with
ADHD symptoms, including (1) caregivers’ as-
sessment, (2) clarification and support, (3)
summarization of feedback, and (4) goal set-
ting and methods for change.

Adult Functioning and Relationship Quality

The functioning of adult caregivers is crucially
important to understand, because intervention
for ADHD is usually heavily dependent on the
adult caregiver. Therefore, is it important to
provide feedback about how contextual factors
in the form of adult mental illness, substance
abuse, or marital problems might influence the
child’s behavior and efforts to change it. Every
effort should be made to avoid having the par-
ent feel blamed for the problems related to
ADHD. Rather, it should be emphasized that
the caregiver is an important part of the solu-
tion, and that it is legitimate to attend to the
needs of the caregiver, as well as those of the
child with ADHD.

The four-phase process of feedback regard-
ing caregiver psychopathololgy or substance
use centers on the ADHD and depression rat-
ing scales and AUDIT. However, the GTKY
should also address these and other psycho-
pathology or substance abuse issues, especially
during completion of the genogram. Other
screening measures (e.g., anxiety scales) or
semistructured interviews (e.g., for anxiety dis-
orders) may be pursued as needed.

When conflict between caregivers is evident,
or when the status of the relationship is un-
clear, there are often divergent viewpoints. It is
usually surprising that partners disagree about
the quality of their marriage, or at least the
quality of certain aspects of the relationship.
Ignoring a marital problem and the status of
the parents’ relationship may be tantamount to
overlooking the source of family difficulty and
may have long-term negative effects on a young
child’s positive adjustment. To prepare for this
discussion, the therapist should score and sum-
marize the DAS completed by both parents.
Also, for parenting and other relationships,
such as mother–grandmother, data from the
GTKY session and the first FAST session inter-
action are very important.

It is important to frame the marital issues as
contextual factors, but still focus parents’ at-
tention on their common goal of helping the
child. Also, it is helpful to point out to parents
that differences of opinion about parenting
may occur for many reasons, including differ-
ences in relationships between families of ori-
gin, their own experience and education as par-
ents, and the nature of their typical interactions
with the child, which may be very different for
fathers and mothers, or for custodial and
noncustodial parents.

Parent–Child Interactions

Following the discussion of the marriage, it
should seem logical to talk about the relation-
ship between the parents and the child. After
clarification and support, information on this
issue can be taken from the CIRS, the BASC-2,
and the FAST. With regard to the FAST, some
of the interactions might be briefly reviewed to
refresh caregivers’ recall of the task and how it
went. Because the CIRS and FAST scales have
separate metrics, they need to be presented sep-
arately, with explanations of their metrics. Af-
ter reviewing the parent–child relationships
and parenting practices, the therapist should
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help caregivers identify goals, and methods for
achieving these goals. Some of these goals
should ideally be positive and support current
activities.

Adjustment at School

After discussing parent management skills, it is
helpful to transition into a discussion of rela-
tionships with teachers. This allows the thera-
pist to draw parallels to other adults, thus gen-
eralizing findings and, in some cases, helping
parents feel less blamed or defensive about
their problematic dealings with their child.
This also allows for reframes that highlight the
influence of specific contexts or structures that
positively influence the behavior of the child
with ADHD. Data for discussing relationships
with teachers can be taken from the appropri-
ate CIRS and Teacher Report Form of the
BASC-2.

Peer Relations

Peer functioning is a good concluding topic,
because it almost always includes areas of
strengths, as well as potential weaknesses. A
variety of available multi-informant assessment
data supports this discussion, including rele-
vant BASC-2 scores (parent, child, and teach-
ers), and the impairment rating scale (parent
and teachers). In addition to talking about
peers in general, it may be important to discuss
best friends in terms of the depth and stability
of the relationship.

Feedback with the Child or Adolescent

Following the feedback session with the care-
givers, it is helpful to have a feedback session
with the child, and especially with an adoles-
cent. If the caregivers direct the feedback to
the child, then this is an opportunity to rein-
force caregivers’ responsibility and knowledge
in dealing with their child. The feedback to
the child or adolescent should be an abbrevi-
ated version of the feedback given to the par-
ents. Thus, it should have four phases: (1)
self-assessment, (2) support and clarification,
(3) feedback, and (4) selection of goals and
change options. Parents who decide to give
feedback themselves should be coached on
these steps. In conjoint sessions, the therapist
should allow the parents to give most of the
feedback.

Finally, the child or adolescent should review
the problems, goals, and options developed by
the parents. Using his or her own feedback
sheet, the child or adolescent should be allowed
to add additional problems, state personal
goals, and suggest his or her own solutions.
Then, the therapist should discuss how the ad-
olescent will communicate his or her own goals
and menu of change options to the parents.
The child or adolescent can rehearse this pre-
sentation with the therapist, self-evaluate the
presentation, and receive feedback from the
therapist regarding the rehearsal of the conver-
sation with parents. Then, the therapist can
support the child or adolescent by facilitating
the presentation of what was rehearsed.

ADDITIONAL COMMENTS
ON ASSESSMENT METHODS

In many cases, intelligence and achievement
testing may already have been conducted by
the child’s public school. This information is
important for review and when there are con-
cerns about low IQ or significant learning dis-
abilities. A psychoeducational evaluation may
be one of the recommendations on the ACU
menu. Brief screening tests are recommended
as a first pass evaluation of the child. When evi-
dence on the screen suggests deficiencies in the
child’s intelligence or achievement, more thor-
ough testing may be conducted for these do-
mains or the child may be referred to a profes-
sional more expert in such evaluations.

A more thorough discussion of useful psy-
chological tests for ADHD may be found in
Gordon, Barkley, and Lovett (2006). Although
some of these methods may be valid, they are
not practical for most applied settings, or they
do not have demonstrated incremental or clini-
cal utility in the context of the measures we do
recommend (i.e., parent and teacher ratings,
observation of brief structured family interac-
tions, a structured interview with parents and,
briefly, with children or adolescents, IQ screen-
ing and achievement testing, if not done previ-
ously, and a physical examination).

We do not recommend the routine use of
CPTs as part of the standard evaluation for
ADHD despite their popularity. Several of the
CPTs available commercially to clinicians have
norms that permit the clinical interpretation of
their scores: the Conners Continuous Perfor-
mance Test (Conners, 1995), the Gordon Diag-
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nostic System (Gordon, 1983), and the Test of
Variables of Attention (Greenberg & Kindschi,
1996), among others. CPTs are among the
most reliable measures that discriminate be-
tween groups of individuals with ADHD and
the general population (Barkley, 1991; Barkley,
Grodzinsky, & DuPaul, 1992; Corkum &
Siegel, 1993); are sensitive to stimulant drug ef-
fects (Barkley, 1997c; Rapport & Kelly, 1993);
and correlate significantly with teacher ratings
of inattention and hyperactivity, as well as
other laboratory measures of attention and im-
pulse control. However, the magnitude of these
associations is low to moderate (typically .25–
.35), suggesting limited ecological and con-
struct validity for such instruments (Barkley,
1991). It is noteworthy that although these
measures may be sensitive to the effects of stim-
ulant medication on groups of children with
ADHD, they are less sensitive to low doses of
medication than are parent and teacher ratings
(Barkley, Fischer, Newby, & Breen, 1988;
Barkley, McMurray, Edelbrock, & Robbins,
1989). This means that using a CPT to titrate
medication may result in overmedication, thus
exposing children to greater risk for negative
side effects. Furthermore, children with ADHD
find this task to be very aversive. Given these
results, it is not appropriate to use CPT as the
basis for determining medication response.
Also, because the incremental validity of the
CPT for diagnostic purposes is questionable,
we do not recommend use of the CPT in the
routine assessment of ADHD.

A new addition to this chapter is the em-
phasis on evaluating the effectiveness of inter-
ventions, such that assessment becomes an
ongoing process. This approach, often called
response to intervention (RTI), is becoming
the new standard for evaluating learning dis-
abilities (Fuchs & Fuchs, 1998; Speece &
Hines, Chapter 13, this volume). Although
this type of assessment may be beyond the
scope of practice for most clinicians, it is im-
portant for those who work with children
with learning problems to be familiar with
this growing movement in academic assess-
ment. RTI is becoming common practice for
assessing students who fall behind academi-
cally. Indeed, RTI is starting to replace tradi-
tional cognitive assessments (i.e., intelligence
and achievement testing) for diagnosing
learning disabilities. For a detailed description
of RTI, the reader is referred to Speece and
Hines, Chapter 13, this volume.

MENU OF TREATMENT OPTIONS

When a child is diagnosed with ADHD there is
by definition at least one area of significantly
impaired functioning related to ADHD. A well-
conducted evaluation for ADHD provides a
clear understanding of the functional impair-
ment(s) and a sound basis for initiating treat-
ment, including which problems to prioritize.
Because response to treatment for ADHD is
highly idiosyncratic (Pelham & Milich, 1991),
competent intervention includes monitoring of
the target problems and other relevant areas of
functioning. Thus, each intervention needs to
evaluate using appropriate case study method-
ology (Kazdin, 1990). For present purposes, we
describe a menu of treatment options. Given
the focus of this chapter on evaluation, this re-
view of treatment is very succinct. More de-
tailed reviews of our treatment may be found in
Barkley (2006) and Smith and colleagues
(2006).

Treatments abound for children with
ADHD, but only a few have demonstrated effi-
cacy (Kazdin, 1990; Pelham et al., 1998).
Treatment recommendations may range from
just parent counseling about the disorder in the
case of children with few or no impairments, to
residential treatment for children with ADHD
and severe, chronic, or even dangerous forms
of conduct problems or depression. Between
these extremes, treatment recommendations
may focus on reducing the primary ADHD
symptoms through medication or classroom
behavioral interventions; improving the oppos-
itional behavior of children with ADHD
through parent training in effective child man-
agement procedures; or addressing the conflicts
of teenagers with ADHD and their parents
through a behavioral problem-solving ap-
proach to family therapy. Many children with
ADHD have peer relationship problems that
may benefit from individual or group social
skills training, provided that such training is
implemented within the school or neighbor-
hood settings in which such skills should be
used, and that aggressive and nonaggressive
children are not mixed into such groups (due to
the side effect of deviancy training).

In most cases, evaluation will reveal the
need for multiple interventions for a child
and, in some cases, for other family members,
to address fully the functional problems
found during the evaluation. Thus, clinicians
should approach intervention from the stand-
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point of a matrix of needs for intervention
and prevention. When multimodal treatments
are selected, they should be evidence-based
and designed to complement each other by
creating a synergy of effectiveness, or by tar-
geting unique aspects of the disorder. Simply
throwing myriad treatments at a problem has
not been particularly effective. Moreover, it
might not always be best to try to change ev-
erything at once, or to tackle the most diffi-
cult problem first.

When selecting treatment options, it is im-
portant to consider that using medication first
might potentially lower parent motivation to
get involved in behavioral interventions, thus
leaving some important gaps in the matrix of
needed interventions (Adelman & Taylor,
1998). In other cases, medication alone may be
all that is required for relatively uncomplicated
cases of ADHD, in which comorbidity is not an
issue. Similarly, it is important to select treat-
ment options that result in success and en-
hanced parent motivation and parenting effi-
cacy (Sanders, 2000). Trying to deal with a
complicated problem such as misbehavior in
the classroom leaves parents dependent on
factors beyond their control, which may be
counterproductive. Therefore, if the goal is to
engage parents productively in the change pro-
cess, working on behavior that occurs at home
may be the best way to start.

Medications

Two types of medications are FDA approved
for use by children and adolescents with
ADHD: stimulants (methylphenidate, amphet-
amines) and the nonstimulant, atomoxetine
(Strattera). There is overwhelming evidence for
the efficacy of these medications in the treat-
ment of children and adolescents with ADHD
(Barkley & Murphy, 2006; Pelham et al., 1998;
Smith et al., 2000, 2006). However, these med-
ications are neither necessary nor sufficient to
treat ADHD because (1) at least 10–25% of
children with ADHD do not benefit from treat-
ment with stimulant medication (Smith et al.,
2006), and (2) even among positive drug re-
sponders, stimulant drugs are not able to ad-
dress all of the myriad difficulties of children
and adolescents with ADHD. Nevertheless,
medication can be an indispensable part of a
total treatment program and often its most ef-
fective component.

The primary effects of the ADHD medica-
tions are improved attention span, decreased
impulsivity, diminished task-irrelevant activity
(especially in structured situations), and gen-
erally decreased disruptive behavior in social
situations (see chapters by Conner for stimu-
lants and Spencer for nonstimulants in the
text by Barkley, 2005). Secondary effects of
these changes appear to include increased
compliance to commands and instructions;
increased productivity on academic assign-
ments; improved peer interactions and in-
creased peer acceptance; and decreased parent
and teacher reprimands, supervision, and
punishment.

Although medication may appear to be
equally effective compared to combined treat-
ment (i.e., medication and intensive psycho-
social interventions) in terms of reducing
ADHD symptoms, the effects of combined
treatment appear to be better than those for
medicine alone in treating ancillary problems
associated with ADHD (Smith et al., 2006).
Thus, it is important for those concerned with
children or adolescents with ADHD to be fa-
miliar with nonpharmacological treatments for
ADHD. Of note, these may form a synergy
with medication or treat problems not ad-
dressed by medication.

Parent Training in Contingency Management

The decision to employ parent training proce-
dures should be based on the information ob-
tained in the initial evaluation with respect to
the child’s primary symptoms of ADHD, as
well as the level of noncompliant, oppositional,
or defiant behaviors at home. Other key con-
siderations are the parents’ educational and in-
tellectual level, the degree of motivation for
training, and the absence of complicating fac-
tors, such as parental depression, stress, per-
sonal psychopathology, or sufficient marital
discord to interfere with training.

There are several excellent parent training
programs, and age of the child is a major factor
in the choice of approach. Barkley (1997d) has
developed a program specifically for parents of
children ages 2 to 11 with ADHD. It includes
sessions to provide information to families
about ADHD; to train them in increasing at-
tention and praise; to establish home token re-
inforcement systems; to implement time-out,
response cost, and other mild disciplinary tac-
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tics; and to teach them to deal with misbehav-
ior in public places.

Robin and Foster (1989; Robin, 1990) have
designed a useful approach to resolving
parent–adolescent conflicts in families with
teenagers with ADHD that emphasizes negoti-
ating with adolescents. The approach is often
combined with advice to parents on contin-
gency management methods appropriate to
this age group (point systems, behavioral con-
tracts, etc.; see also Barkley, Edwards, &
Robin, 1999; Sanders & Ralph, 2001).
Patterson and Forgatch (1987) designed a simi-
lar approach for addressing parent–teen con-
flicts. Another promising approach is the Triple
P–Positive Parenting Program (Triple-P) re-
cently developed by Sanders (1999).

Classroom Interventions

Given that the majority of children and adoles-
cents with ADHD exhibit behavior problems in
school, classroom interventions are likely to be
employed. These may include training teachers
in contingency management methods (see
Pfiffner, Barkley, & DuPaul, 2006). Token rein-
forcement programs, home-based evaluation/
reinforcement programs, increased attention to
child compliance by teachers, in-class time-out
procedures, and behavioral contracts may all
be employed in the reduction of ADHD behav-
iors in the classroom. In extreme cases, some
children or adolescents may need the intensive
structure of special classrooms, afterschool
programs, or therapeutic schools to succeed.

The choice and intensity of interventions
should be based on a number of findings from
the evaluation, including the level of the child’s
school behavior and performance problems,
the degree of parent and teacher commitment
to complying with these methods, the extent of
previous school interventions, the degree to
which stimulant medication may address these
difficulties, and the eligibility of the child for
special educational programs under federal and
state statutes. Much evidence exists for the ef-
fectiveness of behavior modification techniques
in reducing classroom behavior problems and
improving the productivity of children with
ADHD (DuPaul & Stoner, 2003). Less clear,
however, is the extent to which these methods
may normalize the behavior of children with
ADHD, and the extent to which treatment
gains persist once the behavioral techniques are

withdrawn or the children move on to another
grade, classroom, or teacher. Some evidence
suggests that behavior, although improved, is
not brought into the normal range of non-
ADHD peers (Abikoff & Gittelman, 1984).

Summary of Treatments

This review has focused on the empirically
supported treatments identified by numerous,
high-profile reviews and treatment guidelines.
some promising treatments mentioned in previ-
ous editions, such as self-control training, have
not been well supported in recent research.
Some new treatments that have emerged, such
a neurofeedback, have not yet established a
credible database. Other putative treatments
for ADHD, such as dietary restriction of sugar
or food additives, have not lived up to the ex-
pectations of anecdotes and do not appear to
be effective for treating the typical child with
ADHD (Pelham et al., 1998; Smith et al.,
2006). Moreover, there is some risk of making
ADHD-related problems worse, due to stigma
and parent–child conflict. Thus, we strongly
recommend that parents, teachers, and clin-
icians focus on mainstream treatments for
ADHD that include parent training, classroom
contingency management, and stimulant medi-
cation. Indeed, this combination of treatments
may be the best (Smith et al., 2006).

EVALUATING INDIVIDUAL RESPONSES
TO INTERVENTION

As with medication, children’s responses to
parenting interventions and classroom contin-
gencies may be highly variable. The previously
mentioned studies that provide empirical sup-
port for medication, parent training, and class-
room management indicate that individuals
with ADHD, as a group, tend to respond posi-
tively to these interventions. However, the in-
tervention in many cases needs to be individu-
alized, and some children may not respond
(e.g., estimates of nonresponse to stimulant
medication are usually around 30%). There-
fore, treatment for ADHD must be evaluated
on a case-by-case basis using individual case
study methods. This is not as difficult as it may
sound, because we are recommending (1) col-
lection of data on a frequent basis, either daily
or weekly, and (2) summarization of data with
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widely available graphing procedures. Some
more detailed recommendations based on con-
cepts previously introduced in this chapter are
given below.

Individual Variability

Due to the high variability of children and ado-
lescents with ADHD, individualized case stud-
ies may require long baselines and the use of
moving averages or trend lines to summarize
highly variable behavior. This issue is illus-
trated in Figure 2.1, which depicts hypothetical
data from a child participating in a reversal
study. In this example, the target behavior is in-
terrupting a teacher, and the intervention is se-
lective attention (i.e., ignoring inappropriate
interruptions and attending to appropriate ef-
forts to gain attention). The reversal design in
this example, also known as an ABAB study, is
appropriate for evaluating many behavioral or
pharmacological interventions for ADHD.

What we intend to make clear in Figure 2.1
is that multiple data points are needed for each
phase of individualized evaluation of response
to treatment. This is contrasted with the pre-
and posttest evaluations often conducted to
evaluate response to treatment. To illustrate
our point, one of the pairs of points selected in
Figure 2.1 shows a favorable response; another

pair shows no response; and still another pair
of points shows an adverse response. On the
other hand, the trend lines in the data show a
more coherent and dependable evaluation of
response to treatment, a favorable response in
this case.

Choice of Measures

A key consideration in repeatedly collecting
data is to find measures that are sensitive to
change, valid, and feasible to administer fre-
quently. Rather than relying on self-report or
laboratory measures, the evaluation must use
collateral reports or objective measures of per-
formance in the target setting. A collateral
report usually comprises parent or teacher
ratings on standardized measures. Objective
measures may include direct observation of fre-
quencies of behavior, often provided by par-
ents, teachers, or schools. Institutional records,
such daily homework completion, weekly
grades, or disciplinary reports, can be good
measures.

When measuring problems related to
ADHD, particularly disruptive behaviors, the
CGI has proven to be a sensitive and valid mea-
sure of change (Conners, 1997). This 10-item
scale is easy to complete and may be adminis-
tered on a daily or weekly basis. Another feasi-
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ble and informative brief measure is behavioral
tracking, such as frequency counts or duration
records (also see one of the Triple P practitio-
ner’s manuals for an excellent description of
several tracking procedures; e.g., Sanders &
Ralph, 2001).

A detailed description of a protocol to assess
response to treatment is provided in Smith and
colleagues (2006). We should remind the
reader that there need to be multiple repetitions
of measurement in each treatment condition
(see Figure 2.1). Also, double-blinds, or at least
blinded raters, are helpful for controlling ex-
pectancy effects. Other methodological consid-
erations, such as holding all but one variable as
constant as possible, should allow for more
confidence in the case study. Too often, multi-
ple variables are changed at once (e.g., chang-
ing the dose of one medication while adding
another), thus creating confusion about which
variable produced the change. Although a
“shotgun” approach of multiple changes at
once may sometimes result in a quicker re-
sponse, the resulting uncertainty about which
intervention worked can hamper future man-
agement of ADHD.

LEGAL AND ETHICAL ISSUES

Several of the various legal and ethical issues
involved in the general practice of providing
mental health services to children may be more
likely than usual to occur in the evaluation of
children with ADHD. The first of these, the is-
sue of custody or guardianship of a child who
may have ADHD, pertains to who can request
an evaluation of the child. Children with
ADHD are more likely than those without the
disorder to come from families in which the
parents have separated or divorced, or in which
significant marital discord may exist between
the biological parents (DeGarmo, Patterson, &
Forgatch, 2004; Sanders & McFarland, 2000;
Sugawara et al., 2002). As a result, clinicians
must take care at the point of first contact with
such a family to determine who has legal cus-
tody of the child and, particularly, who has the
right to request mental health services on be-
half of the minor.

One must also determine in cases of joint
custody (an increasingly common status in di-
vorce/custody situations) whether the nonresi-
dent parent has the right to dispute the referral
for the evaluation, consent to the evaluation,

attend on the day of appointment, and/or have
access to the final report. This right to review
or dispute mental health services may also ex-
tend to the provision of treatment to the child
with ADHD. Failing to attend to these issues
before the evaluation can lead to great conten-
tiousness, frustration, and even legal action
among the parties to the evaluation, much or
all of which could have been avoided had
greater care been taken to resolve these issues
beforehand.

A second issue that commonly arises in eval-
uations of children but may be more likely in
cases involving ADHD is a clinician’s duty to
report to state agencies any suspicion of physi-
cal or sexual abuse, or neglect of a child that
arises or is reported during an evaluation. Be-
fore starting formal evaluation procedures, cli-
nicians should routinely forewarn parents of
this duty to report as it applies in a particular
state. In view of the greater stress that children
with ADHD appear to cause for their parents,
as well as the greater psychological distress
their parents are likely to report, the risk for
abuse of children with ADHD may be higher
than average. The greater likelihood of paren-
tal ADHD or other psychiatric disorders may
further contribute to this risk, resulting in a
greater likelihood that evaluations of children
with ADHD may involve suspicions of abuse.
Understanding this legal duty as it applies in a
given state or region, and taking care to exer-
cise it properly yet with sensitivity to the larger
clinical issues likely to be involved, are the re-
sponsibilities of any clinician involved in pro-
viding mental health services to children.

A third legal consideration is federal and
state laws related to providing for children
with disabilities. Increasingly over the past two
decades, children with ADHD have gained ac-
cess to government entitlements that make it
necessary for clinicians to be well informed
about these legal issues if they are to advise
properly and correctly the parents and school
staff involved in each case. For instance, chil-
dren with ADHD are now entitled to formal
special educational services in the United States
under the “Other Health Impaired” category
of the Individuals with Disabilities in Educa-
tion Act, if their ADHD is sufficiently serious
to interfere significantly with their academic
performance. Less commonly understood is
that such children also have legal protections
and entitlements under Section 504 of the Re-
habilitation Act of 1973, as it applies to the
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provision of an appropriate education to dis-
abled children. Should children have suffi-
ciently severe ADHD and reside in low-income
families, they may also be eligible for financial
assistance under the Social Security Act. Space
precludes a more complete explication of these
legal entitlements here; the reader is referred to
the excellent texts by DuPaul and Stoner
(2003) and Latham and Latham (1992) for
fuller accounts of these matters. Suffice it to say
here that clinicians working with children with
ADHD need to familiarize themselves with
these various rights and entitlements if they are
to be effective advocates for the children they
serve.

A final legal issue related to children with
ADHD pertains to their legal accountability for
their own actions in view of the argument
made earlier that ADHD is a developmental
disorder of self-control. Should children with
ADHD be held legally responsible for the dam-
age they may cause to property, the injury they
may inflict on others, or the crimes they may
commit? In short, is ADHD an excuse to be-
have irresponsibly, without being held account-
able for the consequences of one’s actions? The
answer is unclear, and issues related to the legal
status of an offender and competence to engage
in legal proceedings may also be relevant. It has
been the opinion of Barkley that ADHD pro-
vides an explanation for why certain impulsive
acts may have been committed, but it does not
constitute sufficient disturbance of mental fac-
ulties to serve as an excuse from legal account-
ability (e.g., as might occur under the insanity
defense). Nor should it be permitted to serve as
an extenuating factor in the determination of
guilt or the sentencing of an individual in-
volved in criminal activities, particularly vio-
lent crimes. This opinion is predicated on the
fact that the vast majority of children with
ADHD do not become involved in violent
crimes as they grow up. Moreover, studies at-
tempting to predict criminal conduct within
samples of children with ADHD followed to
adulthood have either not been able to find ad-
equate predictors of such outcomes or have
found them to be so weak as to account for a
paltry amount of variance in such outcomes.
Variables that may make a significant contribu-
tion to the prediction of criminal or delinquent
behavior much more often involve parental
and family dysfunction, as well as social disad-
vantage; they involve ADHD symptoms much
less often, if at all. Until this matter receives

greater legal scrutiny, it seems wise to view
ADHD as one of several explanations for
impulsive conduct, but not as a direct, primary,
or immediate cause of criminal conduct for
which the individual should not be held ac-
countable.

CONCLUSION

Our purpose in this current chapter has been to
present a feasible and practical method for as-
sessing ADHD. We have described several ap-
proaches depending on time and resources
available to the clinician. The first is a mini-
mally acceptable assessment for ADHD, which
is appropriate when only a diagnosis is needed
or when time is of the essence. The second ap-
proach, the ACU, is a more thorough method
of assessment that engages caregivers in the
ADHD treatment process. The third approach
is evaluating response to treatment for ADHD.
The resources and expertise to conduct such
evaluations should be within the grasp of most
mental heath professionals who are qualified to
work with children.

The heterogeneous nature of ADHD and nu-
merous additional problems that coexist with
both types of ADHD make the assessment of
the disorders a complex and challenging af-
fair. The minimally acceptable assessment of
ADHD in children includes (1) parent ratings
of ADHD symptoms, other psychiatric disor-
ders, and related impairment; (2) teacher rat-
ings of ADHD symptoms and functioning at
school; (3) a semistructured interview with a
parent to ascertain influences on behavior, pa-
rental skills and knowledge, and the develop-
mental history of ADHD-related impairment,
comorbid conditions, and various treatments
or efforts to change behavior; and (4) an exam-
ination by a physician to rule out plausible
physical causes for putative ADHD symptoms
(Barkley, 2005).

We should emphasize that even if the crite-
ria for a minimally acceptable assessment for
ADHD are met, one office visit and a discus-
sion are hardly likely to change behavioral
problems related to ADHD. Therefore, we rec-
ommend the ACU. The key consideration of
the ACU is to provide an assessment experience
that is imbued with motivational interviewing
and to engage parents in the intervention pro-
cess. This type of evaluation, coupled with ap-
propriate ongoing evaluation of response to in-
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tervention, is the most promising approach to
achieve therapeutic change related to ADHD.
However, even when assessment and treatment
are successful, it is important to note that the
persistent nature of ADHD means that periodic
assessment and intervention will be needed
throughout the lifespan of individuals with the
disorder.
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APPENDIX 2.1. Parenting Experiences Inventory

Below is a list of issues related to being a parent. Please circle the number describing the response that
best describes how you honestly feel.

1. In an overall sense, how difficult has your teenager’s behavior been over the past 6 weeks?

Not at All Slightly Moderately Very Extremely

1 2 3 4 5

2. To what extent do the following statements describe your experiences as a parent in the last 6
weeks?

Not at All Slightly Moderately Very Extremely

Parenting is rewarding 1 2 3 4 5

Parenting is demanding 1 2 3 4 5

Parenting is stressful 1 2 3 4 5

Parenting is fulfilling 1 2 3 4 5

Parenting is depressing 1 2 3 4 5

3. In the past 6 weeks, how confident have you felt to undertake your responsibilities as a parent?

Not at All Slightly Moderately Very Extremely

1 2 3 4 5

4. How supported have you felt in your role as a parent over the past 6 weeks?

Not at All Slightly Moderately Very Extremely

1 2 3 4 5

If you have a partner, please complete the following items:

5. To what extent do you both agree over methods of disciplining your child?

Not at All Slightly Moderately Very Extremely

1 2 3 4 5

6. How supportive has your partner been toward you in your role as a parent over the past 6 weeks?

Not at All Slightly Moderately Very Extremely

1 2 3 4 5

7. In an overall sense, how happy are you with your relationship with your partner?

Not at All Slightly Moderately Very Extremely

1 2 3 4 5
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APPENDIX 2.2. Getting to Know You

Parent Name:

Child Name:

Instructions: Here is a variety of questions regarding your child’s peer relationships, school
preferences, family interactions, support networks, involvement in community activities, and hobbies.
Please answer each question as completely as possible. When asked to provide a number of hours
spent on an activity, please give your best guess. It is acceptable to give a range or provide more
information on the back of this sheet.

PEERS

1. My child has a best friend. � Yes � No

2. My child makes friends easily. � Yes � No

3. My child shows strong leadership skills most of the time. � Yes � No

4. My child enjoys organized youth activities � Yes � No
(e.g., sports, scouts, church activities).

5. My child is good at sports (e.g., is athletic). � Yes � No

6. My child’s favorite sports are

.

7. My child spends an average of hours exercising each week.

SCHOOL

8. My child’s best academic subjects are and

.

9. My child’s favorite part about school is

.

10. My child spends hours on homework each night.

FAMILY

11. My child has regular contact with extended family

12. My child has contact with the following adults on a regular basis (include parents in list, and list
relationship of each person to your child; do not include teachers unless your child sees them
regularly outside of school):

RELIGION

13. My child is active in the church community. � Yes � No

14. My child attends church regularly � Yes � No

ACTIVITIES

14. My child enjoys the following pastimes/hobbies: , ,

and .

15. If your child was not attending CHP, what would they be doing or where would they be going
instead?

16. My child uses the computer for hours a day during the week and hours a day on
weekends.

17. My child watches TV for hours a day during the week and hours a day on weekends.

18. My child plays videogames for hours a day during the week and hours a day on
weekends.
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19. My child listens to music for hours a day during the week and hours a day on weekends.

20. My child does chores for hours a day during the week and hours a day on weekends.

20. My child spends hours doing each weekday and hours doing that activity on the
weekends (please list any other activity not mentioned that your child engages in regularly,
excluding necessary activities like eating, sleeping, or showering).

21. Please list any other information you feel we should know about your child:

Getting to Know You Form

Practitioner:

Client number: Date:

1. Teenager Behavior—Female Guardian’s Ratings
Please rate your teenager’s behavior by checking “Yes” or “No” next to each issue to indicate if it is
a main concern for your family.

Yes No Yes No
1. � � Arguing with or talking back to adults 15. � � Sulking

2. � � Screaming, yelling, or shouting 16. � � Lack of physical activity

3. � � Fighting with siblings 17. � � Unhappy with school

4. � � Physically fighting 18. � � Fearful or anxious

5. � � Too much television or video games 19. � � Sleeping problems

6. � � Not doing homework 20. � � Eating problems

7. � � Not minding; deliberate disobedience 21. � � Hyperactivity or attention problems

8. � � Lying 22. � � Family responsibilities

9. � � Stealing 23. � � Negative attitude, overly pessimistic

10. � � Moodiness or irritability 24. � � Rebellious

11. � � Swearing; abusive/offensive language 25. � � Crying or emotional distress

12. � � Physically fighting 26. � � Throwing tantrums

13. � � Teasing 27. � � Shyness

14. � � Overly influenced by friends 28. � � Finding school difficult or not trying hard
enough

Other concerns not listed above:

2. Family Stresses
Please identify any stressors (issues or events) over the past year in the family that relate to the
presenting problems or get in the way of making changes.

�Parent has health problem

�Parent work schedule

�Stress between home and school

�Child has reading problems

�Domestic violence

�High-crime neighborhood

�Spending time with friends

�Death in the family

�Past traumatic experience (abuse or other event)

�Drug use by parent

�Drug use by sibling

�Ongoing conflict between caretakers

�Parent not in home, uncooperative or
unavailable

�Unstable home situation

�Parent has mental health problem

�Separation/divorce

�Recent remarriage

�Other stressors
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Getting to Know You Form

Practitioner:

Client number: Date:

1. Teenager Behavior—Male Guardian’s Ratings
Please rate your teenager’s behavior by checking “Yes” or “No” next to each issue to indicate if it is
a main concern for your family.

Yes No Yes No
1. � � Arguing with or talking back to adults 15. � � Sulking

2. � � Screaming, yelling, or shouting 16. � � Lack of physical activity

3. � � Fighting with siblings 17. � � Unhappy with school

4. � � Physically fighting 18. � � Fearful or anxious

5. � � Too much television or video games 19. � � Sleeping problems

6. � � Not doing homework 20. � � Eating problems

7. � � Not minding; deliberate disobedience 21. � � Hyperactivity or attention problems

8. � � Lying 22. � � Family responsibilities

9. � � Stealing 23. � � Negative attitude, overly pessimistic

10. � � Moodiness or irritability 24. � � Rebellious

11. � � Swearing; abusive/offensive language 25. � � Crying or emotional distress

12. � � Physically fighting 26. � � Throwing tantrums

13. � � Teasing 27. � � Shyness

14. � � Overly influenced by friends 28. � � Finding school difficult or not trying hard
enough

Other concerns not listed above:

2. Family Stresses
Please identify any stressors (issues or events) over the past year in the family that relate to the
presenting problems or get in the way of making changes.

�Parent has health problem

�Parent work schedule

�Stress between home and school

�Child has reading problems

�Domestic violence

�High-crime neighborhood

�Spending time with friends

�Death in the family

�Past traumatic experience (abuse or other event)

�Drug use by parent

�Drug use by sibling

�Ongoing conflict between caretakers

�Parent not in home, uncooperative or
unavailable

�Unstable home situation

�Parent has mental health problem

�Separation/divorce

�Recent remarriage

�Other stressors

Now that the guardian(s) have completed their ratings independently, have them each choose the three
most troubling teenager behaviors out of those they identified as problematic or “of concern.”

Female guardian’s choices:

Male guardian’s choices:
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Establish approximate frequency of each of those problem behaviors (per minute, hour, or month).

Establish approximate duration of each occurrence of problem behavior.

Note other relevant information (date of onset of the problem behavior, changes over time, how the
behavior is dealt with by other caretakers).

3. Developmental History
Note any significant deviations from normal developmental milestones and any factors that may
affect the teenager’s development.

4. Health Status
Note general information regarding health status that may influence the teenager’s behavior and/or
the parent’s/s’ ability to implement a parenting plan (e.g., current medical conditions or disabilities;
significant previous illness, operations, or hospitalizations; medication).

Is a medical examination indicated? (Yes/No)

If so, why?

5. Educational History
List any significant events relating to school that may have a bearing on the teenager’s present
problems. Explore academic performance, behavior at school, and peer relationships.
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6. Family Relationships and Interactions
Explore the teenager’s family unit and living arrangements (e.g., family members, caregivers).
Explore the nature of parent–teenager relationships and the teenager’s relationships with other
family members. Check for any other family issues that may create obstacles to therapeutic change
(e.g., parental adjustment problems, financial concerns, other stressors).

7. Observation of Parent–Teenager Interaction (where appropriate)
Note any significant observations about parent–teenager interaction in the session or in the waiting
room, such as praise comments (descriptive vs. general), instructions (specific vs. vague), accidental
rewards for problem behavior, and discipline strategies used. Try to note strengths and weaknesses,
and record specific examples of interactions.
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APPENDIX 2.3. Feedback from Family Checkup

ADHD Symptoms Related Strengths Related Challenges

Inattention �

Impulsivity �

Hyperactivity �

Comorbid Conditions Related Strengths Related Challenges

ODD �

CD �

Depression �

Anxiety �

Other �

Parent’s Agreement Strengths Challenges

Relationship Quality �

Problem Definition �

Problem Solution �

Other issues �

Interactions with Parents Strengths Challenges

Mother �

Father �

Others �
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Interactions with Teachers Strengths Challenges

Teacher �

Name:

Teacher �

Name:

Teacher �

Name:

Academic Progress Strengths Challenges

In General �

School Behavior �

Ability �

Other �

Relationship with Peers Strengths Challenges

Friends �

Siblings �

Peers at School �

Other Peers �

Menu

Area of Change (red) Goal Options
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C H A P T E R 3

Conduct and Oppositional Disorders

Robert J. McMahon
Paul J. Frick

Conduct problems (CPs) in youth have been
a major focus of research and practice in

child psychology for a number of reasons. CPs
are some of the most common reasons that
children and adolescents are referred to men-
tal health clinics (Frick & Silverthorn, 2001),
cause significant disruptions for the child at
home (Frick, 1998) and school (Gottfredson &
Gottfredson, 2001), and are the form of psy-
chopathology most strongly associated with
delinquency (Moffitt, 1993). An extensive
body of research has led to an increased under-
standing of the many processes that may be
involved in the development of severe CPs
(Dodge & Pettit, 2003; Frick, 1998; Loeber &
Farrington, 2000; Raine, 2002) with important
implications for designing more effective in-
terventions to prevent or treat these prob-
lems (Conduct Problems Prevention Research
Group, 2000; Frick, 1998, 2001, 2006).

Unfortunately, little attention has been paid
to the implications that this research may have
for improving the methods for assessing chil-
dren and adolescents with severe CPs
(McMahon & Frick, 2005). However, if the
field is to continue to improve its intervention
technology by being guided by advances in re-
search, it is critical that assessment strategies
used in practice also be informed by research
findings.

An exhaustive review of recent research on
CPs and their implications for the clinical as-
sessment of antisocial youth is not possible
within the space limitations of this chapter.
However, in the next section we provide an
overview of four sets of findings from research
that have clear and important implications for
the evidence-based assessment of children with
CPs: (1) heterogeneity in the types and severity
of CPs, (2) CPs and comorbid problems in ad-
justment, (3) the multiple risks associated with
CPs, and (4) the multiple developmental path-
ways of CPs. This is followed by an overview
of assessment issues and a more extended dis-
cussion of the implications of the research on
CPs for guiding clinical assessments within
each of the four areas. We also identify key
measures that we believe have potential for
contributing to the evidence-based assessment
of CPs. We conclude with a summary and rec-
ommendations for future research.

KEY FINDINGS FROM RESEARCH
ON CHILDHOOD CPS

Heterogeneity in the Types and Severity of CPs

CPs constitute a broad spectrum of “acting-
out” behaviors, ranging from relatively minor
oppositional behaviors, such as yelling and
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temper tantrums, to more serious forms of an-
tisocial behavior, such as aggression, physical
destructiveness, and stealing. When displayed
as a cluster, these behaviors have been referred
to as “oppositional,” “antisocial,” “conduct-
disordered,” and “delinquent” (see Hinshaw
& Lee [2003] for a thorough discussion of ter-
minology). Our conceptualization of CPs is
consistent, but not isomorphic, with the Diag-
nostic and Statistical Manual of Mental Disor-
ders (4th edition, text revision [DSM-IV-TR];
American Psychiatric Association [APA], 2000)
diagnostic categories of oppositional defiant
disorder (ODD) and conduct disorder (CD).
ODD is a pattern of negativistic (e.g., deliber-
ately doing things that annoy other people,
blaming others for one’s own mistakes), dis-
obedient (e.g., defying or not complying with
grownups’ rules or requests), and hostile be-
haviors (e.g., losing one’s temper). CD consists
of more severe antisocial and aggressive be-
havior that involves serious violations of
others’ rights or deviations from major age-
appropriate norms. The behaviors are catego-
rized into four groups: aggressiveness to people
and animals (e.g., bullying, fighting); property
destruction (e.g., firesetting, other destruction
of property); deceptiveness or theft (e.g., break-
ing and entering, stealing without confronting
the victim); and serious rule violations (e.g.,
running away from home, being truant from
school before age 13).

In addition to the DSM-IV-TR distinction
between ODD and CD, other methods have
been used to separate different types of CP be-
haviors. Frick and colleagues (1993) conducted
a meta-analysis of over 60 published factor
analyses on more than 28,401 children and ad-
olescents. They found that CPs may be de-
scribed by two bipolar dimensions. In the first,
an overt–covert dimension, the overt pole com-
prises directly confrontational behaviors such
as oppositional defiant behaviors and aggres-
sion. In contrast, the covert pole comprises be-
haviors that are nonconfrontational in nature
(e.g., stealing, lying) (see also Patterson &
Yoerger, 2002; Tiet, Wasserman, Loeber,
Larken, & Miller, 2001; Tolan, Gorman-Smith,
& Loeber, 2000; Willoughby, Kupersmidt, &
Bryant, 2001). However, a second dimension
also seemed to be important for explaining
the covariation of CPs. This destructive–
nondestructive dimension divides the overt be-
haviors into those that are overt–destructive
(aggression) and those that are overt–

nondestructive (oppositional), and it divides
the covert behaviors into those that are covert–
destructive (property violations) and those that
are covert–nondestructive (status offenses; i.e.,
behaviors that are illegal because of the child’s
or adolescent’s age).

The clustering of CPs into these four symp-
tom patterns has proven to be useful for three
purposes. First, this division of CPs is fairly
consistent with the distinctions made in many
legal systems for differentiating types of delin-
quent behaviors, which generally distinguish
between violent offenses (overt–destructive),
status offenses (covert–nondestructive), and
property offenses (covert–destructive; e.g., Of-
fice of Juvenile Justice and Delinquency Pre-
vention, 1995). Second, this grouping of CPs
can aid in distinguishing between youth who
show a single type of CP (e.g., aggressive
behavior only) and those who show a more
varied pattern of CP behavior (e.g., both ag-
gression and status offenses) (see Christian,
Frick, Hill, Tyler, & Frazer, 1997). This distinc-
tion is important, because the more varied pat-
tern of CP is associated with a poorer outcome
(Frick & Loney, 1999; Loeber et al., 1993).
Third, there may be differences in the etiology
of different types of CP. For example, a twin
study found that genetic factors seem to play a
greater role in the development of the destruc-
tive behaviors (i.e., property violations and ag-
gression) than in the development of the non-
destructive behaviors (i.e., oppositional, status
offenses) (Simonoff, Pickles, Meyer, Silberg, &
Maes, 1998).

Two specific forms of CP behavior—
noncompliance and aggression—deserve addi-
tional attention. Noncompliance (i.e., exces-
sive disobedience to adults) appears to be a
keystone behavior in the development of CPs.
It appears early in the progression of CPs
and continues to be manifested in subsequent
developmental periods (e.g., Chamberlain &
Patterson, 1995; Loeber et al., 1993; Mc-
Mahon & Forehand, 2003), playing a role in
subsequent academic and peer relationship
problems. Low levels of compliance are also
associated with referral for services in young
children with CPs (Dumas, 1996). Further-
more, intervention research has shown that
when child noncompliance is targeted, there
is often concomitant improvement in other
CP behaviors as well (Russo, Cataldo, &
Cushing, 1981; Wells, Forehand, & Griest,
1980).
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The importance of aggression as a CP di-
mension is supported by research showing that
aggressive behavior in children and adolescents
is often quite stable and very difficult to treat
(Broidy et al., 2003). Importantly, there appear
to be several different forms of aggressive
behavior (Crick & Dodge, 1996; Poulin &
Boivin, 2000). The first type of aggression, of-
ten referred to as retaliatory, hostile, or reactive
aggression, is viewed as a defensive reaction to
a perceived threat and is characterized by anger
and hostility (Crick & Dodge, 1996). The sec-
ond type of aggressive behavior is generally un-
provoked, and is used for personal gain (in-
strumental) or to influence and coerce others
(bullying and dominance). This type of aggres-
sive behavior is referred to as instrumental,
premeditated, or proactive aggression (Poulin
& Boivin, 2000).

These different types of aggression often co-
occur, with correlations ranging from r = .40–
.70 in school-age samples (Frick & Marsee,
2006). Despite this high degree of association,
many studies have documented different corre-
lates to the two forms of aggression. For exam-
ple, reactive aggression has been associated
with higher risk for social isolation and social
rejection by peers (Dodge & Pettit, 2003), and
a temperamental propensity for angry reactiv-
ity and emotional dysregulation (Hubbard et
al., 2002). Reactively aggressive youth also
show a number of deficits in their social infor-
mation processing, such as difficulty employing
effective problem-solving skills in social situa-
tions and a hostile attributional bias to ambig-
uous provocation situations (Crick & Dodge,
1996). Proactively aggressive youth, on the
other hand, associate more positive outcomes
with their aggressive behavior and report sig-
nificantly fewer symptoms related to anxiety
than do reactively aggressive youth (Schwartz
et al., 1998). In addition to proactive and reac-
tive forms of aggression, both of which are
overt in nature, Crick and colleagues have
identified a form of indirect aggression, called
“relational aggression,” that involves strategies
such as social isolation and exclusion, and be-
haviors that include slandering, rumor spread-
ing, and manipulating friendships (e.g., Crick
& Grotpeter, 1995). Evidence suggests that re-
lational aggression occurs more frequently in
girls (Underwood, 2003), and it may be possi-
ble to divide it into instrumental and reactive
forms as well (Little, Jones, Henrich, & Haw-
ley, 2003).

CP and Comorbid Problems in Adjustment

Another important finding from research is
that youth with CPs are at increased risk for
manifesting a variety of other adjustment prob-
lems as well. There are a number of possible
reasons for this high rate of comorbidity. It is
possible that the CP behaviors disrupt the
child’s or adolescent’s psychosocial context,
resulting in other problems in adjustment,
such as anxiety and depression (Capaldi, 1992;
Frick, Lilienfeld, Ellis, Loney, & Silverthorn,
1999). It is also possible that the CP itself is a
result of the comorbid conditions, such as the
result of impulsivity associated with attention-
deficit/hyperactivity disorder (ADHD) (Burns
& Walsh, 2002). Finally, it is also possible that
the same risk factors (e.g., deficits in social cog-
nition) may lead to the CPs and co-occurring
problems in adjustment, such as peer rejection
(Dodge & Pettit, 2003). Whatever the reason,
understanding the common comorbid prob-
lems has proven to be very important for un-
derstanding and treating children and adoles-
cents with CPs.

ADHD, the comorbid condition most com-
monly associated with CPs, is thought to pre-
cede the development of CPs in the majority of
cases. In a meta-analytic study, Waschbush
(2002) reported that 36% of boys and 57% of
girls with CPs had comorbid ADHD. Some in-
vestigators consider ADHD (or, more specifi-
cally, the impulsivity or hyperactivity compo-
nents of ADHD) to be the “motor” that drives
the development of early-onset CPs, especially
for boys (e.g., Burns & Walsh, 2002; Moffitt,
1993). Importantly, the presence of ADHD
usually signals the presence of a more severe
and more chronic form of CPs in children (see
Waschbush, 2002). For example, children with
both ADHD and CD seem to show a greater
variety of delinquent (Loeber, Brinthaupt, &
Green, 1990) and aggressive (Moffitt, 1993)
behaviors in adolescence, and more violent of-
fending in adulthood (Klinteberg, Andersson,
Magnusson, & Stattin, 1993).

Internalizing disorders, such as depression
and anxiety, also co-occur with CPs at rates
higher than expected by chance (Zoccolillo,
1992). In most cases, CPs precede the onset of
depressive and anxiety symptoms (Loeber &
Keenan, 1994), although in a minority of cases
depression may precede CP behavior (e.g.,
Kovacs, Paulauskas, Gatsonis, & Richards,
1988). However, this relationship between CPs
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and depression may be due to common risk
factors as opposed to a causal relationship
(Fergusson, Lynskey, & Horwood, 1996).
Also, the relationship appears to differ for boys
and girls, at least during middle to late adoles-
cence. Wiesner (2003) found a reciprocal rela-
tionship between delinquent behaviors and de-
pressive symptoms for girls, whereas for boys,
the effect of delinquent behavior on depressive
symptoms was unidirectional. Regardless of
the temporal sequencing, the co-occurrence of
CPs and depression appears to increase the risk
for suicide in youth (e.g., Capaldi, 1991,
1992), and this risk appears to be higher for
girls than for boys (Loeber & Keenan, 1994).

Additionally, Loeber and Keenan (1994) in-
dicated that the co-occurrence of anxiety disor-
ders with CPs is also especially likely for girls.
The implications of comorbid anxiety have
been unclear. In some studies, youth with CPs
and a comorbid anxiety disorder are less seri-
ously impaired than are youth with CPs alone
(e.g., Walker et al., 1991); in other studies, the
presence of a comorbid anxiety disorder has
not been shown to have a differential effect
(e.g., Campbell & Ewing, 1990); still other
studies indicate that comorbid anxiety is asso-
ciated with increased impairment (e.g., Serbin,
Moskowitz, Schwartzman, & Ledingham,
1991). In trying to explain these inconsistent
findings, Frick, Lilienfeld, and colleagues
(1999) demonstrated that low levels of anxiety
in some children with CPs may be a sign of a
more severe type of disturbance, in which the
child is not distressed by the consequences of
his or her behavior whereas, in other children
with CPs, higher levels of anxiety may be due
to the greater levels of impairment and stress
caused by more severe behavioral problems.

Both longitudinal and cross-sectional studies
have documented that having CPs constitutes a
significant risk factor for substance use (e.g.,
Hawkins, Catalano, & Miller, 1992). The
comorbidity between CPs and substance abuse
is important, because when youths with CPs
also abuse substances, they tend to show an
early onset of substance use and are more
likely to abuse multiple substances (Lynskey &
Fergusson, 1995). Although most of the re-
search on the association between CPs and sub-
stance abuse prior to adulthood has been
conducted with adolescents, the association be-
tween CPs and substance use may begin much
earlier in development (Van Kammen, Loeber,
& Stouthamer-Loeber, 1991).

With preschool-age children, language im-
pairment may be associated with increased lev-
els of CPs. Wakschlag and Danis (2004) sug-
gest that if the CPs appear to result primarily as
a reaction to frustration, or if the child’s non-
compliance appears to be due to a failure to un-
derstand directions from parents or teachers,
then a language impairment may be implicated.
An association between CPs and academic
underachievement has also been documented
in research. Approximately 20–25% of youth
with CD underachieve in school relative to a
level predicted by their age and intellectual
abilities (Frick et al., 1991). In a comprehensive
review, Hinshaw (1992) concluded that during
preadolescence, this relationship is actually a
function of comorbid ADHD rather than of
CPs per se. In adolescence, the relationship is
more complex, with preexisting ADHD (and
perhaps other neuropsychological deficits), a
history of academic difficulty and failure, and
long-standing socialization difficulties with
family and peers all playing interacting roles.

Multiple Risks Associated with CPs

Most researchers agree that CPs are the result
of a complex interaction of multiple causal fac-
tors (Frick, 2006; Hinshaw & Lee, 2003;
McMahon, Wells, & Kotler, 2006). Identifying
the important causal agents and how they
interact to cause CPs is an area in need of more
research. Past research has uncovered a large
number of factors associated with CP and that
may a play a role in their development and/or
maintenance. These factors may be summa-
rized in five categories: biological factors, cog-
nitive correlates, family context, peers, and the
broader social ecology.

As noted earlier, a number of researchers
have proposed that early hyperactivity is a sig-
nificant (and perhaps necessary) risk factor for
development of CPs (e.g., Loeber & Keenan,
1994; Moffitt, 1993). Moffitt has suggested
that subtle neuropsychological variations in the
central nervous system increase the likelihood
that an infant will display characteristics such
as irritability, hyperactivity, impulsivity, and
negative emotionality. These temperamental di-
mensions measured early in life have proven to
predict CPs later in preschool (Keenan, Shaw,
Delliquadri, Giovannelli, & Walsh, 1998),
in childhood (Raine, Reynolds, Venables, &
Mednick, 1997), and even into adolescence
(Caspi, Henry, Moffitt, & Silva, 1995). There
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are a number of other biological correlates
(e.g., neurochemical and autonomic irregulari-
ties) of CPs in children and adolescents (see
Dodge & Pettit, 2003; Raine, 2002) that, al-
though crucial for developing causal theories,
are not reviewed here, because the current state
of knowledge is not sufficiently developed to
have clear implications for assessment.

In contrast, several aspects of a youth’s cog-
nitive and learning styles that have been associ-
ated with CPs may be important to the assess-
ment process (see Frick & Loney, 2000). First,
in general, youth with CPs tend to score lower
on intelligence tests, especially in the area of
verbal intelligence (Loney, Frick, Ellis, & Mc-
Coy, 1998; Moffitt, 1993). Furthermore, these
scores are predictive of the persistence of
childhood-onset CD and of engagement in de-
linquent behaviors during adolescence (Frick
& Loney, 1999). Second, many children and
adolescents with serious CPs tend to show a
learning style that is more sensitive to rewards
than punishments. This has been labeled as a
reward-dominant response style, and may ex-
plain why many of these youth persist in their
maladaptive behaviors despite the threat of se-
rious potential consequences (Frick, Cornell,
Bodin, et al., 2003; O’Brien & Frick, 1996).
Third, many youth with CPs show a variety of
deficits in social cognition, which is the way
they interpret and use social cues to respond
in social situations (Crick & Dodge, 1994;
Webster-Stratton & Lindsay, 1999). For exam-
ple, children and adolescents with CPs have
been shown to have deficits in encoding
(e.g., lack of attention to relevant social cues,
hypervigilant biases), to make more hostile
attributional biases and errors in the inter-
pretation of social cues, to have deficient
quantity and quality of generated solutions to
social situations, to evaluate aggressive solu-
tions more positively, and to be more likely to
engage in aggressive behavior (Dodge & Petit,
2003).

These dispositional characteristics (i.e., diffi-
cult temperamental style and deficits in social
information processing) may then place the
youth at risk for developing an insecure attach-
ment to his or her parent (Greenberg, Speltz, &
DeKlyen, 1993) and/or a coercive style of
parent–child interaction (Patterson, Reid, &
Dishion, 1992). Both of these problems in the
parent–child relationship have been implicated
in the development of CPs, although the

relationship between insecure patterns of at-
tachment in infancy and later CPs is probably
mediated or moderated by other risk or protec-
tive factors (e.g., parenting practices, maternal
depression, family adversity) over time (e.g.,
Greenberg et al., 1993; Lyons-Ruth, 1996).
The critical role of parenting practices in the
development and maintenance of CPs has
been well established (e.g., Chamberlain &
Patterson, 1995; Loeber & Stouthamer-Loeber,
1986). Types of parenting practices that
have been closely associated with the develop-
ment of CPs include inconsistent or irritable,
explosive discipline; low supervision and in-
volvement; and inflexible, rigid discipline
(Chamberlain, Reid, Ray, Capaldi, & Fisher,
1997).

In addition to parenting practices, various
other risk factors may have an impact on the
family and serve to precipitate or maintain
CPs. These include familial factors such as pa-
rental social cognitions (e.g., perceptions of the
child), parental personal and marital adjust-
ment, and parental stress, as well as parental
functioning in extrafamilial social contexts
(McMahon & Estes, 1997). Less clear are the
mechanisms by which these factors exert their
effects on CPs. For example, these risk factors
may have a direct effect on CPs or they may ex-
ert their effects by disrupting parenting prac-
tices (Patterson et al., 1992). Furthermore, in
some cases, the familial “risk” factor may be a
result of CPs, rather than a potential cause,
such as a child or adolescent with CPs being
more difficult to monitor and supervise (Stattin
& Kerr, 2000). With these caveats in mind, we
note some of the relationships of these factors
to CPs.

Parents of children with CPs display more
maladaptive social cognitions and experience
more personal (e.g., depression, antisocial
behavior) and interparental (e.g., marital prob-
lems) distress, and greater social isolation
(e.g., insularity) than do parents of nonreferred
youth. Parents of clinic-referred children with
CPs more likely misperceive their children’s be-
haviors (e.g., Holleran, Littman, Freund, &
Schmaling, 1982; Wahler & Sansbury, 1990),
have fewer positive and more negative family-
referent cognitions (Sanders & Dadds, 1992),
and perceive CP behaviors as intentional and
attribute them to stable and global causes
(Baden & Howe, 1992). Sense of parenting ef-
ficacy has been shown to relate negatively to
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CPs in both clinic-referred and nonreferred
samples (e.g., Johnston & Mash, 1989; Rob-
erts, Joe, & Rowe-Hallbert, 1992).

Parental personal adjustment has been impli-
cated in the development of CPs. Maternal de-
pression may adversely affect parenting behav-
ior and may also negatively bias maternal
perceptions of children and adolescents with
CPs (e.g., Dumas & Serketich, 1994; Fergus-
son, Lynskey, & Horwood, 1993). Mothers
of youth presenting with comorbid CPs and
ADHD have been shown to be at increased risk
for a history of childhood ADHD themselves
(Chronis et al., 2003). Parental antisocial
behavior has received increasing attention as
both a direct and an indirect influence on the
development and maintenance of CPs. Links
between parental criminality, aggressive behav-
ior, and a diagnosis of antisocial personality
disorder (APD), and childhood delinquency,
aggression, and CD/ODD diagnoses have been
reported by a number of investigators (see
Frick & Loney, 2002, for a review). Some evi-
dence suggests that parental antisocial behav-
ior may play a more central role than other risk
factors in its effect on parenting practices and
CPs (e.g., Frick & Loney, 2002; Patterson &
Capaldi, 1991). For example, parenting and
marital status were not associated with CPs in-
dependently of parental APD (Frick et al.,
1992).

Similarly, parental substance abuse has been
associated with children’s CPs, at least in part,
because of its association with disrupted par-
enting practices (Patterson et al., 1992; Wills,
Schreibman, Benson, & Vaccaro, 1994). In
families with parental alcohol problems, the
parents are less able to engage their children
and are less congenial (Jacob, Krahn, & Leon-
ard, 1991; Whipple, Fitzgerald, & Zucker,
1995). In addition, children’s inappropriate
behavior increases parental alcohol consump-
tion (for parents with a positive family history
of alcohol problems) and distress (for all par-
ents) (Pelham & Lang, 1993).

Marital distress and conflict have been
shown to be associated with CPs, negative par-
enting behavior, and parental perceptions of
youth maladjustment (Amato & Keith, 1991;
Cummings & Davies, 1994). The most com-
monly offered hypothesis for the relationship
has been that marital distress and conflict inter-
fere with the parents’ ability to engage in ap-
propriate parenting practices, which then leads

to CPs.1 More narrowly focused constructs
that relate directly to parenting, such as dis-
agreement over childrearing practices, marital
conflict in a child’s presence, or the strength of
the parenting alliance, may demonstrate stron-
ger relationships to CPs than many broader
constructs, such as marital distress (e.g., Abidin
& Brunner, 1995; Jouriles et al., 1991; Porter
& O’Leary, 1980).

Parents of children or adolescents with CPs
also appear to experience higher frequencies of
stressful events, both minor ones (e.g., daily
hassles) and those of a more significant na-
ture (e.g., unemployment, major transitions)
(Patterson, 1983; Webster-Stratton, 1990). The
effects of stress on the development of CPs may
be mediated through parenting practices such
as disrupted parental discipline (e.g., Snyder,
1991) and maladaptive parental social cog-
nitions (e.g., Johnston, 1996a).

In addition to the family context, the child’s
or adolescent’s relationship with peers plays a
significant role in the development, mainte-
nance, and escalation of CPs. Research has
documented a relationship between peer rejec-
tion in elementary school and the later develop-
ment of CPs (Roff & Wirt, 1984). In addition,
peer rejection in elementary school is predictive
of an association with a deviant peer group
(i.e., one that shows a high rate of antisocial
behavior and substance abuse) in early adoles-
cence (e.g., Fergusson, Swain, & Horwood,
2002). This relationship is important, because
association with a deviant peer group leads to
an increase in the frequency and severity of CPs
(Patterson & Dishion, 1985), and it has proven
to be a strong predictor of later delinquency
(Patterson, Capaldi, & Bank, 1991) and other
negative outcomes, such as substance abuse
(Dishion, Capaldi, Spracklen, & Li, 1995;
Fergusson et al., 2002). Therefore, peer rejec-
tion may not only be directly related to the de-
velopment of CPs but it also may indirectly
influence CPs by increasing the child’s or ado-
lescent’s chance of associating with a deviant
peer group.
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Finally, factors within a youth’s larger social
ecology may play a causal role in the develop-
ment of CPs. One of the most consistently
documented of these correlates has been low
socioeconomic status (SES) (Frick, Lahey,
Hartdagen, & Hynd, 1989). However, several
other ecological factors, many of which are re-
lated to low SES, such as poor housing, poor
schools, and disadvantaged neighborhoods,
have also been linked to the development of
CPs (see Frick, 1998; Peeples & Loeber, 1994).
In addition, the high rate of violence witnessed
by youth who live in impoverished, inner-city
neighborhoods has also been linked to the de-
velopment of CPs (Osofsky, Wewers, Hann, &
Fick, 1993).

Some parents of children with CPs may be
quite isolated from friends, neighbors, and the
community. Wahler and his colleagues have de-
veloped a construct called insularity, which is
defined as a “specific pattern of social contacts
within the community that is characterized by
a high level of negatively perceived coercive in-
terchanges with relatives and/or helping agency
representatives and by a low level of posi-
tively perceived supportive interchanges with
friends” (Wahler & Dumas, 1984, p. 387). In-
sularity is positively related to negative parent
behavior directed toward children and opposi-
tional child behavior directed toward parents
(Dumas & Wahler, 1985; Wahler, 1980). It has
also been associated with poor maintenance
of parent management training effects (e.g.,
Dumas & Wahler, 1983). Thus, when a mother
has a large proportion of aversive interactions
outside the home, interactions between mother
and child within the home are likely to be nega-
tive as well.

Multiple Developmental Pathways to CPs

One final area of research that is critical for un-
derstanding children and adolescents with CPs
has focused on the many different causal path-
ways through which youth may develop these
behaviors, each involving different constella-
tions of risk factors and somewhat different
causal processes (Frick, Cornell, Bodin, et al.,
2003; Frick & Morris, 2004; Lahey, Moffitt, &
Caspi, 2003; Thornberry & Krohn, 2003).
This area of research may be most important
for developing guidelines for assessment for at
least two reasons. First, the different develop-
mental mechanisms that operate in specific
subgroups of youth with CPs may help to ex-

plain some of the differences in the type and
severity of CPs, the presence of comorbid con-
ditions, and the operation of multiple causal
factors (Frick, 2006; Frick & Morris, 2004).
Second, this area of research suggests that
treatments likely need to be tailored to the
youth’s specific needs, which necessitates an
adequate assessment to implement such indi-
vidualized interventions (Frick, 1998, 2006).

The most widely accepted model for delin-
eating distinct pathways in the development
of CPs distinguishes between childhood- and
adolescent-onset subtypes of CPs; that is, the
DSM-IV-TR (APA, 2000) makes the distinction
between youth who begin showing severe CP
behaviors before age 10 (i.e., childhood onset)
and those who do not show severe CP behav-
iors before age 10 (i.e., adolescent onset). This
distinction is supported by substantial research
documenting important differences between
these two groups of youth with CP (see
Moffitt, 2003, for a review). Specifically, youth
in the childhood-onset group show more severe
CPs in childhood and adolescence, and are
more likely to continue to show antisocial and
criminal behavior into adulthood (Frick &
Loney, 1999; Moffitt & Caspi, 2001). More
relevant to causal theory, most of the dis-
positional (e.g., temperamental risk, low intel-
ligence) and contextual (e.g., family dys-
function) correlates associated with CPs are
more strongly associated with the childhood-
onset subtype. In contrast, the youth in the
adolescent-onset subtype do not consistently
show these same risk factors. If they do differ
from other youth, then it is primarily in show-
ing greater affiliation with delinquent peers
and scoring higher on measures of rebellious-
ness and authority conflict (Moffitt & Caspi,
2001; Moffitt, Caspi, Dickson, Silva, &
Stanton, 1996).

The different characteristics of youth in the
two CP subtypes have led to theoretical models
that propose very different causal mechanisms
operating across the two groups. For example,
Moffitt (1993, 2003) has proposed that youth
in the childhood-onset group develop CP be-
havior through a transactional process involv-
ing a difficult and vulnerable child (e.g., im-
pulsive, with verbal deficits, with a difficult
temperament) who experiences an inadequate
rearing environment (e.g., poor parental super-
vision, poor quality schools). This dysfunction-
al transactional process disrupts the child’s so-
cialization, leading to poor social relations
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with persons both inside (i.e., parents and sib-
lings) and outside (i.e., peers and teachers) the
family, which further disrupts the child’s social-
ization. These disruptions lead to enduring
vulnerabilities that may negatively affect the
child’s psychosocial adjustment across multiple
developmental stages. In contrast, Moffitt
views youth in the adolescent-onset pathway as
showing an exaggeration of the normative de-
velopmental process of identity formation that
takes place in adolescence. Their engagement
in antisocial and delinquent behaviors is con-
ceptualized as a misguided attempt to obtain a
subjective sense of maturity and adult status in
a way that is maladaptive (e.g., breaking soci-
etal norms) but encouraged by an antisocial
peer group. Given that their behavior is viewed
as an exaggeration of a process specific to the
adolescent developmental stage, and not due
to enduring vulnerabilities, their CPs are less
likely to persist beyond adolescence. However,
they may still have impairments that persist
into adulthood as a consequence of their CPs
(e.g., a criminal record, dropping out of school,
substance abuse) (Moffitt & Caspi, 2001).

This distinction between childhood- and
adolescent-onset trajectories to severe CPs has
been very influential for delineating different
pathways through which youth develop CPs,
although it is important to note that clear dif-
ferences between the pathways are not always
found (Lahey et al., 2000) and the applicability
of this model to girls requires further testing
(Silverthorn & Frick, 1999). Researchers have
begun extending this conceptualization in a
number of important ways. Specifically, they
have begun to test whether additional distinc-
tions can be made in youth who follow the
childhood-onset pathway to (1) identify groups
based on the severity, type, and stability of CPs
exhibited; (2) identify groups that have distinct
vulnerabilities that can make them more diffi-
cult to socialize by parents, teachers, and other
important socializing agents; and (3) more
clearly specify the developmental processes
that can be disrupted by the transactional pro-
cess that takes place between a vulnerable child
and a nonoptimal socializing environment.

For example, research has identified a sub-
group of youth that shows high rates of callous
and unemotional (CU) traits (e.g., lacking em-
pathy and guilt). Importantly, Frick and Dick-
ens (2006) reviewed 22 published studies,
showing that CU traits either co-occurred with
(n = 10) or predicted (n = 12) serious antisocial

and aggressive behavior, and five studies show-
ing that CU traits were related to poorer
treatment response among youth with CPs.
There is also evidence that the CP subgroup of
youth with CU traits also exhibits a tempera-
mental style distinct from other youth with CPs
(for reviews, see Blair, Peschardt, Budhani,
Mitchell, & Pine, 2006; Frick & Morris,
2004). Specifically, compared to other antiso-
cial youth, youth with CU traits are more likely
to show deficits in their processing of negative
emotional stimuli (Blair, 1999; Blair, Colledge,
Murray, & Mitchell, 2001; Kimonis, Frick,
Fazekas, & Loney, 2006; Loney, Frick,
Clements, Ellis, & Kerlin, 2003), to show low
levels of fearful inhibitions and anxiety (Frick,
Cornell, Bodin, et al., 2003; Frick, Lilienfeld, et
al., 1999; Lynam et al., 2005) and to show de-
creased sensitivity to punishment cues, espe-
cially when a reward-oriented response set is
primed (Barry et al., 2000; Fisher & Blair,
1998).

These characteristics are all consistent with a
temperamental style that has been variously la-
beled as low fearfulness (Rothbart & Bates,
1998) or low behavioral inhibition (Kagan &
Snidman, 1991). This temperamental style
could place a young child at risk for missing
some of the early precursors to empathetic con-
cern that involve emotional arousal evoked by
the misfortune and distress of others (Blair,
1995), make the child less responsive than
other youth to typical parental socialization
practices (Oxford, Cavell, & Hughes, 2003;
Wootton, Frick, Shelton, & Silverthorn, 1997),
and lead to impairments in moral reasoning
and empathic concern toward others (Blair,
1999; Pardini, Lochman, & Frick, 2003).

The few studies that have identified youth
within the childhood-onset group who differ
relative to the presence of CU traits also pro-
vide some clues as to the mechanisms that may
be involved in the development of CPs in chil-
dren and adolescents without these traits.
These youth with CPs who do not have ele-
vated CU traits are less likely to be aggressive
than those who have elevated CU traits and
who, when they do act aggressively, are more
likely to be reactive (Frick, Cornell, Barry,
Bodin, & Dane, 2003) in response to real or
perceived provocation by others (Frick, Cor-
nell, Bodin, et al., 2003). Also, CPs of antiso-
cial youth who do not show CU traits are more
strongly associated with dysfunctional parent-
ing practices (Oxford et al., 2003; Wootton et
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al., 1997) and with deficits in verbal intelli-
gence (Loney et al., 1998). Finally, youth with
CPs who do not show CU traits exhibit high
levels of emotional distress (Frick, Cornell,
Bodin, et al., 2003; Frick, Lilienfeld, et al.,
1999), are more reactive to the distress of oth-
ers in social situations (Pardini et al., 2003),
and are highly reactive to negative emotional
stimuli (Kimonis et al., 2006; Loney et al.,
2003).

Overall, these findings suggest that a large
number of children and adolescents with CPs
but without CU traits have problems regulating
their emotions (Frick & Morris, 2004). These
problems in emotion regulation can lead to
very impulsive, unplanned, aggressive and anti-
social acts for which the child or adolescent
may be remorseful afterwards but may still
have difficulty controlling in the future (Pardini
et al., 2003). The problems in emotion regula-
tion can also make a youth particularly suscep-
tible to becoming angry due to perceived prov-
ocations from peers, leading to violent and
aggressive acts within the context of high emo-
tional arousal (Hubbard et al., 2002; Loney et
al., 2003).

CONDUCTING AN EVIDENCE-BASED ASSESSMENT
OF CPS

Overview

Evidence-based assessment is necessarily evolv-
ing; as research accumulates to guide these
assessments, these recommendations should
change to incorporate new findings. Further-
more, in many areas of assessment, available
measures with demonstrated adequate psycho-
metric properties are quite limited, making the
scientific basis stronger for some recommenda-
tions than for others. With these caveats in
mind, we hope that the following guidelines
(McMahon & Frick, 2005) are of practical use
to practitioners and researchers as a way to
translate the currently available research into
practice recommendations and to stimulate
further clinically based research in this area.

When a child or adolescent is referred for CP
assessment, the first order of business is to as-
certain whether the youth is in fact demonstrat-
ing significant CP levels. Most child referrals
for mental health evaluation and services are
initiated by individuals and entities other than
the child, such as parents, teachers, and the ju-
venile justice system. This is especially true for

children with CPs, whose behavior is inher-
ently distressing to others. Thus, it is important
to rule out the possibility of the occasional in-
appropriate referral due, for example, to unre-
alistic parental or teacher expectations. After
the appropriateness of the referral is deter-
mined, the primary tasks are to (1) identify the
type and severity of the youth’s CPs and deter-
mine the degree and types of impairment asso-
ciated with them; (2) determine whether the
youth is also experiencing significant levels of
impairment related to other disorders and asso-
ciated conditions; (3) determine what risk fac-
tors may have led to the development of the
youth’s CPs and/or more importantly, contrib-
ute to the continuation of these problems; and
(4) determine which developmental pathway is
most consistent with the youth’s CP pattern,
comorbid conditions, and risk factors.

As we detail below, knowledge concerning
the particular developmental pathway that best
fits the youth’s clinical presentation is key to
conducting an evidence-based assessment. It
can provide a set of working hypotheses on the
nature of the CP behavior, comorbid condi-
tions, and salient risk factors. Determination of
the likely developmental pathway guides the
structure and focus of other areas of the assess-
ment. For example, based on the available liter-
ature, one would hypothesize that a youth with
adolescent-onset CPs would be less likely to be
aggressive and to have intellectual deficits,
temperamental vulnerabilities, and comorbid
ADHD. However, association with a deviant
peer group, and factors that may contribute to
this deviant peer group affiliation (e.g., lack of
parental monitoring and supervision), would
be especially important to assess in youth on
this pathway. In contrast, for a youth whose
serious CPs began prior to adolescence, one
would expect more cognitive and temperamen-
tal vulnerabilities, comorbid ADHD, and more
serious problems in family functioning. For
youth in this childhood-onset CP group who
do not show CU traits, the cognitive deficits
would more likely be verbal deficits, and the
temperamental vulnerabilities would more
likely be problems regulating emotions, leading
to higher levels of anxiety, depression, and ag-
gression involving anger. In contrast, for youth
in the childhood-onset CP group who show
high levels of CU traits, the cognitive deficits
more likely involve a lack of sensitivity to pun-
ishment, and the temperamental vulnerabilities
more likely involve a preference for dangerous
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and novel activities, and a failure to experience
many types of emotion (e.g., guilt and empa-
thy). Furthermore, assessing the level and se-
verity of aggressive behavior, especially the
presence of instrumental aggression, would be
critical for youth in this group.

As most clinicians recognize, people do not
often fall neatly into the prototypes suggested
by research. Therefore, these descriptions are
meant to serve as hypotheses around which to
organize an evidence-based assessment. Fur-
thermore, to test these hypotheses adequately
and determine how well a youth might fit into
the prototypical descriptions of these develop-
mental pathways, it is often necessary to con-
duct a comprehensive assessment. Finally, all of
the constructs that are necessary to determine
which of these developmental pathways might
best describe the youth should be assessed by
multiple assessment techniques and by mea-
sures that provide information on the youth in
multiple contexts, further adding to the com-
prehensive nature of the assessment.

Therefore, a multistage assessment strategy
is typically recommended (McMahon & Estes,
1997; McMahon & Frick, 2005; Nock &
Kurtz, 2005). At the first stage, developmen-
tally appropriate, broad-band screening in-
struments and unstructured clinical interviews
should be employed initially to identify the rel-
evant CP behaviors, as well as likely comorbid
conditions. At the second stage, more focused
and/or labor-intensive measures are adminis-
tered to provide more detailed information
concerning the youth’s CP behavior, to assess
factors that could help to identify the youth’s
most likely developmental trajectory (e.g., age
of onset of the CPs, level of CU traits, problems
in emotional regulation), and to assess associ-
ated conditions in multiple settings (e.g., home,
school) based on the results of this initial as-
sessment. Also, at this second stage, it is essen-
tial that the level of functional impairment or
adaptive disability associated with the youth’s
CPs be determined. At the third stage, an array
of risk factors needs to be assessed, guided by
the information obtained at the first two stages
of assessment as to the most likely developmen-
tal pathway that the youth may be following,
and guided by the prototypical descriptions of
these pathways provided earlier.

These recommendations are influenced by a
number of issues related to the developmental
level of the child. First, the issue of whether the
youth’s CPs represent a clinically significant

phenomenon or are a temporary develop-
mental perturbation is especially salient for
preschool-age children and for adolescents. Re-
search suggests that some level of CP behavior
in both of these developmental stages is norma-
tive (Keenan et al., 1998; Moffitt, 1993). Sec-
ond, youth generally do not become reliable re-
porters of their CP behaviors until they are
approximately 9 years of age (Kamphaus &
Frick, 2005). Thus, reliance on self-report in
the assessment battery may be more limited in
the assessment of very young children. Third,
with preschool-age children, assessment of lan-
guage functioning and noncompliance is par-
ticularly important, and the use of structured
laboratory observation analogues of parent–
child interaction is important for the assess-
ment of child noncompliance (McMahon &
Forehand, 2003). Fourth, the number and
breadth of salient domains of risk tend to in-
crease with the youth’s age, as a result of the
broader social milieu in which he or she func-
tions (Dodge & Pettit, 2003). Thus, whereas
assessment of the youth’s functioning in the
family context is important across all ages, as-
sessments of school and peer contexts become
increasingly important in middle childhood
and adolescence.

With respect to assessing CPs in girls, there is
a relative dearth of information to guide clini-
cians in gender-specific issues, with two ex-
ceptions. A measure of relational aggression
should be included in clinical or research set-
tings that include girls with CPs. Also, because
girls with CPs appear to be at increased risk for
presenting with comorbid anxiety and depres-
sion, careful assessment of such conditions is
especially warranted. Fortunately, a recent pro-
liferation of research on CPs concerning girls
(e.g., Moretti, Odgers, & Jackson, 2004;
Pepler, Madsen, Webster, & Levene, 2005;
Putallaz & Bierman, 2004; Silverthorn &
Frick, 1999; Underwood, 2003) should in the
near future facilitate the development of
evidence-based guidelines that are applicable to
girls with CPs.

These broad guidelines follow from the CP
research. Importantly, there are many different
ways to follow these recommendations in the
various settings in which children with CPs
may be assessed. Furthermore, given the length
limitations of this chapter, it is impossible to
provide an exhaustive discussion of all of the
different measures that might be used to follow
these recommendations. In the following sec-
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tions, we provide examples of selected relevant
measures that both have empirical support and
are feasible for clinicians to implement in their
practice.

Heterogeneity of CPs: Implications for Assessment

Based on the research showing the heterogene-
ity of CP behavior, a primary goal of assess-
ment is to assess carefully and thoroughly the
number, type, and severity of the CPs and the
level of impairment they cause for the child
or adolescent (e.g., school suspensions, police
contacts, peer rejection). This is essential not
only for diagnosis and screening but also to de-
termine the validity of the initial referral, so
that primary diagnoses of other disorders and
the occasional referral due to inappropriate
parent or teacher expectations can be identified
(i.e., case conceptualization/planning). To ob-
tain an accurate representation of the referred
youth’s CP behavior, it is important to use mul-
tiple assessment methods. Several methods are
especially helpful in this respect, including in-
terviews with the parents, youth, and other rel-
evant parties (e.g., teachers); behavior rat-
ing scales; and behavioral observations in the
clinic, home, and/or school settings. The first
section of Table 3.1 lists instruments that may
be used to assess CPs.

Interviews

Interviews may be divided into two general cat-
egories: clinical interviews and structured diag-
nostic interviews. The clinical interview with
the parent is of major importance. Besides pro-
viding a method for assessing the type, severity,
and impairment associated with the CPs, the
clinical interview with the parent helps to as-
sess typical parent–child interactions that may
be contributing to the CPs, the antecedent stim-
ulus conditions under which the CP behaviors
occur, and the consequences that accompany
such behaviors. A number of interview formats
are available to aid the clinician in structuring
the information from the parents about their
child’s behavior and about parent–child inter-
actions (e.g., McMahon & Forehand, 2003;
Patterson, Reid, Jones, & Conger, 1975;
Wahler & Cormier, 1970). An individual inter-
view with the child or adolescent may or may
not provide useful, content-oriented informa-
tion depending on the age and/or developmen-
tal level of the child and the nature of the spe-

cific behaviors. As noted earlier, it has been dif-
ficult to obtain reliable self-report information
from interviews with children younger than age
9 (Kamphaus & Frick, 2005). However, even
with younger children, informal interviews
may be extremely useful, in that they can pro-
vide the therapist an opportunity to assess the
child’s perception of why he or she has been
brought to the clinic, and a subjective evalua-
tion of the child’s cognitive, affective, and
behavioral characteristics (e.g., Bierman,
1983). Furthermore, when assessing overt
types of CPs, Loeber and Schmaling (1985)
have suggested that maternal and teacher re-
ports may be preferable to youth reports, be-
cause youth often underestimate or minimize
their own aggressive behavior (see also David
& Kistner, 2000; Edens, 1998). However, when
assessing covert types of CPs, more valid re-
ports are likely to be obtained from the child or
adolescent.2

When the presenting problems include class-
room behavior or academic underachievement,
an interview with the youth’s teachers is also
appropriate. Breen and Altepeter (1990) have
provided an outline for a brief interview with
the teacher, which can be conducted at the
school or by telephone. Situationally formatted
interview guides based on Barkley’s (1987,
1997) School Situations Questionnaire or
Wahler and Cormier’s (1970) preinterview
checklists may be employed in conjunction
with specific questions related to the child’s
problem behaviors. Contextual factors, such as
classroom rules of conduct, teacher expecta-
tions, and the behavior of other children in the
classroom, are important as well. (For addi-
tional discussions of teacher interviewing pro-
cedures, see McMahon & Forehand, 2003;
Walker, 1995.)

Researchers and practitioners increasingly
are using functional behavioral assessment
(FBA) methods to assess children’s needs in
school and to match intervention strategies
and behavioral functions to enhance treatment
effectiveness (LaRue & Handleman, 2006;
Walker, Ramsey, & Gresham, 2004). This is in
part due to changes in the Individuals with Dis-
abilities Education Act (IDEA; 1997), which
now mandates an FBA for all students who
have been suspended from school for at least
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TABLE 3.1. Implications of Research for the Assessment of Children and Adolescents
with Conduct Problems

Assessment focus Selected measures

Heterogeneity in types and severity of CPs

Screen broadly for CP behaviors ASEBA, BASC-2; DISC/DICA, CI

Focused assessments
ODD/CD diagnosis DISC/DICA, ASEBA (DSM scales); Child Symptom Inventories

Overt/covert CPs ASEBA (Aggressive Behavior vs. Rule-Breaking Behavior);
BASC-2 (Aggression vs. Conduct Problems); RBPC (Conduct
Disorder vs. Social Aggression); ECBI/SESBI-R; SRD; Parent
Daily Report; DISC/DICA, CI

Overt CPs only Conner’s Rating Scales; Problem-Solving Discussion

Covert CPs only Firesetting History Screen/Firesetting Risk Interview/Children’s
Firesetting Interview; Lying Scale; Temptation provocation tasks
(stealing/property destruction, firesetting); TIROSSA

Noncompliance Child’s Game/Parent’s Game/Clean Up (BCS, DPICS);
Compliance Test; REDSOCS

Reactive/proactive aggression Parent Checklist; Teacher Checklist; Aggressive Behavior Rating
Scale; Reactive–Proactive Aggression Questionnaire

Relational aggression Ratings of Children’s Social Behavior; peer nominations

Delinquency SRD

Functional impairment/adaptive
disability

C-GAS; CIS; CAFAS; NABC

Comorbid adjustment problems

Screen broadly for comorbid
disorders/conditions

ASEBA, BASC-2; DISC/DICA, CI

Focused assessments (as needed)
ADHDa

Depressiona

Anxietya

Substance usea

Academic underachievementa

Language impairment CBCL/1½–5 Language Development
Survey; BASC-2 Functional
Communication

Functional impairment/adaptive
disability

See above

Multiple risks

Biological factors
Temperament Children’s Behavior Questionnaire

Cognitive correlates
Social-information processing Intention–Cue Detection Task; Problem-Solving Measure for

Conflict; WALLY Game; SCAP

Peers
Peer interaction problems ASEBA; BASC-2; SNAP!

Family
Parenting practices Child’s Game/Parent’s Game/Clean Up (BCS, DPICS); Problem-

Solving Discussion; Parenting Scale; Alabama Parenting
Questionnaire

Parenting cognitions ECBI (Problem vs. Intensity); video-mediated recall; Parenting
Sense of Competenc Scale; Parenting Locus of Control Scale

(continued)



10 days for exhibiting CP types of behavior.
FBA involves specification of problem behav-
iors in school in operational terms (e.g., what
types of CPs are being exhibited in the class-
room), as well as identification of events that
reliably predict and control behavior through
an examination of antecedents and conse-
quences. For example, an FBA would deter-
mine whether the child’s CPs are occurring only
in certain classes or situations (e.g., during
class change, at lunch), and whether certain
factors reliably lead to the CPs (e.g., teasing by
peers, disciplinary confrontations with teach-
ers). It would also determine the consequences
associated with the CPs that may contribute to
their likelihood of occurring in the future (e.g.,
getting sent home from school; preventing fur-
ther teasing). Information relevant to an FBA is
gathered through both interviews and direct
observation of classroom behavior by teachers
or school psychologists. Use of these methods
has been shown to contribute to beneficial out-

comes for children and adolescents in school
(Walker et al., 2004).

One criticism of the unstructured interview
has been the difficulty in obtaining reliable in-
formation in this format. Structured interviews
have been used in efforts to improve the reli-
ability and validity of the information that is
obtained. Two frequently used structured diag-
nostic interviews in the assessment of children
with CPs are the Diagnostic Interview Schedule
for Children (DISC; Shaffer, Fisher, Lucas,
Dulcan, & Schwab-Stone, 2000) and the Diag-
nostic Interview for Children and Adolescents
(DICA; Reich, 2000). For reviews of these and
other structured diagnostic interviews, see
Loney and Frick (2003) and McClellan and
Werry (2000). Most of these interviews provide
a structured format for obtaining parent and
youth reports on symptoms that comprise the
criteria for ODD and CD according to DSM-
IV-TR (APA, 2000). Also, such interviews pro-
vide a structured method to assess how much
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TABLE 3.1. (continued)

Assessment focus Selected measures

Parental personal/marital adjustment Beck Depression Inventory–II
Antisocial Behavior Checklist
SMAST/DAST/AUDIT
DSM-IV ADHD Rating Scale; Dyadic Adjustment Scale; Marital
Adjustment Test; O’Leary–Porter Scale; Conflict Tactics Scales—
Partner; Parenting Alliance Measure; Child-Rearing
Disagreements; Parent Problem Checklist

Parenting stress Life Experiences Survey; Family Events List; Daily Hassles;
Parenting Stress Index

Functioning in extrafamilial contexts Neighborhood Questionnaire; Things I Have Seen and Heard;
Community Interaction Checklist

Parental satisfaction with treatment Therapy Attitude Inventory; Parent’s Consumer Satisfaction
Questionnaire

Multiple developmental pathways

Age of onset of CP behaviors DISC/DICA, CI

Callous–unemotional traits Antisocial Process Screening Device

Note. ASEBA, Achenbach System of Empirically Based Assessment; BASC-2, Behavior Assessment System for Children, Sec-
ond Edition; DISC/DICA, Diagnostic Interview Schedule for Children/Diagnostic Interview for Children and Adolescents; CI,
clinical interview; RBPC, Revised Behavior Problem Checklist; ECBI/SESBI-R, Eyberg Child Behavior Inventory/Sutter–
Eyberg Child Behavior Inventory—Revised; SRD, Self-Report Delinquency Scale; TIROSSA, Telephone Interview Report on
Stealing and Social Aggression; BCS, Behavioral Coding System; DPICS, Dyadic Parent–Child Interaction Coding System;
REDSOCS, Revised Edition of the School Observation Coding System; C-GAS, Children’s Global Assessment Scale; CIS, Co-
lumbia Impairment Scale; CAFAS, Child and Adolescent Functional Assessment Scale; NABC, Normative Adaptive Behavior
Checklist; SCAP, Social-Cognitive Assessment Profile; SMAST/DAST/AUDIT, Short Michigan Alcoholism Screening Test/
Drug Abuse Screening Test/Alcohol Use Disorders Identification Test. Adapted from McMahon and Frick (2005). Copyright
2005 by Lawrence Erlbaum Associates, Inc. Adapted by permission.
aSee relevant chapters in this volume for appropriate measures.



these symptoms impair a child’s or adolescent’s
social and academic functioning.

There are a number of limitations in the in-
formation provided by structured interviews,
however (see Loney & Frick, 2003). The inter-
views are time-consuming to administer (often
taking over 2 hours for youth with many prob-
lems in adjustment) and often do not contain
information that can be compared to a norm-
ative comparison group. Furthermore, most
structured interviews do not have formats for
obtaining teacher information, and obtaining
reliable information from young children (be-
low age 9) has been problematic. Thus, it is dif-
ficult to obtain multi-informant assessments
for many youth using structured interviews.
Perhaps one of the major limitations in the use
of structured interviews, however, is the evi-
dence that the number of reported symptoms
declines within an interview schedule; that is,
parents and youth tend to report more symp-
toms for diagnoses assessed early in the inter-
view, regardless of which diagnoses are as-
sessed first (Jensen, Watanabe, & Richters,
1999), calling into question the validity of di-
agnoses assessed later in the interview.

An alternative approach to interviewing
youth, developed by McConaughy and
Achenbach (2001), the Semistructured Clinical
Interview for Children and Adolescents
(SCICA) is a broad interview administered to
youth (ages 6–18) that employs a protocol of
open-ended questions to assess a variety of ar-
eas of youth functioning. Dimensional scores
similar to those obtained from various instru-
ments in the Achenbach System of Empirically
Based Assessment (ASEBA; Achenbach &
Rescorla, 2000, 2001; see below) can also be
derived from these items. Kolko and colleagues
have developed several semistructured inter-
views for parents and children that have been
used to assess various aspects of firesetting
and matchplay in inpatient, outpatient, and
community samples of children, including the
Firesetting History Screen, the Firesetting Risk
Interview, and the Children’s Firesetting Inter-
view (Kolko, Nishi-Strattner, Wilcox, & Kopet,
2002; Wilcox & Kolko, 2002). Evidence for
the reliability and validity of these interviews is
encouraging. For example, there is relatively
good agreement between parent and child re-
porters on the Firesetting History Screen, and it
is related to other measures of firesetting in-
volvement. Both the Firesetting Risk Interview

and the Children’s Firesetting Interview have
adequate internal consistency, differentiate be-
tween firesetters and nonfiresetters, and predict
recidivism.

The interview as an assessment tool does not
end with the first contact with the youth, but
continues throughout treatment formulation
and implementation. It is used to obtain in-
formation necessary for the development of in-
terventions, to assess the effectiveness of the in-
tervention and its implementation, and to alter
the intervention, if necessary (Breen &
Altepeter, 1990).

Behavior Rating Scales

Behavior rating scales completed by adults (i.e.,
parents, teachers) or by the youth him- or her-
self are very useful as screening devices that
cover a broad range of CP behaviors and assess
other problems in adjustment that may be used
to evaluate the level of CP-associated impair-
ment. For example, many rating scales contain
items assessing the child’s or adolescent’s peer
relations and academic performance, both
of which are important areas of impairment
experienced by many youth with CPs (e.g.,
Reynolds & Kamphaus, 2004). More impor-
tantly, these rating scales often provide the best
norm-referenced assessment concerning the
child’s or adolescent’s CPs. Specifically, these
scales often have large normative bases from
which the scores obtained (e.g., T-scores) com-
pare the child’s CP level to a reference group of
youth of the same age and gender. Although
there are many behavior rating scales, several
have been used extensively in clinical practice
and research with children and adolescents
with CPs (Kamphaus & Frick, 2005; McMahon
& Frick, 2005). These scales, which are sum-
marized in Table 3.2, include the ASEBA (Ach-
enbach & Rescorla, 2000, 2001), the Behavior
Assessment System for Children—Second
Edition (BASC-2; Reynolds & Kamphaus,
2004), the Conners Rating Scales (Conners,
1997), the Revised Behavior Problem Checklist
(RBPC; Quay & Peterson, 1996), and the
Child Symptom Inventories (e.g., Gadow &
Sprafkin, 1998). See Kamphaus and Frick
(2005) for a more comprehensive summary of
the strengths and weaknesses of each of these
scales.

Most of the scales listed in Table 3.2 cover
the same age range and have parallel forms for
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parent, teacher, and youth reports. The excep-
tion, the BASC-2 (Reynolds & Kamphaus,
2004), includes CPs only on their parent and
teacher versions. Also, most of these scales di-
vide CP assessment into scales that assess overt
and covert CP. Exceptions are the Child Symp-
tom Inventories (e.g., Gadow & Sprafkin,
1995), whose items correspond to the DSM-IV-
TR symptom list for ODD and CD.

We provide an overview of the ASEBA fam-
ily of instruments (Achenbach & Rescorla,
2000, 2001) because of their widespread adop-
tion in both research and clinical settings. A
number of instruments in the ASEBA are appli-
cable for use with children and adolescents.
There are parallel forms for parents (Child
Behavior Checklist; CBCL/1½–5, CBCL/6–18),
teachers (Caregiver-Teacher Report Form for
Ages 1½–5, C-TRF; Teacher’s Report Form,
TRF/6–18), youth (Youth Self-Report; YSR/
11–18), and observers (Direct Observation
Form; DOF/5–14; described below). These in-
struments are similar in terms of structure,
items, scoring, and interpretation. They are de-
signed to be self-administered, and each can
usually be completed in 10 to 20 minutes. The
instruments include sections concerning Com-
petence and Problem items (the CBCL/1½–5
includes Problem items and a Language Devel-
opment Survey; the DOF includes only Prob-
lem items). Competence scales include items re-
lated to various activities, social relationships,
and success in school. With respect to the Prob-
lem items, the various ASEBA instruments typi-
cally yield Total, Internalizing, and External-
izing broad-band scales, and a number of
narrow-band scales. With respect to CPs,
narrow-band scales comprising the External-
izing scale (e.g., Rule-Breaking Behavior and
Aggressive Behavior on the CBCL/6–18) are of
particular interest. The ASEBA now also in-
cludes DSM-oriented scales, such as Opposi-
tional Defiant Problems and Conduct Problems
on the CBCL/6–18 (Achenbach, Dumenci, &
Rescorla, 2003), and parent ratings on a Dutch
version of the CBCL have been shown to pre-
dict DSM-IV diagnoses (Krol, De Bruyn,
Coolen, & van Aarle, 2006).

The normative samples collected for the
components of the ASEBA are generally quite
extensive and representative of the 48 contigu-
ous United States for SES, ethnicity, region, and
urban–suburban–rural residence (Achenbach
& Rescorla, 2000, 2001). Importantly, the
samples generally excluded children referred

for mental health or special education services
within the past year, which makes them normal
rather than normative samples. However, the
large samples allow for norm-referenced scores
that can be age- and gender-specific. These ex-
tensive normative samples also provided exten-
sive factor support for the various ASEBA
scales, and the factor structure has been repli-
cated extensively not only in the United States
but also in many other countries (Achenbach,
Rescorla, & Ivanova, 2005). These studies
have provided strong support for the reliability
of both the global composites and, with only
a few exceptions, the narrow-band scales
(Achenbach & Rescorla, 2001). Finally, the ex-
tensive research on the rating scale component
of the ASEBA has provided strong support for
the validity of the scales in differentiating be-
tween children with CP and normally develop-
ing children, and in documenting the effects
of treatment for children with CPs (e.g.,
DeGarmo, Patterson, & Forgatch, 2004;
Eisenstadt, Eyberg, McNeil, Newcomb, &
Funderburk, 1993; Kazdin, Bass, Siegel, &
Thomas, 1989; Kendall, Reber, McLeer, Epps,
& Ronan, 1990; Scott, Spender, Doolan,
Jacobs, & Aspland, 2001). Thus, the ASEBA
instruments may be used for both general and
more specific purposes, including classifica-
tion, screening, diagnosis, and treatment evalu-
ation. With children with CPs, its comprehen-
sive coverage can be useful in screening for
some of the disorders that are often comorbid
with CPs (see below).

The primary limitations in the ASEBA scales
involve the narrow-band scales. The content, by
being broad in coverage, sometimes does not al-
low for adequate assessment of specific domains
that may be important for some evaluations. For
example, there is no separate depression scale or
a scale assessing hyperactivity. Furthermore, the
sole reliance on factor analysis in developing
scales led to some heterogeneity in the content of
some of the narrow-band scales (Kamphaus &
Frick, 2005). For example, the Attention Prob-
lems scales on the parent and teacher measures
include items related to attention (e.g., “can’t
concentrate,” “can’t pay attention for long”), as
well as items such as “acts too young for his or
her age” and “nervous or high strung” that are
not specific to inattention. This scale heteroge-
neity needs to be considered when interpreting
the narrow-band scales.

The scales summarized in Table 3.2 are
broad rating scales that cover many dimensions
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of child and adolescent adjustment, not just
CPs. Also, due to the need to cover a large
number of domains, they often include only a
limited number of CP behaviors. Several rating
scales, however, focus solely on CPs and pro-
vide a more comprehensive coverage of various
CP types. Two examples of parent and teacher
report measures are the Eyberg Child Behavior
Inventory and the Sutter–Eyberg Student Be-
havior Inventory—Revised (ECBI and SESBI-
R, respectively; Eyberg & Pincus, 1999). The
ECBI is completed by parents and is intended
for use with children ages 2–16. It takes ap-
proximately 10 minutes to administer and
score. The 36 items describe specific CP behav-
iors (primarily overt) and are scored on both a
frequency-of-occurrence (Intensity) scale and a
yes–no problem identification (Problem) scale.
Both scales have been shown to discriminate
between children with CPs and other, clinic-
referred children and nonreferred children
(e.g., Burns & Patterson, 1990, 2001; Burns,
Patterson, Nussbaum, & Parker, 1991; Eyberg,
1992; Eyberg & Colvin, 1994; Rich & Eyberg,
2001), and to be sensitive to treatment effects
from parent management training interven-
tions with young children (e.g., Eisenstadt et
al., 1993; McNeil, Eyberg, Eisenstadt, New-
comb, & Funderburk, 1991; Nixon, Sweeney,
Erickson, & Touyz, 2003; Webster-Stratton &
Hammond, 1997).

The original normative data for the ECBI
(Eyberg & Robinson, 1983; Robinson, Eyberg,
& Ross, 1980) were limited in sample size and
age range. Based on a larger and more demo-
graphically representative sample (Colvin,
Eyberg, & Adams, 1999; Eyberg & Pincus,
1999), currently recommended cutoff points
for the Intensity and Problem scales have been
revised, resulting in improved sensitivity, speci-
ficity, and predictive power (Rich & Eyberg,
2001). There have not been meaningful gender
or ethnic differences (Burns & Patterson, 2001;
Eyberg & Colvin, 1994), although Burns and
Patterson (2001) found that scores tended to
decrease with children’s age increases, espe-
cially for the Intensity score.

With respect to other psychometric consider-
ations, adequate test–retest, split-half, and in-
ternal consistency reliabilities have been re-
ported (e.g., Burns & Patterson, 1990; Burns et
al., 1991; Eyberg, 1992; Eyberg & Colvin,
1994; Funderburk, Eyberg, Rich, & Behar,
2003). Mean levels of scores are stable across
time as well (Eyberg, 1992; Funderburk et

al., 2003), and evidence for longer-term (10-
month) test–retest reliability has also been ob-
tained (Funderburk et al., 2003). Interparent
agreement on the ECBI is moderate to strong
for both Intensity (r = .69) and Problem (r =
.61) scales (e.g., Eisenstadt, McElreath, Eyberg,
& McNeil, 1994). The ECBI is significantly
correlated with the Externalizing broad-band
scale of the CBCL (Boggs, Eyberg, & Reynolds,
1990), with other rating scales (e.g., Funder-
burk et al., 2003), and with various clinic-
based observational coding systems (e.g.,
Robinson & Eyberg, 1981; Webster-Stratton,
1985). Responses on the ECBI have been
shown to be independent of social desirability
factors (Robinson & Anderson, 1983).

The original SESBI is identical in format to
the ECBI, with 36 items rated on both Intensity
and Problem scales, although items on the
ECBI that were not relevant to the school set-
ting were replaced by 13 new items. Standard-
ization studies have been done on the SESBI,
with samples ranging from preschoolers
through high school students (e.g., Burns
& Patterson, 2001; Burns, Sosna, & Ladish,
1992; Floyd, Rayfield, Eyberg, & Riley, 2004;
Funderburk et al., 2003). The SESBI has also
been shown to be sensitive to the effects of
a parent management training intervention
(McNeil et al., 1991). Eyberg and colleagues
have begun to evaluate a revised version of the
SESBI (SESBI-R; Eyberg & Pincus, 1999) that
includes additional items derived from the dis-
ruptive behavior categories of DSM-IV (APA,
1994) and deletion of infrequently occurring
items. The SESBI-R, which comprises 38 items,
appears to have adequate psychometric proper-
ties (Querido & Eyberg, 2003; Rayfield,
Eyberg, & Foote, 1998) and discriminates
between children referred for CPs and non-
referred children (Querido & Eyberg, 2003).

Children whose scores exceed the cutoff
points on the ECBI or the SESBI-R are proba-
bly a heterogeneous group that may pres-
ent with ADHD, as well as ODD or CD
(McMahon & Estes, 1997), because the items
that comprise the ECBI and SESBI-R are con-
sistent with the DSM diagnostic categories of
ODD, CD, and ADHD (Burns & Patterson,
1991). Given the increasing attention paid to
comorbidity of ADHD and CPs, this represents
a potentially serious limitation of these instru-
ments. However, the ECBI and SESBI-R show
promise as useful rating scales in clinical set-
tings, where they can be employed as screening
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instruments and as treatment outcome mea-
sures for disruptive behavior (broadly defined),
as rated by parents and teachers.

To begin to address limitations resulting
from the unidimensional nature of the ECBI
and SESBI-R, researchers have conducted fac-
tor analyses, resulting in a three-factor solution
for the ECBI (Oppositional Defiant Behavior
toward Adults, Inattentive Behavior, and Con-
duct Problem Behavior) (Burns & Patterson,
2000; Weis, Lovejoy, & Lundahl, 2005) and a
two-factor solution for the SESBI and SESBI-R
(Oppositional Behavior and Attentional Diffi-
culties) (Floyd et al., 2004; Rayfield, Eyberg, &
Foote, 2003). This additional information on
the factor structure of the ECBI and SESBI-R
may increase their utility as screening instru-
ments. However, for situations in which a
broader screening is desired, or when infor-
mation pertinent to differential diagnosis is
sought, the CBCL, TRF, and related ASEBA in-
struments are recommended.

The Intensity and Problem scales on the
ECBI and SESBI-R may also provide useful in-
formation concerning the role of parental per-
ceptions of a child in the rating process (Robin-
son et al., 1980). Eyberg (1992) has suggested
that a low Intensity score in conjunction with a
high Problem score may indicate that the par-
ent (or teacher) is intolerant or personally dis-
tressed. On the other hand, a high Intensity
score and a low Problem score may occur when
a parent (or teacher) has a very high tolerance
level or is reluctant to admit that the child is a
behavior problem.

Another rating scale that focuses specifically
on CPs, the Self-Report Delinquency Scale
(SRD; Elliott, Huizinga, & Ageton, 1985), is
probably the most widely used self-report mea-
sure of CP behavior. It comprises 47 items de-
rived from offenses listed in the Uniform Crime
Reports (Federal Bureau of Investigation,
2004), and covers Property Offenses (e.g.,
“Have you ever purposely damaged or de-
stroyed property belonging to school?”), Status
Offenses (e.g., “Have you ever taken a vehicle
for a ride without the owners’ permission?”),
Drug Offenses (e.g., “Have you ever sold hard
drugs such as heroin, cocaine, and LSD?”), and
Violent Offenses (“Have you ever been in-
volved in gang fights?”). Importantly, the Vio-
lent Offenses scale includes threats of physical
violence, as well as actual violence (e.g., “Have
you ever hit [or threatened to hit] a teacher or
other adult at school?”). The SRD is intended

for use by 11- to 19-year-olds, who report on
the frequency of engagement in each behavior
over the past year. It has been employed pri-
marily in epidemiological and community sam-
ples to assess prevalence of delinquent be-
haviors (e.g., Elliott et al., 1985; Loeber,
Stouthamer-Loeber, Van Kammen, & Farring-
ton, 1989), as an outcome measure in longi-
tudinal studies (Frick, Stickle, Dandreaux,
Farrell, & Kimonis, 2005), and as a measure of
intervention outcome (e.g., Kazdin, Mazurick,
& Siegel, 1994; Kazdin, Siegel, & Bass, 1992;
Scherer, Brondino, Henggeler, Melton, &
Hanley, 1994).

The Parent Checklist and the Teacher Check-
list (Conduct Problems Prevention Research
Group, 1999; Dodge & Coie, 1987), the
Reactive–Proactive Aggression Questionnaire
(Brown, Atkins, Osborne, & Milnamow,
1996), and the Aggressive Behavior Rating
Scale (Raine et al., 2006) were developed to
distinguish between reactive and proactive
forms of aggression. The Ratings of Children’s
Social Behavior (RCSB; Crick, 1996), a 17-
item rating scale, assesses relational aggression,
using item content analogous to the peer-
nomination procedure used in past studies
of relational aggression (Crick & Grotpeter,
1995). Little and colleagues (2003) recently de-
veloped a scale that is unique in assessing reac-
tive and proactive forms of aggression for both
relational and overt aggression. These authors
reported that these different forms of aggres-
sion could be distinguished in a factor analysis,
and that reactive forms of relational aggression
(but not proactive forms) were positively asso-
ciated with low frustration tolerance and a
measure of hostility. The Lying Scale is a brief
(12 items), parent-completed scale to assess pa-
rental perceptions of lying in their adolescent
children (Engels, Finkenauer, & van Kooten,
2006). Psychometric analyses indicate that it
taps into a single factor, and possesses adequate
reliability and concurrent validity.

Behavioral Observations

Behavioral observations provide a third com-
mon way to assess CP behaviors. Behavioral
observations in a child’s or adolescent’s natural
setting (e.g., home, school, playground) can
make a unique contribution by providing an
assessment of the youth’s behavior that is not
filtered through the perceptions of an infor-
mant and an assessment of the immediate envi-
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ronmental context of the youth’s behavior that,
as noted earlier, can be critical for conducting
an FBA. In some cases, observational CP data
have been stronger predictors of adolescent ar-
rest rates and incarceration than were parent-
reported data (Patterson & Forgatch, 1995).
Because such naturalistic observations can be
quite time-consuming and expensive, a variety
of clinic- and laboratory-based analogues have
been developed, many of which have evidence
to support their clinical utility and sensitivity to
intervention effects (for reviews, see Frick &
Loney, 2000; Roberts, 2001).

Two widely used structured, microanalytic
observation procedures available for assessing
parental interactions with younger children (3–
8 years) in the clinic and the home are the
Behavioral Coding System (BCS; Forehand &
McMahon, 1981) and the Dyadic Parent–
Child Interaction Coding System (DPICS;
Eyberg, Nelson, Duke, & Boggs, 2005). The
BCS and the DPICS are modifications of the as-
sessment procedure developed by Hanf (1970)
for the observation of parent–child interactions
in the clinic. As employed in clinic settings,
both the BCS and DPICS place the parent–child
dyad in standard situations that vary in the de-
gree to which parental control is required,
ranging from a free-play situation (i.e., Child’s
Game, Child-Directed Interaction) to one in
which the parent directs the child’s activity, ei-
ther in the context of parent-directed play (i.e.,
Parent’s Game, Parent-Directed Interaction)
and/or in cleaning up the toys (i.e., Clean Up).
Each task typically lasts 5 to 10 minutes. In the
home setting, observations usually occur in a
less structured manner (e.g., the parent and
child are instructed to “do whatever you would
normally do together”). In each coding system,
a variety of parent and child behaviors are
scored, many of which emphasize parental an-
tecedents (e.g., commands) and consequences
(e.g., praise, time out) for child compliance–
noncompliance and other CP behaviors. The
BCS comprises six parent behaviors and three
child behaviors; the DPICS comprises 12 par-
ent and 14 child behaviors. Interobserver
agreement for both coding systems is adequate
(e.g., Eyberg et al., 2005; Forehand & Peed,
1979); they discriminate between referred and
nonreferred samples of parents and children
(e.g., Eyberg et al., 2005; Griest, Forehand,
Wells, & McMahon, 1980); and they have
been employed successfully as intervention out-
come measures for parent management train-

ing (e.g., Eisenstadt et al., 1993; McMahon,
Forehand, & Griest, 1981; Peed, Roberts, &
Forehand, 1977; Webster-Stratton &
Hammond, 1997). In addition, both the BCS
and the DPICS are used to determine move-
ment from one set of parenting skills to the
next in parent management training interven-
tions (e.g., Herschell, Calzada, Eyberg, &
McNeil, 2002; McMahon & Forehand, 2003).
The BCS is available in Forehand and
McMahon (1981) and the DPICS is available
online at www.pcit.org. Simplified versions of
both the DPICS and the BCS have been devel-
oped (Eyberg, Bessmer, Newcomb, Edwards,
& Robinson, 1994; McMahon & Estes, 1994).
These adaptations are designed to reduce train-
ing demands, and may ultimately prove to be
more useful to clinicians.

A direct observational assessment of child
compliance–noncompliance can also be ob-
tained in the clinic with the Compliance Test
(CT; Roberts & Powers, 1988), in which the
parent issues a series of structured commands
to the child. The parent is instructed to give a
series of 30 standard commands without help-
ing or following up on the commands with
other verbalizations or nonverbal cues. In one
version of the CT, two-part commands are
given (e.g., “(Child’s name), put the (toy) in the
(container)”). In another version, the com-
mands are separated into two codeable units
(e.g., “(Child’s name), pick up the (toy). Put it
in the (container)”). The CT takes between 5
and 15 minutes to complete.

Roberts (2001; Roberts & Powers, 1988)
presents evidence for the reliability and validity
of the CT. For example, there is high in-
terobserver agreement (97%), adequate test–
retest reliability (r = .73 over 12 days), and
convergent validity with other home and clinic
observational measures. The CT appears to be
a useful measure in identifying noncompliant
children in research and clinical settings (Rob-
erts & Powers, 1990), and there is preliminary
evidence to support its discriminant, conver-
gent, and divergent validity in a preschool
setting (Filcheck, Berry, & McNeil, 2004). Be-
cause the CT does not measure parental in-
struction giving, Roberts (2001; Roberts &
Powers, 1988) recommends that it be used in
conjunction with a parent-directed chore ana-
logue that allows coding of parental behavior,
such as Clean Up (Eyberg et al., 2005).

For older children and adolescents, struc-
tured clinical observational paradigms have
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been developed for the direct assessment of
parent–child communication and problem
solving (see Foster & Robin, 1997, for a re-
view). For example, Martinez and Forgatch
(2001) employed a series of tasks that included
a parent–child problem-solving discussion and
teaching tasks with elementary school-age chil-
dren. They coded these tasks for various par-
enting practices, and child aversive behavior
and noncompliance, using both microanalytic
and global rating systems.

Many common CP behaviors are by nature
covert (e.g., lying, stealing, firesetting), which
makes them more difficult to capture through
observational techniques. However, Hinshaw
and colleagues have developed and evaluated
an analogue observational procedure to assess
stealing, property destruction, and cheating in
children ages 6 to 12 years (Hinshaw, Heller, &
McHale, 1992; Hinshaw, Simmel, & Heller,
1995; Hinshaw, Zupan, Simmel, Nigg, &
Melnick, 1997). Samples of boys (ages 6–12)
with ADHD (most of whom also had ODD or
CD) and a comparison group were asked to
complete an academic worksheet alone in a
room that contained a completed answer sheet,
money, and toys. Stealing was measured by
counting objects in the room immediately fol-
lowing the work session, whereas property de-
struction and cheating were assessed by ratings
derived from observing the child’s behavior
during the session. Each of these observational
measures of child covert CPs was correlated
with parental ratings of covert CPs. When the
boys with ADHD were treated with methyl-
phenidate, stealing and property destruction,
which were also associated with staff ratings of
potential for covert behavior, decreased to a
level similar to that displayed by boys in the
comparison condition. None of the three mea-
sures of covert CP correlated significantly with
each other.

Kolko, Watson, and Faust (1991) employed
a very brief (1-minute) observation to assess
children’s preference for fire-related stimuli
(e.g., a simulated book of matches) over toys in
a play setting. Interobserver agreement for per-
centage of time in contact with fire-related
stimuli, picking up the matchbook, or attempt-
ing to strike a match, ranged from 93 to 100%.
All three indices demonstrated significant de-
creases from pretreatment to posttreatment in
an inpatient sample of children with disruptive
behavior disorders who also engaged in match-
play or firesetting.

In general, we recommend the use of struc-
tured clinical observations such as those de-
scribed here to assess parent–child interactions.
If there is a discrepancy between the clinic ob-
servations and the parent reports of interac-
tions at home, then home observation may be
necessary. The use of a coding system in the
home setting instead of the clinic requires
changes in the structure of the observation,
transportation time, and scheduling flexibility
(if home observations are planned to coincide
with the times when the problem child behav-
iors are more likely to occur) (McMahon &
Estes, 1997). Drotar and Crawford (1987) dis-
cuss many of the issues for clinicians involved
in conducting home observations.

Although home observations are designed
to record social interactions among family
members in their “natural” environment (the
home), the sessions are not completely unstruc-
tured. For example, prior to the observation,
members of the family are typically given in-
structions such as the following: (1) Everyone
in the family must be present; (2) no guests
should be present during observations; (3) the
family is limited to two rooms; (4) no tele-
phone calls are to be made, and incoming calls
must be answered briefly; (5) no television
viewing is permitted; (6) no conversations may
be held with observers while they are coding;
and (7) therapy-related issues are not to be dis-
cussed with the observer (Reid, 1978).

The BCS (Forehand & McMahon, 1981)
and DPICS (Eyberg et al., 2005) have been
used in both the home and the clinic. For exam-
ple, when employed in the home setting, the
BCS is used to collect data in blocks of four 40-
minute observations. The observations are con-
ducted on different days and may be done at
different times of the day. As noted earlier,
McMahon and Estes (1994) developed a sim-
plified version of the BCS that has been used in
structured observations in the home. It has
fewer codes to maximize reliability and to min-
imize training time, while retaining important
treatment outcome information about parent–
child interaction. Observers use a standardized
set of toys and give standardized instructions to
the parents before the interaction begins. The
structure of the session includes Child’s Game
(5 minutes), Parent’s Game (5 minutes), a Lego
Task (in which the child is told to construct a
developmentally challenging Lego figure and
the parent is instructed to give only verbal
aid; 5 minutes), and Clean Up (3 minutes).
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Throughout each task, three parent and three
child behaviors are recorded in 30-second in-
tervals.

Behavioral observation systems designed
specifically for assessing CP types of behavior
in the school setting have received relatively
less attention. Direct observations in the school
have the same practical problems as those pre-
viously mentioned for home observations. The
necessity of training reliable observers and the
lengthy observation time are similar. Unfortu-
nately, unlike the case with home observation,
the clinician does not have the option of ob-
serving teacher–child interactions in the clinic.
Therefore, if the presenting problems concern
behavior at school (whether in the classroom
or on the playground), observation in that set-
ting may be necessary.

Nock and Kurtz (2005) have presented an
excellent guide for clinicians on how to con-
duct direct observations in school settings.
They provide information concerning formula-
tion of the primary question(s) to be addressed
in the observation, collaboration with school
psychologists and teachers, description of the
school/classroom context, and the selection
and implementation of the actual observational
procedures. Their recommendations about the
key questions to be addressed by clinicians are
presented in Table 3.3.

To aid in the observation of a child’s be-
havior in the classroom, several of the rating
scales systems reviewed previously include
observational systems designed to be used in
conjunction with parent-, teacher-, and self-
report ratings. For example, the BASC-2
(Reynolds & Kamphaus, 2004) includes a
Student Observation System (SOS), in which
one can observe children’s behavior in the
classroom using a momentary time-sampling
procedure. The SOS specifies 65 common be-
haviors in classrooms settings and includes
both adaptive (e.g., “follows directions,” “re-
turns material used in class”) and maladap-
tive (e.g., “fidgets in seat,” “teases others”)
behaviors. The observation period in the
classroom involves 15 minutes, divided into
30 intervals of 30 seconds each. The child’s
behavior is observed for 3 seconds at the end
of each interval, and the observer codes all
behaviors observed during this time window.
Unfortunately, there has been minimal empiri-
cal testing of the BASC-SOS, although scores
from this observation system did differentiate
between students with and without disruptive

behavior disorders in one sample of school-
children (Lett & Kamphaus, 1997).

A similar observational system can be used
as part of the ASEBA assessment system. The
DOF/5–14 (Achenbach & Rescorla, 2001) was
designed to observe students, ages 5–14, for
10-minute periods in the classroom. Following
this period, the observer writes a narrative of
the child’s behavior and rates 96 behaviors on a
4-point scale (0, Behavior was not observed,
through 3, Definite occurrence of behavior
with severe intensity or for greater than 3 min-
utes duration). Like the ASEBA rating scales,
these ratings can be summed into Total Prob-
lem, Internalizing, and Externalizing behavior
composites. The DOF has been shown to
discriminate between referred and nonre-
ferred children in the classroom (e.g., Reed &
Edelbrock, 1983), as well as between children
with externalizing and other behavior prob-
lems (e.g., McConaughey, Achenbach, & Gent,
1988).

The BCS (Forehand & McMahon, 1981) has
been modified for use in the classroom to assess
teacher–child interactions, both alone (e.g.,
Breiner & Forehand, 1981) and in combina-
tion with a measure of academic engaged time
(AET) (McNeil et al., 1991). AET, the amount
of time that a child or adolescent is appropri-
ately engaged in on-task behavior during class
time, is assessed with a simple stopwatch re-
cording procedure (Walker, Colvin, & Ramsey,
1995). Walker and colleagues (1995) recom-
mend observing children during two 15-minute
periods. AET has been shown to correlate posi-
tively with academic performance and to dis-
criminate between boys at risk for CPs and
those not at risk (e.g., Walker, Shinn, O’Neill,
& Ramsey, 1987). The Revised Edition
of the School Observation Coding System
(REDSOCS; Jacobs et al., 2000), which has
been used with 3- to 6-year-old clinic-referred
children with ODD and nonreferred children in
preschool and kindergarten classrooms (e.g.,
Filcheck et al., 2004), may be particularly ap-
propriate for classroom observations of young,
noncompliant children.

There are surprisingly few data to guide
pragmatic decisions concerning the number
and length of observation sessions needed
to obtain reliable and valid information. Al-
though potentially very useful, as noted earlier,
observational assessment methods may be ex-
pensive in terms of time and personnel, es-
pecially if multiple observation sessions are
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TABLE 3.3. Major Questions Guiding the School Observation Report

Descriptive information

What is the child’s name, date of birth, parents’ names, and contact information?
Who is the referring clinician?
What is the location, date and time of the actual observation?
What is the name of the teacher or any other staff involved with the child?

Reason for observation

Who requested the observation?
What are the goals of the observation?
What are the primary referral questions?
What are the specific target behaviors (both adaptive and maladaptive)?
Were any previous observations performed? What were the results?

Teacher interview

What problem behaviors are reported by teacher?
What academic difficulties are reported by teacher?
In what settings do the problem behaviors most frequently occur?
What are the suspected triggers of the problem behaviors?
What are the current consequences of the problem behaviors?
What past or current interventions were implemented by the teacher or other professionals? How effective

were they?

Classroom environment

What is the number of students and staff in the classroom?
What is the size and shape of the classroom?
What is the location of furniture/equipment, seating arrangements and placement of the child?
Are there distracting stimuli, background noises, or outside-class interruptions?
Are the traffic patterns well defined and safe?
Are there established routines for toileting, drinks, snack time, etc.?
Are the class rules and consequences posted in a visible location? Are the rules reinforced?

Child observation

What classes, lessons, or tasks occurred during the observation period?
What evaluation procedures were used and are they described?
What were the results of the observation?
Describe the severity, frequency, and duration of the target behaviors
Describe the antecedents and consequences of the observed behaviors
Support all statements with data from the observation
Are the results of the observation reliable and valid?
Was the child’s behavior during the observation representative of this child’s behavior in this context more

generally?

Recommendations

Based on the results, what should the teachers and school personnel do to effectively modify the child’s
behavior?

Based on the results, what can the parents do to effectively modify the child’s behavior?
What implications do the results have for the therapist treating the child?
Is a follow-up school observation warranted? If so, when?

Note. From Nock and Kurtz (2005). Copyright 2005 by the Association for Advancement of Behavior Therapy. Reprinted by
permission.



conducted to enhance sensitivity to treatment
effects (Aspland & Gardner, 2003). Reactivity
to being observed does not appear to be a sig-
nificant problem for most young children and
their parents, especially if clinicians and re-
searchers provide the opportunity for them to
become familiar with the observation proce-
dures, use the same observer across multiple
sessions, and minimize the obtrusiveness of re-
cording equipment (Aspland & Gardner,
2003).

An alternative to observations by indepen-
dent observers in the natural setting is to train
significant adults in the child’s or adolescent’s
environment to observe and record certain
types of behavior. The most widely used proce-
dure of this type, the Parent Daily Report
(PDR; Chamberlain & Reid, 1987), is a parent
observation measure that is typically adminis-
tered during brief (5- to 10-minute) telephone
interviews. Parents are asked which of a num-
ber of overt and covert behaviors have oc-
curred in the past 24 hours. The PDR can be
employed on a pretreatment basis to assess the
magnitude of behavior problems and as a
check on information presented by the parents
in the initial interview. It can also be used dur-
ing intervention to monitor the progress of the
family. Finally, the PDR has been employed ex-
tensively as a measure of parent management
training outcome (e.g., Bank, Marlowe, Reid,
Patterson, & Weinrott, 1991; Chamberlain &
Reid, 1991; Webster-Stratton & Hammond,
1997). It has the added advantages of being
brief and, because of the 24-hour reporting
frame, of perhaps providing more objective
data than that obtained from behavior rating
scales or interviews.

Reviews of the psychometric characteristics
of the PDR are presented by Patterson (1982)
and Chamberlain and Reid (1987). The PDR
possesses adequate intercaller and interparent
reliability, as well as internal consistency and
temporal stability. With respect to stability,
Chamberlain and Reid noted that, at least with
nonreferred families, PDR scores tend to be in-
flated on the first day but stable thereafter. It
may be advisable to discard data from the first
telephone interview with the PDR. Normative
data are presented by Chamberlain and Reid
for parents of children ages 4–10. The PDR has
been shown to correlate significantly with di-
rect observation measures in populations of so-
cially aggressive, stealing, and normal children

(Patterson, 1982; Webster-Stratton & Spitzer,
1991). The PDR has shown moderate conver-
gent validity with other parent report measures
of child behavior and parental adjustment
(Chamberlain & Reid, 1987; Webster-Stratton
& Spitzer, 1991). Chamberlain and Reid re-
ported that social desirability factors seem to
exert minimal influence on PDR scores, at least
with nonreferred families.

For the occurrence of certain low-rate covert
behaviors, such as stealing, firesetting, and tru-
ancy, parent- and/or teacher-collected data may
be the only sources of information. Patterson
and his colleagues (1975) developed specific
techniques for the assessment and treatment of
children who steal. Because behaviors such as
stealing are rarely observed, the target behavior
is redefined as “the child’s taking, or being in
possession of, anything that does not clearly
belong to him” or the parent’s “receiving a re-
port or complaint by a reliable informant”
(Patterson et al., 1975, p. 137). Jones (1974)
developed a brief daily interview similar to the
PDR for collecting parent report data on steal-
ing by children between ages 5 and 15. The
parent is queried as to whether stealing took
place, and, if so, the item(s) stolen and their
value, the location and social context of the
theft, how the parent learned of the theft, and
the parent’s response to the theft. The Tele-
phone Interview Report on Stealing and Social
Aggression (TIROSSA) has adequate test–
retest reliability and is sensitive to the effects of
treatment procedures designed to reduce steal-
ing (Reid, Hinojosa Rivera, & Lorber, 1980).

Functional Impairment

It is increasingly being recognized that the
child’s or adolescent’s level of functional impair-
ment, over and above the level of CP symptoma-
tology, is critical to determining whether the
youth needs treatment and the intensity of treat-
ment that may be required (Bird, 1999;
Bloomquist & Schnell, 2002). Furthermore, de-
gree of impairment may vary across domains of
functioning, so it is important that multiple do-
mains be assessed, and by multiple informants
when possible. As noted earlier, structured in-
terviews based on the DSM allow for the assess-
ment of impairment. There are also a number of
measures designed specifically to assess the
youth’s level of impairment, including the
Children’s Global Assessment Scale (C-GAS;
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Shaffer et al., 1983), the Columbia Impairment
Scale (CIS; Bird et al., 1993), and the Child and
Adolescent Functional Assessment Scale
(CAFAS; Hodges, 2000). Also, several of the
broad rating scales summarized in Table 3.2 in-
clude subscales that assess important areas of
potential impairment of children with CPs. For
example, the BASC-2 (Reynolds & Kamphaus,
2004) contains scales that assess the child’s aca-
demic adjustment (e.g., learning problems, atti-
tude toward school and teacher, study skills),
social adjustment (e.g., social stress, interper-
sonal relations), and self-concept (e.g., self-
concept, sense of inadequacy).

Knowledge of impairment is important for a
number of reasons. First, it can determine how
intensive and restrictive an intervention may
need to be (Frick, 2004), it can provide useful
information to the clinician concerning possi-
ble intervention targets (Frick, 2006), and it
may also serve as an important indicator of in-
tervention outcome (Hodges, Xue, & Wotring,
2004). A related construct, adaptive disability,
is based on the degree of discrepancy between
the child’s or adolescent’s adaptive functioning
and IQ level (Barkley et al., 2002). Using the
parent-completed Normative Adaptive Behav-
ior Checklist (NABC; Adams, 1984) to assess
adaptive functioning in samples of normal and
behaviorally disruptive preschool-age children,
Barkley and colleagues (2002) found adaptive
disability to be an independent predictor of
negative outcomes, over and above initial levels
of disruptive behavior.

Summary

Because of the heterogeneity in CP behaviors,
it is essential to assess levels and types of
these behaviors. Developmentally appropriate,
broad-based behavior rating scales may be
completed by multiple informants in relatively
brief time periods and provide good, norm-
referenced information on the child’s or adoles-
cent’s behaviors. Structured diagnostic inter-
views may also be employed, although they are
usually much more time-consuming. Noncom-
pliance is best assessed through structured clin-
ical interviews and observation of parent–child
interaction (e.g., McMahon & Forehand,
2003). A number of clinic-based analogues to
assess CPs (especially in the context of parent–
child interaction) demonstrate sensitivity to
treatment effects. Other forms of aggression
(e.g., reactive, proactive, relational) may be as-

sessed through youth, parent, and teacher rat-
ing scales. Covert CP behaviors, because of
their clandestine nature, are extremely difficult
to assess. At present, clinicians are forced to
rely primarily on reports from multiple infor-
mants on behavior rating scales (or in the case
of stealing, on brief phone interviews) as to
whether, and to what extent, such behaviors
are occurring. Innovative observational para-
digms to assess covert behaviors such as steal-
ing, property destruction, and firesetting be-
haviors (e.g., Hinshaw et al., 1992; Kolko et
al., 1991) are promising, but their clinical util-
ity has yet to be demonstrated. A major task
for the field is to develop valid and clinically
useful instruments for the assessment of covert
CPs.

Comorbidity: Implications for Assessment

The large number of co-occurring conditions
that are often present in youth with CPs sug-
gest that assessment must be comprehensive
and cover a large number of adjustment areas,
and not focus solely on CPs (see Table 3.1). As
illustrated in Table 3.2, many behavior rating
scales provide information on a number of im-
portant areas of adjustment; thus, they have
utility as screening instruments. As mentioned
previously, these often include forms for par-
ents, teachers, and the youth to complete, pro-
viding information from multiple informants in
a time-efficient manner. Furthermore, most
scales provide good, norm-referenced scores to
compare the child’s or adolescent’s score to a
reference group. However, to assess many of
the comorbid conditions, more detailed infor-
mation on the history of symptoms and the
level of impairment they cause for the child or
adolescent may be important. This typically re-
quires a clinical and/or a structured interview,
perhaps in conjunction with a rating scale
designed to assess functional impairment or
adaptive functioning, to make the diagnosis ad-
equately. If CPs occur in the context of a lan-
guage impairment, then a developmental as-
sessment is warranted (Wakschlag & Danis,
2004). The CBCL/1½–5 (Achenbach &
Rescorla, 2000) incorporates the Language De-
velopment Survey, and the BASC-2 (Reynolds
& Kamphaus, 2004) includes a Functional
Communication subscale, both of which assess
risk factors for language delays and parental
report of the young child’s expressive vocabu-
lary and word combinations.
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Space limitations preclude discussion of the
assessment of the various conditions that co-
occur with CPs. Instead, we refer the reader to
Chapters 2, 4, 5, 8, and 13, this volume, on
ADHD, substance use, depression, anxiety, and
learning disabilities, respectively.

Summary

Comorbid disorders that are most likely to be
encountered in youth referred for CPs include
ADHD, depressive and anxiety disorders, sub-
stance use problems, language impairment, and
learning difficulties. As a result, most assess-
ments of children and adolescents with CPs
need to be comprehensive, covering many do-
mains of psychological functioning. Most of
the same broad-band measures recommended
for initial use in identifying the range of CP be-
haviors may also be used as general screens for
the identification of comorbid disorders and
conditions. Disorder-specific behavior rating
scales, interviews, and other, more intensive
assessment procedures (e.g., intelligence and
achievement testing) should then be conducted
as needed for the comorbid disorders.

Multiple Risks: Implications for Assessment

Research clearly documents myriad factors in
various domains, both internal and external to
the child or adolescent, associated with CPs.
The availability of instruments to assess these
many factors is quite variable. In this section,
we note those that seem most salient and po-
tentially appropriate for use in applied settings,
although the clinical utility of many of these in-
struments has yet to be adequately tested. (See
Table 3.1 for a list of representative measures.)

One should obtain a brief developmental
and medical history of the child or adolescent
to determine whether any medical factors
might be associated with the development or
maintenance of the CP behaviors, and whether
the youth’s early temperament may have con-
tributed to the development of a coercive style
of parent–child interaction. A number of stan-
dardized ratings of temperament may have util-
ity in assessing youth with CPs (Frick, 2004),
such as the Children’s Behavior Questionnaire
(Rothbart & Jones, 1998).

One class of potentially important correlates
to severe CPs is specific cognitive deficits and
learning styles. As discussed earlier, because
deficits in intelligence, especially verbal intelli-

gence, have been associated with CPs, a stan-
dard intellectual evaluation should be part of
most assessment batteries for CPs. There are
also computerized tasks that assess the charac-
teristic learning style of many youth with CPs
(e.g., heightened sensitivity to rewards com-
pared to punishments). However, some major
limitations in the development of these tasks
make their usefulness in many clinical assess-
ments somewhat limited at the present time
(see Frick & Loney, 2000, for a review). There
are also research-based measures, typically in-
volving a child or adolescent being provided a
hypothetical vignette of a social situation and
asked to state how he or she would respond if
the situation were real, that assess several defi-
cits in social cognition associated with CPs,
such as a hostile attributional bias. Examples
include the Intention–Cue Detection Task, the
Problem-Solving Measure for Conflict, and the
Wally Child Social Problem-Solving Detective
(WALLY) Game (Conduct Problems Preven-
tion Research Group, 1999; Dodge & Coie,
1987; Webster-Stratton & Lindsay, 1999). Al-
though these measures are also not without
limitations in their clinical usefulness (Frick &
Loney, 2000), interventions for the deficits as-
sessed by these measures are part of many
treatment programs for CPs; therefore, the
information they provide may be useful in
treatment planning (Lochman & Wells, 1996).
The recently developed Social-Cognitive As-
sessment Profile (SCAP; Hughes, Meehan, &
Cavell, 2004), which shows promise as a brief
(15- to 20-minute), clinically useful interview
with elementary school–age children, is de-
signed to assess social-cognitive deficits associ-
ated with CPs.

As noted earlier, children and adolescents
with CPs frequently have problems with peer
interactions (e.g., peer rejection, association
with a deviant peer group). If the information
from behavioral interviews, behavior rating
scales (e.g., the Social Competence scales of the
CBCL/6–18; Achenbach & Rescorla, 2001),
and/or observations indicate that this is a prob-
lem area for a particular youth, additional as-
sessment of his or her social skills is necessary.
The assessment should examine not only the
behavioral aspects of the social skills difficul-
ties but also cognitive and affective dimensions.
Traditionally, assessment of social skills has
involved behavioral observations, sociometric
measures, and questionnaires. Bierman and
Welsh (1997) provided strategies for the assess-
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ment of social relationship problems, and
Demaray and colleagues (1995) reviewed sev-
eral behavior rating scales for the assessment of
social competence. Although a number of strat-
egies have been developed to assess social
functioning, some of the measures (e.g., socio-
metrics) have minimal clinical utility, because
these data are extremely time-consuming to
collect (Kamphaus & Frick, 2005). However, a
brief (5- to 10-minute) observation analogue
procedure for assessing young children’s CPs
with peers in a rigged card game (SNAP!—
Hughes, Cutting, & Dunn, 2001; Hughes et
al., 2002) shows promise, because it differenti-
ates between children with CP and control chil-
dren, and is associated with parent and teacher
CP ratings. Similarly, clinically useful measures
to assess associations with a deviant peer group
are limited currently to youth or parent re-
ports, although a structured observational par-
adigm developed for research purposes may
prove to be adaptable to the clinical setting
(e.g., Dishion, Andrews, & Crosby, 1995).

McMahon and Estes (1997) delineated six
areas that are relevant to the assessment of fa-
milial and extrafamilial factors in youth with
CPs: parenting practices; parents’ perceptions
of the youth and social cognitions; parents’
perceptions of their own personal and marital
adjustment; parental stress; parental function-
ing in extrafamilial social contexts; and paren-
tal satisfaction with treatment. The first area,
parenting practices, has been assessed through
clinical interviews, behavioral observation of
parent–child interactions, and parent and
youth reports on behavior rating scales. As
noted earlier, direct behavioral observation has
long been a critical component of the assess-
ment of youth with CPs and their families, both
for delineating specific patterns of maladaptive
parent–child interaction and for assessing
change in those interactions as a function of
treatment. Observational data can be com-
pared with data gathered via other methods to
assist the clinician in determining whether the
focus of treatment should be on the parent–
child interaction or on parental perceptual and/
or personal adjustment issues. For example,
congruence between observational data and a
parent-completed behavior rating scale would
be consistent with the former focus, whereas
normal levels of youth behavior in the observed
interaction might suggest that the focus of in-
tervention be on parental perceptual issues.
The observation procedures and coding sys-

tems described earlier for assessing CPs in the
context of parent–child interactions (e.g., BCS,
DPICS) also provide important information
concerning parent behavior.

Several questionnaires designed specifically
to assess parenting practices may potentially be
quite useful as adjuncts to behavioral observa-
tions and/or to assess parental behaviors that
either occur infrequently or are otherwise diffi-
cult to observe (e.g., physical discipline, paren-
tal monitoring practices), as screening instru-
ments, and to measure the effects of parent
management training interventions. Two ex-
amples that have significant psychometric sup-
port are the Parenting Scale (Arnold, O’Leary,
Wolff, & Acker, 1993) and the Alabama Par-
enting Questionnaire (Shelton, Frick, & Woot-
ton, 1996). (See Morsbach & Prinz, 2006, for a
summary of parent report measures of parent-
ing practices and suggestions for improving
their validity.)

The Parenting Scale (Arnold et al., 1993)
comprises 30 items that describe parental disci-
pline practices in response to child misbe-
havior. Each item has a 7-point rating scale
anchored by statements of the effective and in-
effective forms of a particular parenting behav-
ior (e.g., “I coax or beg my child to stop” and
“I firmly tell my child to stop”). Items are
worded at a sixth-grade level or below, and the
measure takes 5–10 minutes to complete.

The original factor analysis of the Parenting
Scale conducted with parents of 2- to 3-year-
old children indicated that three factors ac-
counted for 37% of the variance: Laxness,
Overreactivity, and Verbosity (Arnold et al.,
1993). However, subsequent research with
more ethnically diverse samples and broader
age ranges have generally found a two-factor
solution, with factors that resemble the original
Laxness and Overactivity factors. The Verbos-
ity factor has not been replicated in these sub-
sequent studies. The two-factor solution has
been identified in samples of European Ameri-
can 2- to 12 year-old children (Collett, Gimpel,
Greenson, & Gunderson, 2001) and middle
school students (Irvine, Biglan, Smolkowski,
& Ary, 1999), as well as in preschool-age
(Reitman et al., 2001) and elementary school–
age (Steele, Nesbitt-Daly, Daniel, & Forehand,
2005) African American samples. In addition,
these studies have generally found that 5- to 6-
item solutions for each factor are sufficient,
thus suggesting that the original 30-item Par-
enting Scale can be shortened considerably.
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These studies have documented that the Par-
enting Scale has reasonable properties with re-
spect to reliability and validity, and that it is
sensitive to intervention effects (e.g., Gardner,
Burton, & Klimes, 2006; Irvine et al., 1999;
Nixon et al., 2003; Sanders, Markie-Dadds,
Tully, & Bor, 2000).

The Alabama Parenting Questionnaire
(APQ; Frick, 1991) was developed for use with
parents of elementary school–age children and
adolescents (6–17 years old), although it has
been used in samples as young as age 4 (e.g.,
Dadds, Maujean, & Fraser, 2003). It comprises
42 items that have been divided into five a pri-
ori constructs—Involvement, Positive Parent-
ing, Poor Monitoring/Supervision, Inconsistent
Discipline, and Corporal Punishment. It also
includes several other items assessing “other
discipline practices,” such as use of time out or
taking away privileges. The items are presented
in both global report (i.e., questionnaire) and
telephone interview formats, and there are sep-
arate versions of each format for parents and
children. Thus, there are currently four differ-
ent versions of the APQ. The questionnaire for-
mat employs a 5-point Likert-type frequency
scale and asks the informant how frequently
each of the various parenting practices typi-
cally occurs. Four telephone interviews are
conducted, and the informant is asked to re-
port the frequency with which each parenting
practice has occurred over the previous 3 days.

Most of the published research using the
APQ to date has utilized the global report for-
mats of the scale, with the exception of Shelton
and colleagues (1996). Two studies now pro-
vide support for the five-factor structure of the
parent global report format of the APQ, which
corresponds to the five dimensions around
which the scale was developed. The first study
was conducted with 1,402 children, ages 4–9,
in Australia (Elgar, Waschbusch, Dadds, &
Sigvaldason, 2007), and the second study,
with 1,219 German schoolchildren, ages 10–12
(Essau, Sasagawa, & Frick, 2006). Impor-
tantly, one study has also shown that parent
ratings on the APQ are significantly associated
with observations of parenting behavior in 4-
to 8-year-old boys (Hawes & Dadds, 2006). A
number of studies have shown that the APQ
scales are associated with CPs in children in
community (Dadds et al., 2003), clinic-referred
(Frick, Christian, & Wootton, 1999; Hawes &
Dadds, 2006), and inpatient samples (Blader,
2004), as well as in families with deaf children

(Brubaker & Szakowski, 2000) and with
substance-abusing parents (Stanger, Dumenci,
Kamon, & Burstein, 2004). Also, these studies
have documented this relationship in samples
as young as age 4 (Dadds et al., 2003; Hawes
& Dadds, 2006) and as old as age 17 (Frick,
Christian, & Wootton, 1999). However, Frick,
Christian, and Wootton (1999) did demon-
strate some differences in which dimensions of
parenting were most strongly associated with
CPs at different ages: Inconsistent Discipline
was most strongly associated with CPs in
young children (ages 6–8); Corporal Punish-
ment was most strongly associated with CPs in
older children (ages 9–12), and Involvement
and Poor Monitoring/Supervision were most
strongly related to CPs in adolescents (ages 13–
17). Also, this study raised concerns about the
reliability of the child report format in very
young children (under age 9) (see also Shelton
et al., 1996). Finally, several studies have used
the APQ scales to test changes in parenting be-
haviors following interventions with children
with CPs (e.g., August, Lee, Bloomquist,
Realmuto, & Hektner, 2003; Feinfield &
Baker, 2004; Hawes & Dadds, 2006).

Parental perceptions of the youth and social
cognitions are a second important area to be
assessed. Parental perception of a child is a
strong predictor of referral for CP types of
behavior, perhaps even more so than the child’s
behavior (e.g., Griest et al., 1980). In an ana-
logue study, Johnston and Patenaude (1994) re-
ported that parents of children with ADHD
perceived children who displayed oppositional
behavior as having more control over their
behavior than did children who displayed inat-
tentive/overactive behavior, and they reported
more negative affective responses to the oppos-
itional children. As noted earlier, studies with
parents of clinic-referred children have shown
that they are more likely to misperceive child
behaviors than are parents of nonreferred chil-
dren (e.g., Holleran et al., 1982; Wahler &
Sansbury, 1990).

These findings suggest that some measure of
significant adults’ perceptions of the child is an
essential component of the assessment process.
The behavior rating scales described earlier are
the most ready sources of such data. As noted,
comparisons of the ECBI Problem and Inten-
sity scores may be especially useful with respect
to parent tolerance for child behavior. (This
also applies to the SESBI-R with teachers.)
When examined in the context of behavioral
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observation data and the clinician’s own im-
pressions, these behavior rating scales can be
important indicators of whether the informants
(parents, teachers) appear to have a perceptual
bias in their assessment of the referred child’s
behavior.

An alternative methodology for assessing
potential perceptual biases in the parents of
children with CPs is the use of brief written,
audiotaped, or videotaped scenarios or vi-
gnettes describing parent–child interactions in
which a child displays a variety of inappro-
priate, neutral, and positive behaviors (e.g.,
Holleran et al., 1982; Wahler & Sansbury,
1990). Although such methods have been em-
ployed on a limited basis in the research litera-
ture, their validity and utility in clinical settings
have yet to be examined. A more clinically rele-
vant method for assessing parent and child per-
ceptions of self and each other was developed
by Sanders and Dadds (1992). In their video-
mediated recall procedure, the parent views a
videotape of a previously recorded problem-
solving discussion with his or her child. The
videotape is stopped every 20 seconds, and the
parent describes what he or she was thinking at
that point in the interaction. Sanders and
Dadds demonstrated that this procedure dis-
criminated between clinic-referred families
whose child has CPs and nonreferred families.
The clinic-referred parents stated fewer self-
and family-referent positive cognitions and
more family-referent negative cognitions than
did the nonreferred parents. Furthermore, the
video-mediated recall procedure was superior
to an alternative thought-listing procedure.

Two measures that assess aspects of parental
self-esteem (e.g., satisfaction, self-efficacy, and
locus of control with the parenting role) are the
Parenting Sense of Competence Scale (PSOC;
as adapted by Johnston & Mash, 1989) and
the Parental Locus of Control Scale (PLOC;
Campis, Lyman, & Prentice-Dunn, 1986). The
PSOC comprises 16 items that typically load
on two factors: Satisfaction, which refers to the
extent to which the parent reports satisfaction
with the parenting role, and Efficacy, which re-
flects the parent’s self-report of skill and famil-
iarity with the parenting role (Johnston &
Mash, 1989; Ohan, Leung, & Johnston, 2000;
Rogers & Matthews, 2004), although Rogers
and Matthews also found support for a third
factor of parental Interest. Adequate internal
consistency reliabilities for the total, Satisfac-
tion, and Efficacy scales have been reported

(e.g., r’s = .79, .75, and .76, respectively) by
Johnston and Mash (1989). The Satisfaction
score was consistently more highly correlated
with measures of child behavior and parental
adjustment than was the Efficacy score
(Johnston & Mash, 1989; Ohan et al., 2000;
Rogers & Matthews, 2004). The Efficacy score
was positively correlated with social desirabil-
ity in a nonreferred sample (Lovejoy, Verda, &
Hays, 1997). There are minimal effects of child
age or gender on PSOC scores.

The PSOC has been employed with several
clinic-referred populations, including children
with CPs (Gardner et al., 2006), physically
abused children (Mash, Johnston, & Kovitz,
1983), and children with ADHD (e.g., Mash
& Johnston, 1983) and ADHD plus CPs
(Johnston, 1996b). Johnston reported that the
total PSOC score distinguished among parents
(mothers and fathers) of nonreferred children,
children with ADHD plus low levels of opposi-
tional behavior, and children with ADHD plus
high levels of oppositional behavior. The PSOC
has been shown to be sensitive to the effects of
parent management training in samples of chil-
dren with CPs (Gardner et al., 2006) and
ADHD (Pisterman et al., 1992).

The PLOC comprises 47 items that load on
five factors: Parental Efficacy, Parental Respon-
sibility, Child Control of Parent’s Life, Parental
Belief in Fate/Chance, and Parental Control of
Child’s Behavior. Adequate internal consistency
and test–retest reliabilities have been demon-
strated (Campis et al., 1986; Roberts et al.,
1992). Parents of clinic-referred children have
a more external locus of control than do par-
ents of nonreferred children (Campis et al.,
1986; Mouton & Tuma, 1988; Roberts et al.,
1992). Scores on the PLOC have been shown
to be affected by social desirability (Campis et
al., 1986; Lovejoy et al., 1997). The total score
on the PLOC is correlated with the PSOC
(Lovejoy et al., 1997) and the Parenting Stress
Index (Mouton & Tuma, 1988), but not with
observed parent behavior (Roberts et al.,
1992). It is associated with observed severity of
child oppositional behavior on the CT (Roberts
et al., 1992). Parents who completed a parent
management training program had a more in-
ternal locus of control by the end of treatment
(e.g., Eyberg, Boggs, & Algina, 1995; Nixon et
al., 2003; Roberts et al., 1992). Roberts and
colleagues (1992) also reported that parental
locus of control was not associated with treat-
ment dropout.
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To assess the extent to which parents’ per-
sonal and marital adjustment problems may be
playing a role in the youth’s CPs, a set of
screening procedures that includes brief ques-
tions in the initial interviews with the parents
and certain parental self-report measures can
be utilized. Exposition and discussion of a
thorough assessment of various personal (e.g.,
depression, antisocial behavior, substance
abuse) and marital adjustment problems that
may occur in parents of children with CPs are
beyond the scope of this chapter. Instead, a set
of brief screening procedures is needed to as-
certain whether a more complete and thorough
assessment for a particular problem, or group
of problems, is required. Questions related to
these issues can best be incorporated into the
initial interview with the parents. In some
cases, the youth may also be asked for his or
her perceptions (e.g., “Does your dad ever
seem to have too much to drink?” “How
do your mom and dad get along with each
other?”). In conjunction with the judicious use
of the various self-report measures described
below, the clinician should be able to make a
decision as to the necessity of pursuing any of
these areas in greater detail. Should that be the
case, then the Special Section, “Developing
Guidelines for the Evidence-Based Assessment
(EBA) of Adult Disorders” in the journal Psy-
chological Assessment (2005, Volume 17) is a
useful resource. Additional sources are cited in
the relevant sections below.

The Beck Depression Inventory (BDI; Beck,
Rush, Shaw, & Emery, 1979) (and its successor,
the BDI-II [Beck, Steer, & Brown, 1996], which
was modified to make it more consistent with
the DSM-IV criteria) has been the most fre-
quently employed measure of maternal depres-
sion with mothers of children with CPs. The
BDI-II comprises 21 items that assess sadness,
anhedonia, and suicidal ideation. Each item is
scored on a 4-point scale, with higher scores in-
dicating greater depression. It is typically self-
administered and can be completed in 5–10
minutes. Psychometric data on the BDI and
BDI-II with various populations are quite ex-
tensive and supportive of their validity for as-
sessing clinically significant levels of distress
(e.g., Beck et al., 1996; Beck, Steer, & Garbin,
1988). With respect to its use with parents of
children with CPs, most of the extant research
has used the BDI rather than the BDI-II. The
BDI differentiates between mothers of non-
referred children and mothers of clinic-referred

children with CPs (e.g., Griest et al., 1980), and
relative to other types of measures (e.g., behav-
ioral observations of child behavior), has been
found to be the best predictor of maternal per-
ceptions of clinic-referred children with CPs
(Forehand, Wells, McMahon, Griest, & Rog-
ers, 1982; Webster-Stratton, 1988). It has been
shown to change in a positive direction fol-
lowing parents’ completion of a parent man-
agement training program and/or a child’s
cognitive-behavioral therapy intervention (e.g.,
Forehand, Wells, & Griest, 1980; Kazdin et al.,
1992; Webster-Stratton, 1994), and to predict
dropout and response to treatment (e.g.,
Kazdin 1995; McMahon, Forehand, Griest, &
Wells, 1981).

It should be noted that the BDI/BDI-II is not
intended for diagnosing depression; rather, it is
a measure of the severity of various depressive
symptoms (which cluster into cognitive and
somatic–affective dimensions of depression;
e.g., Steer, Ball, Ranieri, & Beck, 1999). Thus,
when used with parents of children with CPs,
the BDI/BDI-II is probably best regarded as an
indicator of parental personal distress and of
the need for more in-depth assessment of de-
pression, rather than of depression per se
(McMahon & Estes, 1997).

Parental antisocial behavior can be assessed
with structured diagnostic interviews or the
Minnesota Multiphasic Personality Inventory
(MMPI), although time considerations may
make these options less feasible. The Antisocial
Behavior Checklist (ASB Checklist; Zucker &
Noll, 1980) is a self-report instrument that
comprises 46 items describing a variety of overt
and covert antisocial activities that may have
occurred from adolescence through adulthood.
Each item is rated on a 4-point scale for fre-
quency of occurrence. A cutoff score of 24 or
higher is considered indicative of antisocial
behavior and is consistent with DSM-III-R cri-
teria for APD (with a sensitivity of .85 and
specificity of .83). The ASB Checklist has rea-
sonable psychometric properties when assessed
in samples from prison populations, court of-
fenders, community-based alcoholics, court-
referred alcoholics, university students, and
community dwellers (Ham, Zucker, & Fitzger-
ald, 1993). Scores on the ASB Checklist were
negatively correlated with SES and education,
and positively correlated with measures of hos-
tility, depression, family conflict, and alcohol-
related problems (e.g., Ham et al., 1993;
Loukas, Fitzgerald, Zucker, & von Eye, 2001).
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In a sample of families with alcoholic fa-
thers, scores on the ASB Checklist were signifi-
cantly higher for both the alcoholic fathers and
their spouses than for fathers and mothers in
comparison families (Fitzgerald et al., 1993).
However, neither paternal nor maternal ASB
Checklist scores were significant predictors of
child behavior problems (externalizing or inter-
nalizing) in 3-year-old sons. In a subsequent re-
port, both the alcoholic fathers and the moth-
ers of 3- to 5-year-old boys who scored above
the clinical cutoff on the CBCL Total Behavior
Problems scale had higher scores on the ASB
Checklist than the parents of boys who scored
below the CBCL cutoff (Jansen, Fitzgerald,
Ham, & Zucker, 1995). Both maternal and pa-
ternal scores on the ASB Checklist contributed
to the prediction of CBCL scores for the total
sample. To our knowledge, this measure has
not been used with samples of parents whose
children have CPs. However, given the findings
we described with alcoholic families, its use as
a measure of parental ASB appears promising.

Because antisocial fathers are often absent or
uninvolved, clinicians are often forced to rely
on these men’s female partners for reports
about the fathers’ antisocial behavior, and this
seems especially to be the case in families of
children with CPs (Tapscott, Frick, Wootton,
& Kruh, 1996). Tapscott and colleagues (1996)
reported significant correlations between
mothers’ and fathers’ report of fathers’ history
of antisocial behavior in a clinical referred sam-
ple of children. Similarly, Caspi and colleagues
(2001) demonstrated that women’s and men’s
reports about the men’s antisocial behavior
were highly correlated. However, in this latter
study, the women’s reports underestimated the
absolute level of the antisocial behavior. Thus,
whereas a mother’s report may be a reasonably
accurate proxy of a father’s relative level of an-
tisocial behavior, reliance on this information is
not sufficient to determine the true frequency
of antisocial behavior in fathers.

With respect to substance use, some of the
more frequently employed screening instru-
ments that may prove useful in working with
parents of youth with CPs include the Short
Michigan Alcoholism Screening Test (SMAST;
Selzer, Vinokur, & van Rooijen, 1975), the
Drug Abuse Screening Test (DAST; Skinner,
1982), and the Alcohol Use Disorders Identifi-
cation Test (AUDIT; Saunders, Aasland, Babor,
de la Fuente, & Grant, 1993).

Parents also should be screened for both life-
time and current ADHD if the youth presents
with comorbid CP and ADHD. The DSM-IV
ADHD Rating Scale is a screening device that
can be used for this purpose (Murphy &
Gordon, 1998).

With respect to marital discord, the Marital
Adjustment Test (MAT; Locke & Wallace,
1959) and the Dyadic Adjustment Scale (DAS;
Spanier, 1976) have been the most widely used
instruments with parents of children with CPs.
The MAT has been shown to discriminate
between distressed and nondistressed couples
(Locke & Wallace, 1959) and to correlate with
children’s CPs (e.g., Forehand & Brody, 1985;
Frick et al., 1989). The MAT has shown high
levels of reliability, stability (i.e., 2 years;
Kimmel & van der Veen, 1974), and validity
(Burgess, Locke, & Thomes, 1971). It has
shown convergent validity with independent
observations of marital interaction (Julien,
Markman, & Lindahl, 1989) and with scores
on the DAS (Busby, Christensen, Crane, &
Larson, 1995). Webster-Stratton (1988) found
that marital distress measured by the MAT
contributed to negative perceptions of child
behavior and to increased negative maternal
behavior.

The DAS (Spanier, 1976), a 32-item self-
report inventory, contains four subscales
of marital adjustment: Dyadic Consensus
(spouses’ agreement regarding various marital
issues), Dyadic Cohesion (extent to which part-
ners involve themselves in joint activities),
Dyadic Satisfaction (overall evaluation of the
marital relationship and level of commitment
to the relationship), and Affectional Expression
(degree of affection and sexual involvement in
the relationship). The DAS has been found
to possess adequate reliability (e.g., Carey,
Spector, Lantinga, & Krauss, 1993; Spanier,
1976) and validity (e.g., Crane, Allgood,
Larson, & Griffin, 1990). Marital dissatisfac-
tion, as measured by the DAS, has been shown
to relate to greater oppositional behavior in el-
ementary school–age boys through the indirect
pathway of rejection by fathers (Mann & Mac-
Kenzie, 1996).

Two questionnaires are often used to assess
general marital conflict: the O’Leary–Porter
Scale (OPS; Porter & O’Leary, 1980), and the
Conflict Tactics Scales—Partner (CTS-Partner;
Straus, 1979, 1990). The OPS, a 10-item
parent-completed questionnaire, is designed to
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assess the frequency of various forms of overt
marital hostility (e.g., quarrels, sarcasm, and
physical abuse) that are witnessed by the child.
There is some evidence that this scale is more
strongly associated than the MAT with paren-
tal ratings of CP behavior (Porter & O’Leary,
1980). Conflict, as measured by the OPS, is re-
lated to increased oppositional behavior in
boys through disruptions in maternal discipline
(Mann & MacKenzie, 1996) and to adolescent
overt and covert CP behavior (Forehand, Long,
& Hedrick, 1987).

The CTS-Partner, a 38-item parent-report
questionnaire, assesses the strategies couples
use to resolve conflict. It includes a range of
strategies, from discussion to yelling, pushing,
threatening or beating up the partner. Straus
(1979, 1990) reported adequate reliability, va-
lidity, and norms to use in interpreting scores
on the CTS-Partner. O’Leary, Vivian and
Malone (1992) suggest that the CTS-Partner
may be a particularly accurate method for ob-
taining reports of physical aggression, because
wives tend to underreport aggression in written
self-reports and interviews. Marital physical
and nonphysical aggression as measured by the
CTS-Partner, has been shown to be positively
correlated with children’s CPs (Jouriles,
Norwood, McDonald, Vincent, & Mahoney,
1996). The CTS-Partner has been revised ex-
tensively. Psychometric properties of the CTS2
are presented in Straus, Hamby, Boney-McCoy,
and Sugarman (1996).

In addition, instruments that have been de-
signed to measure parenting-related conflict in-
clude the Parenting Alliance Inventory (Abidin
& Brunner, 1995) (now called the Parenting
Alliance Measure; Abidin & Konold, 1999),
Child-Rearing Disagreements (Jouriles et al.,
1991), and the Parent Problem Checklist
(Dadds & Powell, 1991). There is some evi-
dence to suggest that these more specific mea-
sures may account for additional explanatory
variance over measures of marital satisfaction.
For example, Jouriles and colleagues (1991) re-
ported that Child-Rearing Disagreements sig-
nificantly predicted CPs even after general mar-
ital dissatisfaction, as measured by the MAT,
was controlled.

The fourth area, parenting stress, includes
both general measures of stress (e.g., life event
scales) and specific measures of parenting-
related stress. Examples of the former include
the Life Experiences Survey (Sarason, Johnson,

& Siegel, 1978) and the Family Events List
(Patterson, 1982). The Life Experiences Survey,
a 47-item, self-report measure, has been shown
to be a moderately reliable instrument. Parents
of children with ADHD and CPs have been
shown to have higher scores on the Life Experi-
ences Survey (Johnston, 1996b), and in families
whose children have CPs, the measure has dis-
criminated between abusive and nonabusive
parents (Whipple & Webster-Stratton, 1991).
The Family Events List (Patterson, 1982) is a
self-report measure with 46 minor but “has-
sling” events that may occur in daily living
(e.g., child care problems, car problems, work-
related problems). Snyder (1991) reported that
when mothers of children with CPs experi-
enced frequent hassles and negative mood, they
tend to respond to their children’s negative
behavior in a more coercive manner. The types
of stressors and the time frame for reporting on
these life event scales vary. This is important,
because it may be that proximal “hassle”
stressors, such as those on the Family Events
List, have a different relationship to family
functioning, parenting behavior, and CPs than
the distal stressors on the Life Experiences Sur-
vey.

Measures specific to parenting-related stress
include Parenting Daily Hassles (Crnic &
Greenberg, 1990) and the Parenting Stress In-
dex (PSI; Abidin, 1995). Parenting Daily Has-
sles, a 20-item self-report questionnaire, mea-
sures events in parenting and parent–child
interactions (Crnic & Greenberg, 1990). Par-
ents rate the frequency, the degree of hassle,
and the intensity of each hassle. In a non-
referred sample, Crnic and Greenberg found
that the cumulative effects of relatively minor
stresses related to parenting are important pre-
dictors of parent and child behaviors, and that
daily hassles are more predictive of children’s
CPs than scores on the Life Experiences Survey.
Greater mother-reported daily hassles are posi-
tively correlated with CBCL/1½–5 External-
izing scores in 1-, 2-, and 3-year-olds (van Zeijl
et al., 2006) and greater trouble managing tod-
dlers’ behavior (Belsky, Woodworth, & Crnic,
1996).

The PSI (Abidin, 1995) was designed as a
screening instrument for assessing relative lev-
els of stress in the early parent–child system (0–
3 years), although it has been used with
children up to 12 years of age. There is also a
version for parents of youth ages 11–19—the
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Stress Index for Parents of Adolescents (Sheras,
Abidin, & Konold, 1998). The design of the
PSI was theoretically derived and includes do-
mains related to stress and coping in parent
and child temperament. The PSI comprises 120
items, requires approximately 20 minutes to
complete, and yields a total score and two scale
scores: Child and Parent. The Child domain
includes six subscales concerning the child’s
Adaptability, Reinforcing Qualities, Demand-
ingness, Distractibility/Hyperactivity, Mood,
and Acceptability to the parent. The Parent do-
main includes subscales related to Depression,
Attachment to the Child, Spousal and Social
System Support, Parental Health, Perceived Re-
strictions of Role, and Parent’s Sense of Com-
petence. High total scores may indicate risk for
problems in development; low scores may also
be a reason for concern, either because of a
“fake good” response set or indications of lack
of parental involvement with the child. A high
score in the Parent domain may indicate diffi-
culty with parental functioning. High scores in
the Child domain may indicate that a child has
difficult characteristics (i.e., “temperamentally
difficult”). Webster-Stratton (1990) reported
that the mean Child domain score in a sample
of 120 children with CPs was above the 95th
percentile. (See Abidin, Flens, & Austin [2006]
for a summary of research on the PSI.)

The PSI has been used extensively with par-
ents of children with CPs. Scores on the PSI ob-
tained in infancy have been used to predict
child CPs 4½ years later in nonclinical samples
(Abidin, Jenkins, & McGaughey, 1992).
Higher PSI scores have been related to CPs in
several samples (e.g., Cuccaro, Holmes, &
Wright, 1993; Eyberg, Boggs, & Rodriguez,
1992; Webster-Stratton, 1990). Webster-
Stratton and Hammond (1988) found that the
Parent domain score on the PSI, in combina-
tion with the Life Experiences Survey Negative
Change score, discriminated between de-
pressed and nondepressed mothers in families
with children with CPs. Parent management
training outcome in families with children with
CPs has been evaluated with the PSI (e.g.,
Eisenstadt et al., 1993; Nixon et al., 2003;
Webster-Stratton & Hammond, 1997), and
higher scores on the Child and Parent domains
of the PSI have been linked with premature ter-
mination of treatment for CPs (e.g., Kazdin,
1990).

The PSI Short Form (PSI/SF; Abidin, 1995)
comprises 36 items from the PSI and can be ad-

ministered in less than 10 minutes. In addi-
tion to a total score, there are three factor-
analytically derived subscales (Parental Dis-
tress, Parent–Child Dysfunctional Interaction,
Difficult Child). The PSI/SF subscales correlate
with the full-length PSI in the expected pattern,
and have shown adequate internal consistency
and test–retest (6 month) reliability. However,
other researchers (e.g., Haskett, Ahern, Ward,
& Allaire, 2006) have identified a two-factor
solution that appears similar to the two con-
ceptually derived scales in the original PSI.

The youth’s broader social ecology (i.e.,
extrafamilial functioning) is often crucial for
understanding the development of CPs in many
cases. Therefore, it is important to assess vari-
ables such as the economic situation of the
family, the level of social and community sup-
port provided to the youth and his or her
family, and other aspects of the youth’s so-
cial climate (e.g., neighborhood, quality of
school, and degree of exposure to violence).
The Neighborhood Questionnaire (Greenberg,
Lengua, Coie, Pinderhughes, & the Conduct
Problems Prevention Research Group, 1999), a
brief parent report measure, assesses the par-
ent’s perception of the family’s neighborhood
in terms of safety, violence, drug traffic, satis-
faction, and stability. Things That I Have Seen
and Heard (Richters & Martinez, 1990) is an
example of an interview that focuses on the
youth’s exposure to violence.

The Community Interaction Checklist (CIC;
Wahler, Leske, & Rogers, 1979), a brief inter-
view that is usually administered on multiple
occasions, has been used extensively in re-
search with children with CPs and their fami-
lies to assess maternal insularity. On the basis
of maternal reports of extrafamily contacts
over several previous 24-hour periods, mothers
are categorized as insular if they report at least
twice as many daily contacts with relatives and/
or helping agency representatives as with
friends, and if at least one-third of the daily
contacts are reported as neutral or aversive
(Dumas & Wahler, 1983, 1985). These moth-
ers are more aversive and indiscriminate than
noninsular mothers in the use of aversive con-
sequences with their children, their children are
more aversive, and coercive exchanges between
insular mothers and their children are of longer
duration than those involving noninsular
mother–child dyads (Dumas & Wahler, 1985;
Wahler, Hughey, & Gordon, 1981). Aversive
maternal contacts with adults, as measured on
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the CIC, are associated with mothers’ aversive
behavior toward their children on the same
day (Wahler, 1980; Wahler & Graves, 1983).
Finally, classification as insular on the CIC is a
strong predictor of poor maintenance of the ef-
fects of parent management training interven-
tions for children with CPs (e.g., Dumas &
Wahler, 1983; Wahler, 1980). None of the
mothers who were both insular and socioeco-
nomically disadvantaged had a favorable out-
come over the 1-year period.

Finally, it is important to evaluate parental
satisfaction with treatment, which is a form of
social validity that may be assessed in terms of
satisfaction with the outcome of treatment,
therapists, treatment procedures, and teaching
format (McMahon & Forehand, 1983). At
present, no single consumer satisfaction mea-
sure is appropriate for use with all types of in-
terventions for youth with CPs and their fami-
lies. In fact, most assessments of treatment
satisfaction have focused on parents involved
in parent management training interventions,
although teachers have occasionally been as-
sessed. The children and adolescents them-
selves have rarely been asked about their satis-
faction with treatment, with the exception of
some evaluations of multisystemic therapy
with adolescents (e.g., Henggeler et al., 1999).
The Therapy Attitude Inventory (TAI—
Brestan, Jacobs, Rayfield, & Eyberg, 1999;
Eyberg, 1993) and the Parent’s Consumer Sat-
isfaction Questionnaire (PCSQ—McMahon &
Forehand, 2003; McMahon, Tiedemann, Fore-
hand, & Griest, 1984) are examples of mea-
sures designed to evaluate parental satisfaction
with parent management training programs
(e.g., Brinkmeyer & Eyberg, 2003; McMahon
& Forehand, 2003). Both the TAI and the
PCSQ have data supporting their reliability
and validity (e.g., Baum & Forehand, 1981;
Eisenstadt et al., 1993; McMahon et al.,
1981, 1984; Webster-Stratton, 1989; Webster-
Stratton & Hammond, 1997).

Summary

CPs are associated with a wide variety of risk
factors, both internal and external to the child.
A correspondingly large array of measures
have been developed to measure these various
factors, although the clinical utility of many of
the measures requires further testing. Assess-
ment of youth social-cognitive processing diffi-
culties is beginning to make its way into more

applied settings, but assessments of peer rejec-
tion processes and associations with deviant
peer groups that are appropriate for the clinical
setting are less well developed. Assessment of
family-related factors is essential, and includes,
at a minimum, measurement of parenting prac-
tices, parents’ cognitions about their children
and about their parenting, parental personal
and marital adjustment, parental stress, paren-
tal functioning in extrafamilial contexts, and
parental satisfaction with treatment. Although
these constructs have most typically been as-
sessed by behavior rating scales, it is imperative
to assess parent–child interaction via observa-
tional methods whenever possible. A num-
ber of structured observational analogue tasks
have a successful history of clinical utility and
have been shown to be sensitive to treatment
effects (e.g., McMahon & Estes, 1997; Rob-
erts, 2001).

Multiple Developmental Pathways:
Implications for Assessment

The key implication of the research base for the
assessment of youth with CPs is that it is imper-
ative for the clinician to be aware of the vari-
ous potential developmental pathways to CPs.
Knowledge of the different pathways can serve
as a guide for structuring and conducting the
assessment with respect to the CP behaviors
themselves, the most likely candidates for
comorbid disorders and conditions, and the
most clinically salient risk factors (McMahon
& Frick, 2005). Also, different intervention
strategies can be designed for youth in these
different developmental pathways (Frick,
1998, 2006).

One of the most critical pieces of informa-
tion in guiding assessment, and perhaps ulti-
mately intervention, is the age at which various
CP behaviors began, which provides some indi-
cation of whether the youth may be on the
childhood-onset pathway. An important ad-
vantage of many structured interviews over
behavior rating scales (and behavioral observa-
tions) is that they provide a structured method
for assessing when a youth first began showing
serious CP behaviors, thereby providing an im-
portant source of information about the devel-
opmental trajectory. For example, in the DISC-
IV (Shaffer et al., 2000), following any ques-
tion related to the presence of a CD symptom
that is answered affirmatively, the parent or
youth is asked to estimate at what age the first
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occurrence of the behavior took place. Obvi-
ously, such questions can also be integrated
into an unstructured interview format.

In either case, however, there is always some
concern about how accurately the parent or
youth reports the timing of specific behaviors.
Three findings from research can help in inter-
preting such reports. First, the longer the time
frame involved in the retrospective report (e.g.,
a parent of a 17-year-old vs. a parent of a 6-
year-old reporting on preschool behavior), the
less accurate the report is likely to be (Green,
Loeber, & Lahey, 1991). Second, although a
parental report of the exact age of onset may
not be very reliable over time, typical varia-
tions in years are usually small, and the relative
rankings within symptoms (e.g., which symp-
tom began first) and within a sample (e.g.,
which children exhibited the earliest onset of
behavior) seem to be fairly stable (Green et al.,
1991). As a result, these reports should be
viewed as rough estimates of the timing of on-
set and not as exact dating procedures. Third,
there is evidence that combining informants
(e.g., such as a parent or youth) or combining
sources of information (e.g., self-report and re-
cord of police contact), and taking the earliest
reported onset from any source, provides an es-
timate that shows somewhat greater validity
than any single source of information alone
(Lahey et al., 1999).

If the youth’s history of CPs is consistent
with the childhood-onset pathway, then addi-
tional assessment to examine the extent to
which CU traits may also be present is impor-
tant. The Antisocial Process Screening Device
(Frick & Hare, 2001), a behavior rating scale
completed by parents and teachers, can be used
to identify children with CPs who also exhibit
CU traits (Christian et al., 1997; Frick, Bodin,
& Barry, 2000; Frick, O’Brien, Wootton, &
McBurnett, 1994). A self-report version of this
scale is also available for older children and ad-
olescents, and although it has been validated in
a number of studies (Munoz & Frick, in
press), it lacks normative data from which to
make interpretations. If the presenting child is
preschool age, then one assessment goal is
to attempt to determine whether the child’s
behavior is indicative of the childhood-onset
pathway or a less serious manifestation of CP.
Although there are no clear-cut algorithms for
making this determination, a broad assessment
of overall risk is called for (see Wakschlag &
Danis, 2004). Also, with preschool-age chil-

dren, a more extensive assessment of noncom-
pliance is warranted given its centrality to early
CPs and its amenability to intervention at that
age (McMahon & Forehand, 2003).

Finally, because much of the current knowl-
edge about developmental pathways to CPs has
been based on longitudinal samples of boys,
many questions about onset and development
of CP behavior in girls remain unanswered
(Silverthorn & Frick, 1999). At present, with
few exceptions (e.g., relational aggression),
there is a paucity of information to guide the
development of evidence-based assessment of
CPs in girls. There is even less information with
respect to evidence-based assessment of CPs
with ethnically diverse youth. Prinz and Miller
(1991) noted that, in general, the validity of
various methods to assess CPs has not been
examined in specific cultural groups. They
stressed the importance of ensuring that assess-
ment methods are interpreted within the cul-
tural context of the child with a CP. Others
have noted the importance of assessing the ac-
ceptability of various intervention procedures
(e.g., parenting skills taught in parent manage-
ment training interventions) across different
ethnic groups (Forehand & Kotchick, 1996).
Based on accumulating evidence, we recom-
mend that clinicians use these developmental
pathways constructs (albeit cautiously) to
guide their assessments of girls and ethnically
diverse youth with CPs until research suggests
otherwise.

Summary

Knowledge about the multiple developmental
pathways of CPs is extremely important for as-
sessment practice, in that it can guide the struc-
ture and focus of clinicians’ assessment. At
present, the most well-established pathways
are the childhood- and adolescent-onset path-
ways, although others will likely be identified
by future research. Thus, establishing age of
onset of CPs is a critical and relatively straight-
forward step in the assessment of youth. Fur-
thermore, given the growing body of evidence
that youth with high levels of both CP and CU
traits show many distinct risk factors com-
pared to youth with CP who do not also dis-
play elevated levels of CU traits, determination
of the extent to which the child or adoles-
cent also displays CU traits is indicated. With
preschool-age children who display CPs, the
most critical issue is to determine whether
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their behavior indicates the early stages of the
childhood-onset pathway of CPs or a more
temporary developmental perturbation. Final-
ly, the applicability of these pathways to girls
and ethnically diverse youth is less well estab-
lished.

CONCLUSIONS

In this chapter, we have summarized four areas
of research that we feel have direct and impor-
tant implications for assessing youth with CPs:
(1) the heterogeneity in the types and severity of
CPs, (2) the presence of multiple comorbid con-
ditions, (3) the multiple risk factors associated
with CPs, and (4) the multiple developmental
pathways to CPs. For each of these domains, we
discussed the implications for assessment and
presented examples of specific measures that
can aid in assessments. We also provided recom-
mendations for evidence-based assessment of
CPs based on this research. In this final section
of the chapter, we identify (1) some overarching
issues in applying this knowledge to clinical as-
sessments and (2) areas that we believe are in
greatest need of attention for advancing
evidence-based assessments of CPs.

The first overarching issue in most cases of
youth with CPs is the need for a comprehensive
assessment. We have emphasized throughout
this chapter that adequate assessment of a
youth with CPs must make use of multiple
methods (e.g., interviews, behavior rating
scales, observation) completed by multiple in-
formants (parents, teacher, youth) and concern
multiple aspects of the child’s or adolescent’s
adjustment (e.g., CPs, anxiety, learning prob-
lems) in multiple settings (e.g., home, school)
(Kamphaus & Frick, 2005; McMahon &
Estes, 1997; McMahon & Frick, 2005). How-
ever, because of issues of time, expense, and
practicality, how best to acquire and interpret
this large array of information become impor-
tant issues. As described earlier, a multistage
approach may prove to be cost-effective in
conducting such comprehensive assessments,
which start with more time-efficient measures
(e.g., broad-band behavior rating scales, un-
structured clinical interviews) and are then fol-
lowed by more time-intensive measures (e.g.,
structured interviews, behavioral observations)
when indicated (McMahon & Estes, 1997;
McMahon & Frick, 2005; Nock & Kurtz,
2005).

However, once these assessment data are col-
lected, few guidelines are available to guide cli-
nicians in integrating and synthesizing the mul-
tiple pieces of information to make important
clinical decisions at each stage of the assess-
ment process. This endeavor is complicated by
the fact that data from different informants
(Achenbach, McConaughy, & Howell, 1987;
De Los Reyes & Kazdin, 2005) and different
methods (Barkley, 1991) often show only mod-
est correlations with each other. As a result, af-
ter collecting multiple sources of information
on a youth’s adjustment, the assessor often
must make sense of an array of often conflict-
ing information.

Several clinically oriented strategies for
integrating and interpreting information from
comprehensive assessments have been pro-
posed elsewhere (Breen & Altepeter, 1990;
Kamphaus & Frick, 2005; McMahon & Fore-
hand, 2003; Sanders & Lawton, 1993;
Wakschlag & Danis, 2004). The continued de-
velopment and refinement of the ASEBA
(Achenbach & Rescorla, 2000, 2001) have
been particularly noteworthy for their empha-
ses on integrating and interpreting data from
parents, teachers, youth, direct observations,
and clinical interviews from this family of in-
struments. Others have suggested that incorpo-
ration of a functional-analytic approach into
more traditional assessment practices will facil-
itate integration of information from multiple
sources and the selection of appropriate treat-
ments (e.g., Reitman, 2006; Scotti, Morris,
McNeil, & Hawkins, 1996). Such functional-
analytic approaches are quite compatible with
research on the different developmental path-
ways to CPs and emphasize the need to under-
stand the specific causal processes that lead to
or maintain each child’s or adolescent’s CPs, in
order to guide more individualized interven-
tions. Regardless of the approach, much more
research is needed to guide this process of inte-
grating data from comprehensive assessments.

Another issue that requires further attention
is the great need to enhance the clinical util-
ity of evidence-based assessment tools (Frick,
2000; Hodges, 2004). As noted throughout
this chapter, many of the recommended assess-
ment measures have been developed and em-
ployed in research as opposed to applied set-
tings. Progress toward the development of
brief, clinically useful assessment methods has
occurred, but in a limited way. On one front,
there have been attempts to simplify well
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validated but complex observational systems
such as the DPICS and the BCS. On another
front has been the development of structured
laboratory analogue tasks to assess the child’s
or adolescent’s behavior under standardized
conditions (Frick & Loney, 2000; Roberts,
2001). Especially encouraging have been the
attempts to develop methods for assessing co-
vert types of CP behavior (e.g., Hinshaw et al.,
1992; Kolko et al., 1991). Although the clinical
utility of these methods has yet to be demon-
strated, clinicians at least now have a number
of brief assessment methods with some empiri-
cal support from which to choose.

There is still somewhat of a disconnect be-
tween assessment concerning case conceptual-
ization and treatment planning on the one
hand, and the availability of evidence-based in-
terventions that map onto those assessment
findings. For example, interventions are much
less developed for youth engaging primarily in
covert forms of CPs (e.g., stealing, firesetting)
than for youth involved in more overt CP be-
haviors such as noncompliance and aggression
(McMahon et al., 2006). Similarly, subtype-
specific interventions for reactive and proactive
aggression, for relational aggression (e.g., Leff,
Angelucci, Grabowski, & Weil, 2004; Levene,
Walsh, Augimeri, & Pepler, 2004) and for the
treatment of youth with and without CU traits
(e.g., Frick, 1998, 2001, 2006) are in rela-
tively early stages of development. On the
other hand, high levels of noncompliance in a
preschool-age child suggest selection of one
of several well-validated parent management
training interventions (McMahon et al., 2006).

Another area that requires additional inves-
tigation is testing the sensitivity of measures to
change. Many of the applications of research to
the assessment process have focused on making
diagnostic decisions (e.g., determining whether
CPs should be the primary source of concern,
and whether they are severe and impairing
enough to warrant treatment) and on treat-
ment planning (e.g., determine what types of
treatment the child may need). However, an
important third goal of the assessment pro-
cess is intervention monitoring and evaluating
treatment outcome. Evidence-based assess-
ments should provide a means for testing
whether interventions have brought about
meaningful changes in the child’s or adoles-
cent’s adjustment for better or worse (i.e., an
iatrogenic effect). As noted throughout this

chapter, many behavior rating scales and obser-
vational measures have demonstrated
sensitivity to intervention outcomes. Unfortu-
nately, there is very little evidence to date of the
successful use of assessment measures to moni-
tor the effects of ongoing intervention for CPs.
Exceptions to this are the structured observa-
tional analogues employed in some parent
management training programs for young
oppositional children (Herschell et al., 2002;
McMahon & Forehand, 2003). These ana-
logues (e.g., Child’s Game, Parent’s Game,
Clean Up) are employed repeatedly throughout
the course of treatment not only to monitor
progress but also to determine whether the par-
ent has met specific behavioral performance
criteria necessary for progression to the next
step of the parent management training pro-
gram.

An assessment domain that is related to out-
come evaluation is satisfaction with treatment.
As noted earlier, assessment of this domain has
been limited largely to parental satisfaction
with parent management training (and, in the
case of multisystemic therapy, youth satisfac-
tion also). Areas for future research include the
development and evaluation of similar satisfac-
tion measures for other interventions employed
with youth with CPs, and the development of
such measures to assess youth satisfaction.
Similarly, there is a need for research examin-
ing the treatment acceptability of, and satisfac-
tion with, assessment procedures and mea-
sures themselves (e.g., Kazdin, 2005; Rhule,
McMahon, & Vando, 2005).

Several important issues are involved in de-
veloping measures suitable for treatment moni-
toring and outcome evaluation (McMahon &
Metzler, 1998). First, the way questions on an
interview or rating scale are framed may affect
its sensitivity to change. For example, the re-
sponse scale on a parent report behavior rating
scale may be too general (e.g., Never vs. Some-
times vs. Always) or the time interval for re-
porting the frequency of a parent behavior
(e.g., the past 6 months) may not be discrete
enough to detect changes brought about by
treatment. Second, the degree to which the be-
haviors measured in assessment match the be-
haviors targeted in intervention can greatly af-
fect sensitivity to change. For example, if major
parenting constructs addressed by an interven-
tion (e.g., limit setting, positive reinforcement,
monitoring) are measured weakly or not at all
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in the assessment, then changes in these con-
structs as a function of intervention are not
likely to be captured. Finally, assessment × in-
tervention interactions may occur. For exam-
ple, as a function of intervention, parents may
learn to become more effective monitors of
their youths’ behavior. As a consequence, they
may become more aware of their children’s CP
behaviors. Comparison of parent reports of
their children’s behavior prior to and after the
intervention may actually suggest that parents
perceive deterioration in their children’s behav-
ior (i.e., a false iatrogenic effect), when in real-
ity the parents have simply become more accu-
rate reporters of such behavior (Dishion &
McMahon, 1998).

Perhaps the most central issue for advancing
evidence-based assessment is the need to focus
assessment around the emerging research on
the different developmental pathways to CPs.
As noted previously, this research may be the
most important area for understanding youth
with CPs, because it might explain many of the
variations in severity, the multiple co-occurring
conditions, and the many different risk factors
associated with CPs. This research may also be
very important for designing more individual-
ized treatments for youth with CPs, especially
older children and adolescents with more se-
vere antisocial behaviors (Frick, 1998, 2001,
2006). However, for research on developmen-
tal pathways to be translated into practice, it is
critical that better assessment methods for reli-
ably and validly designating youth in these
pathways be developed. This is especially the
case for girls and for ethnically diverse youth.
Furthermore, the different causal processes and
developmental mechanisms (e.g., lack of empa-
thy and guilt, poor emotion regulation) that
may be involved in the different pathways need
to be assessed, and this typically involves trans-
lating measures that have been used in develop-
mental research into forms that are appropriate
for clinical practice (Frick & Morris, 2004;
Lahey, 2004). This is perhaps the best illustra-
tion of the role that evidence-based assessment
can play in translating research into practice.
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C H A P T E R 4

Adolescent Substance Use and Abuse

Ken C. Winters
Tamara Fahnhorst

Andria Botzet

The use of alcohol and other drugs (hereafter
referred to simply as “drugs”) among ado-

lescents remains a public health threat within
U.S. society. From an epidemiological stand-
point, drug use by teenagers is relatively com-
mon. According to a recent nationwide survey,
Monitoring the Future (Johnston, O’Malley,
Bachman, & Schulenberg, 2005), over half
(51%) of 12th graders have used an illicit drug
in their lifetime, and nearly one-fourth (23.4%)
reported use of an illicit drug within the prior
month. Lifetime alcohol use was reported by
12th-grade students as over three-fourths (76.8%),
and nearly half (48.0%) of the senior class had
used alcohol within the past month. Thirty per-
cent of eighth graders have used illicit drugs
(including inhalants) in their lifetime, and al-
most half (44%) have used alcohol in their life-
time. In the prior month, usage of any illicit
drug was reported at 8%, and alcohol was used
by approximately 19% of eighth graders.

Certainly, not all adolescents who use drugs
become dependent. Drug use is often best con-
ceptualized along a continuum that starts with
abstinence and is followed by several stages
(see Figure 4.1): experimental use, which re-
flects minimal use (typically limited to alcohol)
in social settings; early abuse, in which individ-
uals often use more than one drug, use rela-
tively frequently, and begin to face negative
consequences; abuse, which reflects more regu-
lar and frequent drug use in the presence of so-
cial and personal negative consequences; and
dependence, which marks the most severe end
of the continuum and is characterized by signs
of tolerance to the drug, continued use despite
adverse consequences, and frequent failed at-
tempts to reduce or quit using.

Though there is controversy about the appli-
cability of abuse and dependence diagnostic
criteria among adolescents (see “Developmen-
tal Considerations in Drug Use Assessment”),
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youth who display abuse and dependence
symptoms are still a cause for concern within
the public health area. According to a national
survey of representative youth in 2004 in the
United States (Substance Abuse and Mental
Health Services Administration [SAMHSA],
2005), 5.2% of 12- to 18-year-olds met current
(prior year) criteria of a substance dependence
disorder for at least one drug, and an addi-
tional 5.8% met current criteria for an abuse
disorder for at least one drug (excluding those
that met criteria for a dependence disorder;
Winters, Leitten, Wagner, & O’Leary Tevyaw,
2007). In other words, approximately 11% of
U.S. adolescents likely fall in the severe end of
the drug use continuum.

With such a large base of the adolescent pop-
ulation using substances, and an appreciable
percent that may meet abuse or dependence cri-
teria, there are several health and societal im-
plications to consider, including school failure,
risky sexual behavior (Jainchill, Yagelka,
Hawke, & DeLeon, 1999; MacKenzie, 1993),
delinquency, incarceration, suicidality (Bolog-
nini, Plancherel, Laget, & Halfon, 2003;
Kaminer, 1994), motor vehicle injuries–
fatalities (Kokotailo, 1995), and significant
medical health care costs (Drug Abuse Warning
Network [DAWN], 1996; King, Gaines, Lam-
bert, Summerfelt, & Bickman, 2000).

Thus, precise assessment of adolescent drug
use is essential if we are to gain an accurate un-
derstanding of the prevalence and health signif-
icance of adolescent drug use. We discuss sev-
eral issues surrounding assessment in this
chapter, including the clinical content, develop-
mental considerations, types of instruments
used to assess drug use, and other issues related
to methods and sources for assessment of ado-
lescent drug use.

CLINICAL CONTENT

Substance Use Disorders

Drug use that goes beyond experimentation
and progresses into problematic involvement is
formally delineated by various classification
systems: Primary systems include the fourth
edition of the Diagnostic and Statistical Man-
ual of Mental Disorders (DSM-IV; American
Psychiatric Association [APA], 1994) and the
10th revision of International Classification of
Diseases (ICD-10; World Health Organization
[WHO], 1992).

In the DSM-IV diagnostic system, problem-
atic drug use is separated into categories of
abuse or dependence, as shown in Table 4.1.
Abuse symptoms reflect drug involvement that
increases risk for or results in negative health
and social consequences. Indicators of abuse
include role impairment, physically hazardous
use, recurrent substance-related legal prob-
lems, and drug-related social and interpersonal
difficulties. Abuse symptoms, although associ-
ated with clinically significant impairment or
distress, are expected to fall short of depend-
ence symptoms on a severity spectrum. Accord-
ingly, an individual must have met at least
one of the abuse criteria within the prior 12
months, without obtaining a dependence diag-
nosis, to receive an abuse diagnosis. DSM-
based dependence, on the other hand, requires
the positive endorsement of at least three out of
seven symptoms defined by psychological and
physiological dimensions. Items indicating psy-
chological dependence refer to continued and
compulsive use in the face of negative conse-
quences, such as continuing drug use despite
recognition of drug-induced depression or quit-
ting important social or occupational activities
because of drug use. Items indicating physio-
logical dependence refer to tolerance (i.e., the
need for increased drug amounts to achieve in-
toxication) and withdrawal (i.e., the develop-
ment of symptoms such as nausea, anxiety, in-
creased pulse rate, or insomnia due to the
cessation of heavy or prolonged drug use). In
DSM-IV, substance abuse and dependence cri-
teria are the same for all substances, are mutu-
ally exclusive, and the diagnoses of abuse and
dependence are hierarchically arranged (i.e., a
dependence diagnosis precludes an abuse di-
agnosis). One or two dependence symptoms
without abuse symptoms results in the individ-
ual not meeting any diagnostic criteria for a
substance use disorder (SUD); individuals fall-
ing into this category have been described
as “diagnostic orphans” (Pollock & Martin,
1999) and are further discussed in the “Appli-
cability of SUD Criteria” section.

It is noteworthy that ICD-10 (WHO, 1992)
also identifies two subgroups of problematic
drug use: harmful use and dependence. These
two ICD-10 groups are defined similarly to the
abuse and dependence groups of DSM-IV, and
their applicability to youth has been supported
(Pollock, Martin, & Langenbucher, 2000).
However, most research on adolescent SUDs
has focused almost exclusively on the applica-
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TABLE 4.1. DSM-IV-TR Criteria for Substance Abuse and Dependence Disorders

Abuse criteria
(must endorse at least one item in past 12 months
and have no dependence diagnosis)

Dependence driteria
(must endorse at least three items in past
12 months)

1. Failure to fulfill role obligations at work,
school, or home, such as:
• Absences from work/school due to use
• Avoiding family activities due to use

2. Use in physically hazardous situations, such as:
• Driving
• Operating a machine
• Participating in dangerous activities

3. Substance-related legal problems, such as:
• Possession of an illegal substance
• Selling or distribution of an illegal substance
• Minor consumption

4. Continued use despite social or interpersonal
problems, such as:
• Physical fights
• Arguments with loved ones regarding

consequences of drug use

1. Tolerance, defined by:
• Need for larger amounts of the drug to

achieve intoxication
• Current effect of drug is diminished compared

to previous use of same drug

2. Withdrawal, defined by:
• Two or more symptoms that occur as a result

of diminished regular or heavy use, such as
increased pulse rate, nausea, anxiety, hand
tremors, hallucinations, insomnia

• Use of same or similar drug to avoid
symptoms mentioned above

3. Using more than intended, such as:
• Using for a longer period than intended
• Using a larger quantity than planned

4. Desire to cut down or control use, defined by:
• Repeated efforts to cut back or quit using

substance
• Efforts to cut back or control use were

considered “unsuccessful”

5. Excessive time spent in obtaining or using the
drug, such as:
• Driving long distances to obtain drug
• Spending significant portions of the day using

the drug
• Spending significant portions of the day

recovering from use

6. Activities given up or reduced due to use, such
as:
• Quitting social or recreational activities
• Missing appointments or meetings to use the

drug or recover from its use

7. Continued use despite physical or psychological
problems, such as:
• Continuing to use drugs even though person

has drug-induced depression
• Continuing to use drugs even though person

suffers from a physical ailment, such as an
ulcer, that can be aggravated by drug use

Note Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders. Copyright 2000. American
Psychiatric Association.



tion of DSM-based criteria, making DSM-IV
diagnosis more readily recognized in the field;
therefore, it is the only classification system
discussed in this chapter.

Diagnostic categories are intended to cap-
ture and describe a cluster of associated behav-
iors and symptoms, thus complementing di-
mensional approaches by providing categorical
groupings. Theoretically, these features should
represent core pathological processes and fol-
low a distinctive course (Millon, 1991). Func-
tions of a diagnosis include the ability to
identify cases for clinical intervention, convey
information about prognosis, facilitate com-
munication among clinicians and researchers,
increase the homogeneity of research samples,
and provide phenotypes for genetic research
(McGue, 1999).

To achieve an accurate diagnosis, a thorough
assessment of SUDs should include reliable pre-
cursors of the SUD, such as onset prior to age
12 (Henly & Winters, 1988), preadolescent to-
bacco use (Clark, Kirisci, & Moss, 1998), and
polydrug use (Winters, 1994). All of these drug
use behaviors have been associated with an
increased likelihood of developing an SUD.
Though reported levels of substance use are not
significantly correlated with the presence of an
SUD, especially in the case of alcohol (Pollock
& Martin, 1999), quantity and frequency vari-
ables can produce important information, par-
ticularly when data are compared with regu-
larly updated norms of use; thus, they should
also be considered during an assessment of
SUDs.

Course of SUDs

The clinical course of an SUD indicates both
the changes and expression of an SUD, and
the associated functioning over time (Brown,
1993). Understanding the course of adolescent
SUDs is essential in determining the etiology
and prognosis; as previously mentioned, some
adolescent drug use occurs within an experi-
mentation phase that is quite normal with-
in adolescent development (Kandel, 1975),
whereas other adolescent drug use is at a level
more indicative of abuse or dependence. Multi-
ple studies that have examined developmental
trajectories of adolescent drug use (Lewinsohn,
Rohde, & Seeley, 1996; Schulenberg, O’Mal-
ley, Bachman, Wadsworth, & Johnson, 1996)
have found results that support the notion of
separate experimental and SUD paths. Devel-

opmental trajectories have been characterized
as developmentally limited or intermittent, as
would be expected in an experimental case, as
well as persistent or relatively continuous, sug-
gestive of an SUD. One such trajectory by
Lewinsohn and colleagues found gender differ-
ences in alcohol use within a community sam-
ple; females had an earlier age of onset for an
alcohol use disorder (AUD) compared to males
(14.6 vs. 16.1 years old, respectively), though
males developed alcohol-related problems at a
faster rate between ages 18 and 19. The same
sample provided evidence that the average du-
ration of an AUD was about 52 weeks for the
community sample of adolescents (Lewinsohn
et al., 1996).

Certain populations of adolescents tend to
have higher rates of SUDs, such as homeless
youth, those in the juvenile justice system, and
those in psychiatric settings. In one study of
homeless youth, nearly half met criteria for al-
cohol dependence (45%; Baer, Ginzler, & Pe-
terson, 2003), and almost one-third (32%) of
youth in the juvenile justice system are esti-
mated to have an SUD (Bilchik, 1998). In ad-
dition, approximately 41% of teenagers in
a study of adolescent psychiatric inpatients
met DSM criteria for an AUD (Grilo, Fehon,
Walker, & Martino, 1996). These data suggest
that the course of SUDs among certain popula-
tions of youth is more acute and calls for a
heightened awareness of SUD assessment by
treatment providers within these settings.

Some variables have been found to predict
the course of SUDs among adolescents in a
chemical dependence treatment setting. Pre-
treatment characteristics associated with more
favorable substance use outcomes include a
lower severity level of substance use at ad-
mission (Maisto, Pollock, Lynch, Martin, &
Ammerman, 2001), greater readiness to change
(Kelly, Myers, & Brown, 2000), and fewer con-
duct problems or other co-occurring psycho-
pathology (Grella, Hser, Joshi, & Rounds-
Bryant, 2001; Winters, Stinchfield, Opland,
Weller, & Latimer, 2000). Factors influencing
better outcomes during treatment include a
longer length of treatment (Hser et al., 2001)
and family involvement in treatment (Liddle &
Dakof, 1995). Posttreatment predictors of
better outcome include participation in after-
care (Winters, Stinchfield, et al., 2000), low
levels of peer substance use (Winters, Stinch-
field, et al., 2000), ability to use coping skills
(Myers, Brown, & Mott, 1993), and continued
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commitment to abstain (Kelly et al., 2000). Of
all these factors, the posttreatment predictors
accounted for more variance in the teenagers’
outcomes 1 year after treatment than did the
pretreatment and during-treatment variables.
However, it is important to recognize that the
predictors may change over time, just as the
impact of the predictor on the course of SUD
may change. For example, sibling drug use is
associated with more frequent drug use during
the first 6 months posttreatment, but as time
passes, peer drug use becomes a stronger pre-
dictor of SUD course than does family environ-
ment, including sibling drug use (Latimer, Win-
ters, Stinchfield, & Traver, 2000).

Psychosocial Factors

An accurate and detailed assessment of the ad-
olescent’s psychosocial functioning is addition-
ally important. Measurement of the various
psychosocial dimensions provides beneficial in-
formation regarding the extent of the drug use,
aids in treatment planning, and yields data to
monitor treatment efficacy. Dimensions that
should be included in the assessment protocol
include the deterioration of interpersonal rela-
tionships, school and employment problems,
history of legal problems, the discontinuation
(or significant change) of recreational activi-
ties, and the extent of sexual promiscuity. Two
salient psychosocial factors merit additional
discussion and are addressed in the following
paragraphs: peer factors and family environ-
ment.

Peer Factors

The assessment protocol needs to examine the
role of peer influence within the adolescent’s
drug use behaviors. Multiple research studies
have found evidence that peer issues comprise
one of the most prominent factors contributing
to the onset and maintenance of drug use. For
example, Chilcoat and Breslau (1999) found
that youth who associate with peers who use
drugs were six times as likely to use drugs as
those who did not associate with drug-using
peers. Similar results were found by Farrell
and Danish (1993) and Winters, Latimer,
Stinchfield, and Henly (1999). A parallel find-
ing by Guo, Hill, Hawkins, Catalano, and
Abbott (2002) revealed that adolescents in-
volved with peers exhibiting antisocial behav-
iors were at a higher risk of initiating illicit

drug use. Understanding the intricacies of peer
relationships is complex, to say the least. The
nature of this association between drug use and
peers may be due to pressure to use drugs ex-
erted by drug-using friends, or to the increased
likelihood that drug-using individuals seek out
other drug-using peers. Peer influences may
also impact a youth’s attitudes and expectan-
cies regarding drug use, as well as his or her ac-
cess to drugs (Dishion, Capaldi, Spracklen, &
Fuzhong, 1995; Hawkins, Catalano, & Miller,
1992; Patterson, Forgatch, Yoerger &
Stoolmiller, 1998).

Family Factors

Family influences encompass several variables,
including familial genetic risk and parenting
practices. Children with parents who have an
SUD have been shown to be at increased risk
for the development of a SUD (McGue, 1999).
Parent SUDs constitute both genetic liability
and environmental influences for drug involve-
ment and SUDs in the child. Also, other psy-
chopathology in family members, particularly
a history of parental antisocial behavior, is rele-
vant in offspring SUD liability (Clark, Moss, et
al., 1997; Earls, Reich, Jung, & Cloninger,
1988; Hill & Muka, 1996; Zucker, Fitzgerald,
& Moses, 1995). Results from twin and family
studies provide additional insight into the role
of family genetics and home environment on
youth drug use. There is converging evidence
that the initiation of alcohol use in midado-
lescence is predominantly influenced by factors
such as parental monitoring and the father’s
drinking level rather than genetic factors (e.g.,
Heath & Martin, 1988; Iacono, Carlson, Tay-
lor, Elkins, & McGue, 1999; Koopmans &
Boomsma, 1996), but once drinking is initi-
ated, it appears that genetic factors increasingly
influence the frequency of alcohol and other
drug use, as well as the prevalence of SUDs
(e.g., Rose, Dick, Viken, Pulkkinen, & Kaprio,
2001). Of course, it is important to keep in
mind that normative developmental outcomes
are more common among youth than a disor-
dered developmental course in the face of pre-
sumed SUD heritable liability (Clark & Win-
ters, 2002).

Parenting factors are strongly associated
with adolescent risk for drug involvement, es-
pecially factors such as closeness or warmth
and control or monitoring. These aspects of
parenting reflect characteristics of affection,
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nurturance, and acceptance of the child by the
parent, and of supervision of the child’s ac-
tivities and firmness in setting limits (Clark,
Thatcher, & Maisto, 2005; Kandel, 1990). Sev-
eral researchers have found increased drug use
among adolescents in families that lack close-
ness or affection, effective discipline, and su-
pervision; that have excessive or weak parental
control and inconsistent parenting (Cleveland,
Gibbons, Gerrard, Pomery, & Brody, 2005;
Dishion, Patterson, & Reid, 1988; Kandel,
1990; Kosterman, Hawkins, Guo, Catalano, &
Abbott, 2000; Patock-Peckham, Cheong,
Balhorn, & Nagoshi, 2001; Zucker & Noll,
1987).

Psychological Benefits

In spite of the detrimental effects incurred by
drug use, many adolescents are driven by psy-
chological benefits from such use (Shaffer,
1997). Psychological advantages of adolescent
drug use include mood enhancement, stress re-
duction, and relief from boredom (Petraitis,
Flay, & Miller, 1995). In one study, mood en-
hancement played a more central role in drug
use among youth with an SUD, whereas these
psychological benefits were not as important to
youth who use drugs infrequently (Henly &
Winters, 1988). Because these psychological
benefits play such an important role in the at-
traction and exacerbation of drug use among
adolescents, prevention and early intervention
efforts must underscore the harmful implica-
tions to outweigh the perceived benefits.

Coexisting Mental Health Disorders

Numerous clinical and epidemiological stud-
ies have demonstrated that adolescents who
are involved with drugs often have coexisting
psychological disorders (Boys et al., 2003;
Clark & Bukstein, 1998; Kandel et al., 1999).
Rohde, Lewinsohn, and Sealy (1996) reported
that among adolescents who either abused or
were dependent on alcohol, 80% also had
some other form of psychopathology. The most
common types of comorbid psychiatric condi-
tions include externalizing disorders (i.e., con-
duct disorder [CD], oppositional defiant disor-
der [ODD], and attention-deficit/hyperactivity
disorder [ADHD]) and internalizing disorders
(i.e., depression and anxiety disorders—pri-
marily posttraumatic stress disorder [PTSD]).
Comprehensive drug use assessment should

therefore not only ascertain information
regarding problems the adolescent is experienc-
ing with alcohol and other drugs but also thor-
oughly identify comorbid psychiatric symp-
tomatology. Doing so may be a key element in
the projected success of an SUD intervention
and subsequent relapse prevention. In addition,
the knowledge obtained from these compre-
hensive assessments may facilitate more effec-
tive drug abuse prevention initiatives.

Comorbid Externalizing Disorders

Childhood aggression, rebelliousness, theft,
and destructiveness, along with related ex-
ternalizing disorders such as CD and ODD, are
common among youth with SUDs, as well as
among children of parents with SUDs (Clark,
Moss, et al., 1997; Earls et al., 1988; Zucker et
al., 1995). Prospective research reveals that an-
tisocial behaviors in late childhood and the ini-
tiation of drug use in early adolescence predict
later drug involvement (Boyle et al., 1992;
Clark, Parker, & Lynch, 1999). The exact rela-
tionship between externalizing behavior and
SUDs is complex. Three theories have been
outlined regarding their potential association
(Clark & Bukstein, 1998). First, CD has been
found to predate or contribute to the develop-
ment of an SUD (Clark et al., 1998), whereby
poor behavioral inhibition or increased novelty
seeking may lead to increased substance use.
Second, other researchers have found that
SUDs precede CD. For example, Clark and
Bukstein (1998) reported that factors coincid-
ing with an SUD, such as poor judgment and
association with delinquent peers, may act as a
catalyst for antisocial behavior and subsequent
ODD or CD. Finally, in a third perspective, CD
and substance use may occur concurrently, for
they may share common environmental and
personal risk factors (e.g., socioeconomic sta-
tus, family problems, low academic achieve-
ment, association with deviant peer group).
These risk factors may act independently or
synergistically to impact the severity of the sub-
stance use and antisocial behavior (Clark &
Bukstein, 1998; Donovan & Jessor, 1985).
Barkley, Fischer, Smallish, and Fletcher (2004)
showed that both CD and drug use interact
over time to escalate the severity of the other
set of symptoms.

The relationship between ADHD and SUDs
is equally complex despite the significant litera-
ture that has explored the association. Some
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studies have found that individuals with a his-
tory of ADHD, compared with controls, are
more likely to develop substance use and
substance-related problems (Barkley et al.,
2004; Mannuzza, Klein, Bessler, Malloy, &
LaPadula, 1993; Milberger, Biederman,
Faraone, Chen, & Jones, 1997). Other studies
have not found similar relationships (Bieder-
man et al., 1997; Hechtman & Weiss, 1986).
Some researchers have found that the associa-
tion between ADHD and drug use problems
is mediated by CD (August et al., 2006;
Biederman et al., 1997; Clark et al., 1999;
Lynskey & Fergusson, 1995), whereas others
have revealed an independent association be-
yond that explained by CD (Thompson, Riggs,
Mikulich, & Crowley, 1996). For example,
Barkley and colleagues (2004) found that
ADHD is related to some forms of drug use
and nonviolent, drug-related illegal activities,
independent of CD. Another study found that
by examining ADHD symptomatology dimen-
sionally rather than categorically, level of atten-
tion predicted subsequent substance use be-
yond that of CD symptomatology (Tapert,
Baratta, Abrantes, & Brown, 2002). With re-
gard to tobacco, a commonly cited gateway
drug, ADHD has also been linked to its early
initiation and increased use (Milberger et al.,
1997). Other researchers who have studied
specific ADHD symptomatology found that in-
attention (Burke, Loeber, & Lahey, 2001) or
impulsivity–hyperactivity (Molina, Smith, &
Pelham, 1999) accounts for an association be-
tween tobacco use and ADHD, even after they
controlled for CD.

Comorbid Internalizing Disorders

Internalizing disorders such as anxiety disor-
ders (e.g., PTSD) and mood disorders (e.g., ma-
jor depression) may be another pathway asso-
ciated with SUDs (Clark & Miller, 1998; Clark
& Sayette, 1993). Children of parents with
SUDs have been found to have increased rates
of internalizing disorders and related symp-
toms (Clark, Moss, et al., 1997; Earls et al.,
1988; Hill & Muka, 1996). Among adoles-
cents with SUDs, elevated rates of internalizing
disorders and related symptoms have been re-
ported, especially among female compared to
male adolescents with SUDs (Deykin, Levy, &
Wells, 1987; Martin, Lynch, Pollock, & Clark,
2000). Childhood major depression was more
common in individuals with adolescent-onset

rather than adult-onset SUDs (Clark &
Bukstein, 1998). These associations do not,
however, establish a causal pathway between
childhood internalizing disorders and later
SUDs. Similar to the “chicken and egg” conun-
drum that exists with SUDs and externalizing
disorders, the specific association between in-
ternalizing disorders and SUDs remains indis-
tinct. Some researchers have found that symp-
toms of anxiety and depression may be
produced by alcohol or other substances (Clark
& Sayette, 1993; Schuckit & Hesselbrock,
1994), whereas others have demonstrated that
an AUD may exacerbate symptoms of PTSD
(Stewart, 1996).

Another complicating feature is that data
from adolescents with SUDs indicate that both
CDs and major depression may coexist in some
individuals (Clark, Pollock, et al., 1997). Pro-
spective longitudinal research that integrates
findings for antisocial disorders and those for
internalizing disorders that begin in preadol-
escence, and assesses the sequencing of these
characteristics for specific developmental peri-
ods (i.e., early adolescence, middle adoles-
cence) is needed to clarify these relationships
(Clark et al., 1999).

Other psychiatric disturbances have also
been shown to correlate with SUDs in adoles-
cents though at a lower rate. A number of indi-
viduals with eating disorders such as bulimia
nervosa also have been shown to abuse sub-
stances or to have an SUD (Lewinsohn, Hops,
Roberts, Seeley, & Andrews, 1993). In addi-
tion, adverse life events, including childhood
maltreatment (i.e., physical abuse, sexual
abuse, neglect), are also associated with the de-
velopment of an SUD (Stewart, 1996). Finally,
some researchers have suggested that efforts be
extended to study the possible co-occurrence of
learning and language disabilities, and SUDs in
adolescents (Weinberg, Rahdert, Colliver, &
Glantz, 1998).

DEVELOPMENTAL CONSIDERATIONS
IN DRUG USE ASSESSMENT

Categories Reflecting Use

Of great importance in assessing adolescent
drug use is differentiation among normative
use, abuse, and dependence. It can be difficult
to determine when adolescent drug use will
have short-term, minimal health effects, and
when it may escalate, with negative, long-term
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repercussions. As previously noted, its popular-
ity among youth places drug use within a nor-
mative developmental phase for adolescents.
Most often, drug use among youth occurs
within a social context of legal drug use,
namely, alcohol or tobacco (Kandel, 1975;
SAMHSA, 2005). These so-called gateway
drugs are readily accessible to minors due to
their legality and general availability. Though
the large majority of youth do not progress be-
yond the use of these gateway drugs, some
progress to more serious levels of drug use that
result in abuse or dependence. As already
noted, national estimates indicate that about
11% of youth use drugs to the point of meeting
criteria for either a substance abuse or sub-
stance dependence disorder during the teenage
years (Winters et al., 2007).

Applicability of SUD Criteria

The applicability of DSM criteria to adoles-
cents’ use of alcohol and other drugs (AOD)
has aroused researchers’ reservations for sev-
eral reasons (Martin & Winters, 1998). The
first such reason, previously mentioned in the
“Substance Use Disorders” section, concerns
the distinction between abuse and dependence
criterion sets, which are not well supported by
research. The abuse diagnosis has low concor-
dance across different classification systems
(Pollock et al., 2000), and abuse criteria cover
symptoms that are conceptually less severe that
some dependence criteria (Pollock & Martin,
1999). Similarly, some studies have found a
higher prevalence of the more severe depend-
ence diagnosis in relation to the more moderate
abuse diagnosis (Chung, Martin, Armstrong,
& Labouvie, 2002).

Second, other reservations exist at the crite-
rion level; certain criteria have limited utility
among adolescents. For example, tolerance, an
important criterion for dependence, has low di-
agnostic specificity among adolescents, because
tolerance for drugs is likely a normal physio-
logical phenomenon that can take extended
lengths of time to develop; most adolescents
have not been using drugs for a long enough
period for this criterion to develop. This is par-
ticularly the case for alcohol (Chung, Martin,
Winters, & Langenbucher, 2001). The defini-
tion of “tolerance” also imparts concern, be-
cause it is characterized as a marked increase in
quantity used, so a tolerance symptom may be
overassigned to those who report low initial

quantities, and underassigned to those who re-
port high initial quantities, regardless of the
physical effect on the individual. Another im-
portant diagnostic criterion, withdrawal, has
limited utility for adolescents because it occurs
at very low base rates even in clinical samples
(Martin, Kaczynski, Maisto, Bukstein, &
Moss, 1995; Winters, Latimer, & Stinchfield,
1999).

A third criterion issue concerns the interpre-
tation or meaning of the symptom for adoles-
cents. For example, “drinking more than in-
tended” may be endorsed more frequently
among teenagers not because of a compulsive
pattern of use, but rather because of poor judg-
ment, inexperience with the effects of the drug,
or social pressures to use. Specific interview
probes, such as motivation to use, perceived
ability to control use, and reasons for limiting
use, are more beneficial in discerning a clinical
phenomenon of impaired control in adoles-
cents.

A final word regarding the applicability of
SUD criteria for adolescents pertains to the het-
erogeneity of the DSM-IV substance abuse cri-
teria. The abuse symptoms cover a broad range
of problems, yet only one symptom is required
to meet the criteria. In addition, symptoms of
abuse do not always precede symptoms of de-
pendence, contrary to the notion that abuse
should be a precursory condition to depend-
ence (Martin, Kaczynski, Maisto, & Tarter,
1996). For these reasons, adolescents can more
easily “fall through the cracks” of the DSM-IV
system; that is, individuals who meet criteria
only for one or two dependence symptoms, and
no abuse symptoms, therefore do not qualify
for any diagnosis (Hasin & Paykin, 1998;
Pollock & Martin, 1999). Approximately 10–
30% of adolescents in clinical settings fall into
this “crack” of the diagnostic system (Harri-
son, Fulkerson, & Beebe, 1998; Lewinsohn et
al., 1996; Pollock & Martin, 1999).

Differences with Adults

The groundwork for adolescent drug assess-
ment and treatment procedures is largely based
on theory and experience with adult drug use,
with little or no modification of the criteria or
diagnostic thresholds. Thus, the applicability
of current assessment procedures to adoles-
cents is uncertain (Martin & Winters, 1998;
Tarter, 1990). Research has shown that adoles-
cents exhibit behavioral, psychological, and
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physiological characteristics differently than do
adults (Kaminer, 1991). For example, alcohol
is rarely the sole substance abused among ado-
lescents; rather, they are likely also to abuse
marijuana and other drugs concurrently with
alcohol (SAMHSA, 1999). However, adults in
treatment for substance problems frequently
report alcohol as the primary substance
abused. These drug use patterns in the two age
groups probably reflect differences between
generations, as well as the effects of age and
age-related responsibility.

Another example illustrating the differences
between adult and adolescent drug assessment
pertains to the rate at which SUDs prog-
ress. Martin and colleagues (1995) found that
drug use can progress from experimentation to
abuse or dependence much more rapidly for
adolescents than it can for adults. Adolescents
are often diagnosed with SUDs within a year of
their initial use, whereas adults generally use
drugs for several years before progressing to
dependence.

Neurobiology

Recent research has indicated that the brain
does not fully develop until early adulthood
(Giedd, 2004). In some regions of the brain,
particularly the prefrontal cortical region asso-
ciated with judgment (resisting impulses and
other executive functioning), nearly 50% of the
neurons undergo “pruning” and transforma-
tion during adolescence. Because of this imma-
turity, there is speculation that the developing
adolescent brain may be highly vulnerable to
the effects of drug use. Studies with laboratory
animals have provided evidence that adoles-
cents differ significantly from adults in their re-
ceptivity to the effects of alcohol (Spear, 2000).
Adolescent rats show decreased sensitivity to
the unpleasant effects of alcohol (i.e., vomiting,
hangovers) and increased sensitivity to the so-
cial benefits of alcohol compared to older rats.
Adolescent rats also require a larger amount of
alcohol to reduce anxiety than do older rats
(Varlinskaya & Spear, 2002). These findings
suggest that adolescents may be less capable
than adults of moderating their alcohol intake.

Laboratory animals also provide evidence
that exposure to drugs during adolescence in-
fluences later neural functioning. Rats that
were chronically exposed to alcohol during ad-
olescence exhibited greater cognitive difficul-
ties than rats exposed to the same amount of

alcohol in adulthood (Markwiese, Acheson,
Levin, Wilson, & Swartzwelder, 1998). In re-
gards to human subjects, Tapert and Schweins-
burg (2005) reported that adolescents with a
history of heavy alcohol use had smaller hippo-
campi compared to those of a matched control
sample; the hippocampus is the area of the
brain responsible for creating memories. The
same adolescents revealed memory and other
neuropsychological impairment during recall
tasks, due to reduced brain activation. These
findings are only suggestive because brain func-
tioning prior to alcohol use was not measured,
but they emphasize the importance of further
study on the possible deleterious effects of alco-
hol use on the developing brain.

Gender

Although some exceptions exist, prevalence
studies generally indicate that boys are at a
greater risk than girls for drug use and drug
problems (Kahler, Read, Wood, & Palfai,
2003). This pattern was emphasized in a recent
national report of drug use among Americans.
Adolescent boys reported higher rates on
nearly every drug use variable, including early
(prior to age 12) onset of drug use, binge drink-
ing, illicit drug use, and SUDs (SAMHSA,
2005). Cigarette use is roughly the same across
genders, however (Johnston et al., 2005).

Clinical studies have revealed both gender
differences and similarities with regard to pos-
sible psychosocial determinants of drug use.
Opland, Winters, and Stinchfield (1995) found
that girls’ drug use is a coping mechanism in re-
sponse to stress, whereas boys tend to use
drugs for the pleasurable effects. In a cross-
sectional study of drug-abusing youth as-
sessed in clinical settings, Winters, Latimer,
Stinchfield, and Henly (1999) found that scales
measuring delinquency and peer drug involve-
ment were most highly correlated with overall
drug use in both girls and boys. However, girls,
compared to boys, tended to have higher asso-
ciations between drug involvement and psy-
chological distress. A related question is the
relative severity of reported psychosocial prob-
lems. Hsieh and Hollister (2004) found that fe-
male subjects who were entering a substance
abuse treatment program exhibited more se-
vere psychological difficulties, poorer self-
image, increased family problems, and more
exposure to sexual abuse than did their male
counterparts. However, boys, compared to
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girls, in the same study exhibited higher rates
of conduct problems related to school difficul-
ties and legal problems. Dakof, Tejeda, and
Liddle (2000) found similar results in their clin-
ical sample, namely, that drug-abusing girls
exhibited much higher levels of internalizing
symptoms and higher levels of family dysfunc-
tion, even though they used drugs just as exten-
sively as the boys.

Other Factors

Other developmental issues are relevant with
respect to assessing adolescent drug use. Delays
in social and emotional functioning (Noam &
Houlihan, 1990), diminished respect toward
authority, and the tendency to be egocentric
(Erikson, 1968) and to minimize negative con-
sequences (Lewinsohn et al., 1996) may con-
tribute to inaccurate reporting of personal
drug use behaviors and to poor motivation to
change (Cady, Winters, Jordan, Solberg, &
Stinchfield, 1996).

THE ASSESSMENT PROCESS

When an adolescent is suspected of using
drugs, the assessment process should begin
with screening questions about recent drug use
quantity and frequency (e.g., “How often did
you use drugs in the past 6 months?”), the pres-
ence of adverse consequences of use (e.g., “Has
your drug use led to problems with your
parents?”), and situations in which drug use
is common (e.g., “Do you use drugs before
or during school?”). Several psychometrically
sound screening instruments help to guide the
screening process (a summary of screeners is
provided in the next section).

If the screening suggests a possible drug use
problem, the clinician should conduct a more
comprehensive assessment to determine details
of drug use quantity and frequency, conse-
quences of such use, whether the teenager meets
criteria for an SUD, and what other behavioral
and mental comorbid problems may exist. Nu-
merous examples of comprehensive instruments
with established psychometric properties, in-
cluding interviews and paper-and-pencil ques-
tionnaires, are available in the literature (these
tools are summarized in the next section).

A thorough assessment of the adolescent’s
drug use should include detailed inquiry into
the age of onset and progression of use for spe-

cific substances, circumstances, frequency and
variability of use, and types of drugs used. The
assessor should also inquire about the context
of use, which should include the usual times
and places of drug use, the attitudes and use
patterns of the adolescent’s peers, and typical
behavioral and social triggers, and antecedents
associated with drug use. The clinician should
also ask about direct and indirect consequences
of use in the domains of school, social, family,
psychological functioning, and physical/medi-
cal problems. Finally, the assessor should eval-
uate the adolescent’s problem recognition and
readiness for treatment. These questions may
help to determine the initial treatment goals.

The determination of an SUD requires that
the assessor review the criteria for substance
abuse and dependence for specific substances.
As previously mentioned, abuse criteria focus
on negative social and personal consequences
as a result of repetitive use; dependence criteria
address symptoms associated with the con-
tinued use of drugs in the face of negative
consequences (see Table 4.1). The differential
diagnosis of adolescent SUDs requires consid-
eration that the symptoms of drug use are not
due to premorbid or concurrent problems, such
as CD or family issues. Given the frequent
comorbidity of SUDs and other psychiatric dis-
orders, it is important that the assessor com-
prehensively review in timeline fashion the past
and present history of psychiatric symptoms.
Such a timeline approach can help the assessor
sort out the interrelationship between drug
use and comorbid psychopathology (Riggs &
Davies, 2002).

OVERVIEW OF INSTRUMENTS FOR ASSESSING
ADOLESCENT DRUG USE AND RELATED PROBLEMS

Significant contributions by researchers over
the past decade have provided clinicians and
researchers with numerous instruments to as-
sist in the assessment of adolescent drug use be-
haviors (Leccese & Waldron, 1994; Winters,
2001). Many measures have been normed for
adolescents of varying ages and written to
be conducive to young people’s comprehen-
sion levels. Some tools are designed to iden-
tify quickly youth at risk for drug problems,
whereas other measures provide extensive, di-
agnostically related information.

Several summaries of adolescent screening
and comprehensive assessments exist, includ-
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ing two by the federal government—Screening
Assessment of Adolescents with a Substance
Use Disorder (Center for Substance Abuse
Treatment, 1999) and the second edition of As-
sessing Alcohol Problems: A Guide for Clini-
cians and Researchers (National Institute on
Alcohol Abuse and Alcoholism [NIAAA],
2003)—and others in journal articles (Leccese
& Waldron, 1994; Martin & Winters, 1998)
and chapters in handbooks (Winters, 2001).
We provide our own summary below. Inclusion
in our overview required that the instrument be
developed specifically for adolescents, with its
psychometric properties reported in a peer-
reviewed publication, user information avail-
able in print (e.g., manual, scoring informa-
tion), and the instrument’s author or publisher
easily accessible to answer user questions.
Thus, the reviewed measures are both scientifi-
cally rigorous and have high clinical utility.

Screening Instruments

Clinicians and researchers working with ado-
lescents have access to a wide range of
screening instruments, most commonly self-
report questionnaires, to describe the possible
or probable presence of a drug problem (see
Table 4.2 for a listing). We review four cate-
gories of screening tools: alcohol, all drugs
(including alcohol), nonalcohol drugs, and
multiscreens.

Alcohol Screens

Two contemporary screening tools focus exclu-
sively on alcohol use. The 24-item Adolescent
Drinking Inventory (Harrell & Wirtz, 1989)
examines adolescent problem drinking by mea-
suring psychological symptoms, physical symp-
toms, social symptoms, and loss of control.
Written at a fifth-grade reading level, it yields
a single score with cutoffs, as well as two
research subscale scores (Self-Medicating
Drinking and Rebellious Drinking). The Ado-
lescent Drinking Inventory yields high internal
consistency reliability (coefficient alpha, .93–
.95), and has demonstrated validity in measur-
ing the severity of adolescent drinking prob-
lems (e.g., it has revealed a very favorable hit
rate of 82% in classification accuracy). The
second measure in this group, the 23-item
Rutgers Alcohol Problem Index (RAPI; White
& Labouvie, 1989), measures consequences of
alcohol use pertaining to family life, social rela-

tions, psychological functioning, delinquency,
physical problems, and neuropsychological
functioning. Based on a large general popula-
tion sample, the RAPI was found to have high
internal consistency (.92), and, among heavy
alcohol users, a strong correlation with DSM-
III-R criteria for substance use disorders (.75–
.95) (White & Labouvie, 1989).

Screens for All Drugs

Another group of screening tools comprise the
relatively short measures that nonspecifically
cover all drug categories, including alcohol.
Examples of these measures are the Adolescent
Alcohol and Drug Involvement Scale (AADIS;
Moberg, 2003), CRAFFT (Knight, Sherritt,
Harris, Gates, & Chang, 2003; Knight,
Sherritt, Shrier, Harris, & Chang, 2002), Per-
sonal Experience Screening Questionnaire
(PESQ; Winters, 1992), and the Sub-
stance Abuse Subtle Screening Inventory—
Adolescents (SASSI-A; Miller, 1985). The 14-
item AADIS includes a drug abuse problem
severity scale; a range of reliability and validity
evidence for this screen has been reported
(Moberg, 2003). The CRAFFT is a specialized,
six-item screen designed to be administered
verbally during a primary care interview to ad-
dress both alcohol and drug use. Its name is a
mnemonic device to help physicians incorpo-
rate six questions into their primary care ex-
ams. Based on a study in a large, hospital-based
adolescent clinic, scores from the CRAFFT
were found to be highly correlated with scores
from several existing and valid measures, and a
cutoff score of 2 has been found to be highly
predictive of a drug problem (Knight et al.,
2002, 2003). The 40-item PESQ comprises
a problem severity scale (coefficient alpha, .91–
.95), drug use history, select psychosocial
problems, and response distortion tendencies
(“faking good” and “faking bad”). Norms for
normal, juvenile offender, and drug abusing
populations are available. The PESQ is esti-
mated to have an accuracy rate of 87% in pre-
dicting the need for further drug abuse assess-
ment (Winters, 1992). The 81-item SASSI-A
yields scores for several scales, including face-
valid alcohol, face-valid other drug, obvious at-
tributes, subtle attributes, and defensiveness.
Validity data indicate that SASSI-A scale scores
are highly correlated with Minnesota Multi-
phasic Personality Inventory (MMPI) scales,
and that its cutoff score for “chemical de-
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pendency” corresponds highly with intake di-
agnoses of substance use disorders (Risberg,
Stevens, & Graybill, 1995). However, claims
that the SASSI-A is valid in detecting unre-
ported drug use and related problems have not
been empirically justified (Rogers, Cashel,
Johansen, Sewell, & Gonzalez, 1997).

Screens for Nonalcohol Drugs

The third category of screening tools pertains
to those that screen only nonalcohol drugs.
Only one screen falls into this group: the Drug
Abuse Screening Test for Adolescents (DAST-
A; Martino, Grilo, & Fehon, 2000), adapted
from Skinner’s (1982) adult tool, the Drug
Abuse Screening Test. This 27-item question-
naire is associated with favorable reliability
data and is highly predictive of DSM-IV drug-
related disorders when tested among adoles-
cent psychiatric inpatients.

Multiproblem Screens

The final group of screening measures com-
prise two “multiscreen” instruments that ex-
amine several domains, in addition to drug in-
volvement. The 139-item Problem Oriented
Screening Instrument for Teenagers (POSIT;
Rahdert, 1991) is part of the Adolescent As-
sessment and Referral System developed by the
National Institute on Drug Abuse (NIDA). It
tests for 10 functional adolescent problem ar-
eas: substance use, physical health, mental
health, family relations, peer relationships, ed-
ucational status, vocational status, social skills,
leisure and recreation, and aggressive behavior/
delinquency. Cutoff scores for determining the
need for further assessment have been ratio-
nally established, and some have been con-
firmed with empirical procedures (Latimer,
Winters, & Stinchfield, 1997). Convergent and
discriminant evidence for the POSIT have been
reported by several investigators (e.g., Dembo,
Schmeidler, Borden, Chin-Sue, & Manning,
1997; McLaney, Del-Boca, & Babor, 1994).
The Drug Use Screening Inventory—Revised
(DUSI-R), a 159-item instrument that describes
drug use problem severity and related prob-
lems, produces scores on 10 subscales, as well
as one Lie Scale. Domain scores were related to
DSM-III-R substance use disorder criteria in a
sample of adolescent substance abusers (Tarter,
Laird, Bukstein, & Kaminer, 1992). An addi-
tional psychometric report provides norms and

evidence of scale sensitivity (Kirisci, Mezzich,
& Tarter, 1995).

Comprehensive Assessment Instruments

If an initial screening indicates the need for
further assessment, clinicians and researchers
can employ various diagnostic interviews,
problem-focused interviews, and multiscale
questionnaires (see Table 4.3 for a list). These
instruments yield information that can more
definitively assess the nature and severity of the
drug involvement, typically assign an SUD di-
agnosis, and identify the psychosocial factors
that may predispose, perpetuate, and maintain
the drug involvement.

Diagnostic Interviews

Diagnostic interviews, which focus on DSM-
based criteria for SUDs, include both general
psychiatric interviews that address all psychiat-
ric disorders and SUD interviews that focus pri-
marily on drug use and related domains of
functioning. The majority of the diagnostic in-
terviews are structured; that is, the format di-
rects the interviewer to read verbatim a series
of questions in a decision-tree format, and the
answers to these questions are restricted to a
few predefined alternatives. The respondent is
assigned the principal responsibility of inter-
preting the question and deciding on a reply.

Two well-researched psychiatric diagnostic
interviews address SUDs, as well as the full
range of child and adolescent psychiatric dis-
orders. The Diagnostic Interview for Children
and Adolescents—Revised (DICA-R; Reich,
Shayla, & Taibelson, 1992), a structured inter-
view, is used widely among researchers and cli-
nicians. Psychometric evidence specific to
SUDs has not been published on the DICA-R,
but some of the other sections have been evalu-
ated for reliability and validity (Welner, Reich,
Herjanic, Jung, & Amado, 1987). An instru-
ment that has undergone several adaptations is
the Diagnostic Interview Schedule for Children
(DISC-C; Costello, Edelbrock, & Costello,
1985; Shaffer et al., 1993). Its revised DSM-IV
version is the DISC-R (Shaffer, Fisher, &
Dulcan, 1996; Shaffer, Fisher, Lucas, Dulcan,
& Schwab-Stone, 2000). Separate forms of the
interview exist for the child and the parent. As
part of a larger study focusing on several diag-
noses, Fisher and colleagues (1993) found the
DSM-IV-based DISC-C to be highly sensitive in
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correctly identifying youth who had received a
hospital diagnosis of any SUD (n = 8). Both in-
terview forms (parent and child) had a sensitiv-
ity of 75%. For the one parent–child disagree-
ment case, the parent indicated not knowing
any details about the child’s substance use.

The second subgroup of diagnostic inter-
views primarily focuses on diagnostic criteria
for SUDs. The Adolescent Diagnostic Inter-
view (ADI; Winters & Henly 1993) assesses
diagnostic symptoms associated with psy-
choactive SUDs. Other sections provide an as-
sessment of substance use consumption history,
psychosocial stressors, and level of functioning.
Also, screens for several adolescent psychiatric
disorders are provided. The authors have de-
veloped a revised DSM-IV version of the ADI
(ADI-R). Evidence that supports the interview’s
psychometric properties has been reported
(Winters & Henly, 1993; Winters, Latimer, &
Stinchfield, 1999; Winters, Stinchfield,
Fulkerson, & Henly, 1993; Winters, Latimer,
& Stinchfield, 1999). A second SUD-focused
interview, the Customary Drinking and Drug
Use Record (CDDR; Brown et al., 1998), mea-
sures alcohol and other drug use consumption,
DSM-IV substance dependence symptoms (in-
cluding a detailed assessment of withdrawal
symptoms), and several types of consequences
of drug involvement. There are both lifetime
and prior-2-years versions of the CDDR. Psy-
chometric studies provide supporting evidence
for this instrument’s reliability and validity
(Brown et al., 1998). The third instrument in
this subgroup, the Global Assessment of In-
dividual Needs (GAIN; Dennis, 1999), is a
semistructured interview that covers recent and
lifetime functioning in several areas, including
substance use, legal and school functioning,
and psychiatric symptoms. Very favorable reli-
ability and validity data are associated with the
GAIN, including data for the SUDs section
when administered to a treatment-seeking ado-
lescent population (Buchan, Dennis, Tims, &
Diamond, 2002; Dennis, Funk, Godley,
Godley, & Waldron, 2004). A shortened ver-
sion of the GAIN is under development.

Problem-Focused Interviews

The second major group of comprehensive
instruments—problem-focused interviews—
measure several problem areas associated with
adolescent drug involvement but do not pro-
vide a means to obtain a formal diagnosis of an

SUD. The interviews summarized here are
adapted from the well-known adult tool, the
Addiction Severity Index (ASI; McLellan,
Luborsky, Woody, & O’Brien, 1980). Thus,
these interviews assess drug use history and re-
lated consequences, as well as several function-
ing difficulties often experienced by drug-
abusing adolescents.

The Comprehensive Adolescent Severity In-
ventory (CASI; Meyers, McLellan, Jaeger, &
Pettinati, 1995) measures education, sub-
stance use, use of free time, leisure activities,
peer relationships, family (including family
history and intrafamilial abuse), psychiatric
status, and legal history. At the end of several
major topics, space is provided for the asses-
sor’s comments, severity ratings, and quality
ratings of the respondent’s answers. An inter-
esting feature of this interview is that it incor-
porates results from a urine drug screen and
observations from the assessor. Psychometric
studies on the CASI support the instrument’s
reliability and validity (Meyers et al., 1995).
The other ASI-adapted interview of note,
the Teen Addiction Severity Index (T-ASI;
Kaminer, Bukstein, & Tarter, 1991), has
seven content areas: chemical use, school sta-
tus, employment–support status, family rela-
tionships, legal status, peer–social relation-
ships, and psychiatric status. A medical status
section was not included, because it was
deemed to be less relevant to adolescent drug
abusers. Adolescent and interviewer severity
ratings are elicited on a 5-point scale for each
of the content areas. Psychometric data indi-
cate favorable interrater agreement and valid-
ity evidence (Kaminer, Wagner, Plummer, &
Seifer, 1993). Kaminer, Blitz, Burleson, and
Sussman (1998) also developed a health ser-
vice utilization tool that complements the T-
ASI, named the Teen Treatment Services Re-
view (T-TSR). This interview examines the
type and number of services that the youth
received during the treatment episode.

Multiscale Questionnaires

The third group of comprehensive instruments
comprise the self-administered multiscale ques-
tionnaires. These instruments range consider-
ably in terms of length; some can be adminis-
tered in less than 20 minutes, whereas others
may take a full hour to administer. Yet, as a
group, many of them share several characteris-
tics: measures of both drug use problem sever-
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ity and psychosocial risk factors are provided;
strategies are included for detecting response
distortion tendencies; the scales are standard-
ized to a clinical sample; and the option of
computer administration and scoring is avail-
able. Four examples of instruments in this
group are briefly summarized. The Adolescent
Self-Assessment Profile (ASAP) was developed
on the basis of a series of multivariate research
studies by Wanberg (1992). The 225-item
instrument provides an in-depth assessment
of drug involvement, including drug use fre-
quency, drug use consequences and benefits,
and major risk factors associated with such in-
volvement (e.g., deviance, peer influence). Sup-
plemental scales, which are based on common
factors found within the specific psychosocial
and problem severity domains, can be scored as
well. Extensive reliability and validity data
based on several normative groups are pro-
vided in the manual. The Hilson Adolescent
Profile (HAP; Inwald, Brobst, & Morissey,
1986), a 310-item questionnaire (true–false)
has 16 scales, two of which measure alcohol
and drug use. The other content scales corre-
spond to characteristics found in psychiatric di-
agnostic categories (e.g., antisocial behavior,
depression) and psychosocial problems (e.g.,
home life conflicts). Normative data have been
collected from clinical patients, juvenile offend-
ers, and normal adolescents (Inwald et al.,
1986). Another true–false questionnaire, the
108-item Juvenile Automated Substance Abuse
Evaluation (JASAE; Ellis, 1987) is a computer-
assisted instrument that produces a five-
category score, ranging from No use to Drug
abuse (including a suggested DSM-IV classifi-
cation), as well as a summary of drug use his-
tory, measure of life stress, and a scale for test-
taking attitude. The JASAE has been shown to
discriminate between clinical and nonclinical
groups. The Personal Experience Inventory
(PEI; Winters & Henly, 1989) comprises sev-
eral scales that measure chemical involvement
problem severity, psychosocial risk, and re-
sponse distortion tendencies. Supplemental
problem screens measure eating disorders,
suicide potential, physical–sexual abuse, and
parental history of drug abuse. The scoring
program provides a computerized report that
includes narratives and standardized scores for
each scale, as well as other clinical information.
Normative and psychometric data are available
(Winters & Henly, 1989; Winters, Stinchfield,
& Henly, 1996).

METHODS OF DATA COLLECTION
AND SOURCES OF INFORMATION

Several types of data collection, when com-
bined, can provided a thorough and accurate
account of a young person’s drug use history.
Parents, peers, professionals, and adolescents
themselves can all contribute important infor-
mation that assists in determining the nature
and extent of the drug involvement.

Self-Report

The utilization of a self-report format has been
nearly universal throughout clinical and epi-
demiological studies. Convenience, compre-
hensiveness, low cost, ease of administration,
and the perception that the individual is the
most knowledgeable reporter have encouraged
the use of this method. Self-report formats
include the self-administered questionnaire
(SAQ), diagnostic interview, timeline follow-
back (TLFB; Sobell & Sobell, 1992), and
computer-assisted interview (CAI). SAQs are
completed independently by an individual, tra-
ditionally via paper-and-pencil format. An in-
terview is completed by a trained individual
and often yields specific diagnostic data related
to SUDs and psychiatric comorbidity. Research
on the concordance of SAQ and interview for-
mat in clinical and epidemiological samples has
varied but for the most part reveals similar lev-
els of disclosure (Stone & Latimer, 2005). The
TLFB is a calendar-based tool that compiles a
history of drug use over a specified time. The
TLFB method uses specific dates and events
(e.g., birthdays, holidays, and vacations) to en-
hance interviewee recollection to elicit a de-
tailed pattern of recent drug use. Research on
the psychometric properties of this method in-
dicates favorable reliability and validity evi-
dence (Sobell & Sobell, 1992), including that
with adolescents (Dillon, Turner, Robbins, &
Szapocznik, 2005). The CAI method has been
utilized with drug-abusing adolescent popula-
tions (Williams et al., 2000). With this method,
the respondent completes an interview inde-
pendently on a computer, with the questions
delivered audibly via headphones. This ap-
proach may promote a greater sense of privacy,
while the subject responds to potentially sensi-
tive questions. Research comparing CAI to in-
person interviews has revealed mixed results.
Some studies indicate that the CAI format is as-
sociated with higher rates of endorsement of
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drug use (e.g., Lapham, Henley, &
Kleyboecker, 1993; Turner et al., 1998), yet
other studies have found no difference between
the methods (Sarrazin, Hall, Richards, &
Carswell, 2002). The CAI method, despite the
uncertainty of its relative validity compared to
other methods, has several advantages: Mini-
mal training of interviewers is needed; many in-
dividuals can be assessed at a given time; the
sense of privacy for the interviewee is en-
hanced; and data can be directly entered into a
database upon completion of the interview.

The overall validity and reliability of the self-
report method of assessment for adolescent
drug use remains somewhat ambiguous.
Stinchfield (1997) found that adolescents at-
tending a treatment program for drug depend-
ence generally reported notably more past drug
use and consequences compared to disclosures
at the start of intervention. In other studies,
underreporting occurred more frequently with
less socially acceptable drugs, such as cocaine
or opiates, compared to marijuana (Harrison,
1995; Williams & Nowatzki, 2005). Improved
urinalysis techniques (immunoassays), and the
more recent sophistication of examining hair
strands, are being used to corroborate adoles-
cent self-report of drug use (Dolan, Rouen, &
Kimber, 2004). Williams and Nowatzki (2005)
reported that some adolescents disclosed drug
use in an interview, though the urinalysis con-
ducted immediately after the interview showed
a negative finding. Some of this discrepancy
was accounted for by limitations in the urinaly-
sis “detection window” for different drugs and
individuals’ varying metabolic rates, but the
authors hypothesized that deliberate fabrica-
tion, poor memory, and boastfulness may also
have been contributing factors (Williams &
Nowatzki, 2005). These findings are not sur-
prising given the circumstances under which an
adolescent assessment may be conducted. Defi-
ance, fear, and apprehension can influence the
results of an assessment. In addition, youth
may see the assessment as an opportunity to
“cry for help” and exaggerate their responses.
Despite possible limitations, the validity of self-
report for adolescent drug use has been sup-
ported by several lines of evidence: Only a
small percentage of youth endorse improbable
questions; adolescent self-reports agree with
corroborating sources of information, such
as archival records, and for the most part,
urinalyses; and the base rate of elevations on

“faking good” and “faking bad” scales are
relatively low (Johnston & O’Malley, 1997;
Maisto, Connors, & Allen, 1995; Winters,
Anderson, Bengston, Stinchfield, & Latimer,
2000; Winters, Stinchfield, Henly, & Schwartz,
1990–1991).

Drug Testing

Four biologically based tests (urine, hair, saliva,
and sweat) are currently utilized to detect drugs
in the body (Dolan et al., 2004). The main as-
pect that distinguishes these specimens is the
period or window of time for which the drug
can be detected. In addition, cost, access,
tampering vulnerability, invasiveness, and
reliability–validity are other factors that differ-
entiate these biological sampling procedures.
Urinalysis is the most commonly used proce-
dure to detect drug use and to validate self-
report. The window of detection varies consid-
erably for illicit drugs; the detection period for
alcohol is only about 8 hours. Tampering can
be minimized by directly monitoring collection
of the urine. Hair analysis has been utilized
more commonly to detect exposure to drugs
over a longer period of time than that afforded
by urine testing (Dolan et al, 2004). A hair
sample of approximately pencil width in size is
necessary for accurate testing. However, signif-
icant limitations in hair analysis exist. Chemi-
cal processing, differences in hair structure,
growth, porosity, and hygiene, along with ex-
posure to drugs in the air (e.g., marijuana
smoke) have all been shown significantly to im-
pact the concentrations of drugs in the hair
(see Kidwell & Blank, 1996; Kidwell, Lee, &
DeLauder, 2000; Reid, O’Connor, Deakin,
Ivery, & Crayton, 1996; Sachs, 1995; Rohrich,
Zorntlein, Pötsch, Skopp, & Becker, 2000).
The testing of saliva to detect drug exposure is
still being refined. Advantages of this method
include a noninvasive collection and the detec-
tion of very recent drug use (12–24 hours).
However, the cost of saliva analysis is greater
than that for urinalysis, and several collection
requirements may be difficult to enforce (e.g.,
individual must refrain from eating, drinking,
or smoking up to 30 minutes prior to sample
collection). A final biological assay to detect il-
licit drugs is sweat. A sweat patch provides an
estimate of drug exposure over several days
(Dolan et al., 2004). Disadvantages with this
technique include accidental or purposeful re-
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moval of the patch during the evaluation pe-
riod and the lack of validation of this technol-
ogy.

Clinical Observation

In addition to self-report and biological tests,
direct observation by the assessor for behavior-
al and psychological symptomatology may be
an objective and useful supplement to adoles-
cent drug use assessment. A simple checklist of
items, such as the presence of needle marks, un-
steady gait, slurred or incoherent speech, shak-
ing of hands or twitching of eyelids, and so
forth, can indicate problematic use. A 14-item
checklist of observable signs that may in-
dicate a drug problem is contained in the
Simple Screening Instrument for AOD Abuse
(SAMHSA, 1994).

Parent Report

Although parent report is relatively valid in the
identification of many mental health problems,
such as ADHD and conduct problems, it is
unlikely that parents can provide detailed re-
ports about the types, frequency, and quantity
of drug use by their son or daughter. Winters,
Stinchfield, Opland, Weller, and Latimer (2000)
found that parents tend to underreport the ex-
tent to which their adolescent experiments with
drugs. Parental reports may be helpful, how-
ever, in providing valuable information on risk
and protective factors associated with drug use.

Peer Report

Collecting information from an adolescent’s
friends may prove to be a valuable resource, es-
pecially if the peers are not currently using
drugs or are in recovery. Peers may be able to
detail a change in an adolescent’s recent behav-
ior or provide information substantiating drug
use behaviors they witnessed or in which they
collaboratively participated.

Archival Records

Data collected from sources other than family
and friends may help to document the severity
of an adolescent’s drug use and identify result-
ing consequences. Archival records include in-
formation from school reports, police reports,
and medical records.

ASSESSMENT FOR TREATMENT PLANNING
AND OUTCOME EVALUATION

Treatment Planning

The primary goal of assessment is to establish
client characteristics that may influence treat-
ment planning and ultimately contribute to
the success of treatment (Donovan, 2003).
Treatment planning involves the integration of
the client’s drug use involvement, drug-related
problems, and other areas of psychosocial
functioning to assist in developing and priori-
tizing short- and long-term goals for treatment,
selecting the most appropriate treatment ap-
proaches to address the identified problems,
identifying perceived barriers to treatment
engagement and compliance, and monitoring
progress toward the specified treatment goals
(Allen, 1991). As an example of how assess-
ment may inform treatment referral decisions,
we propose a general referral model for match-
ing level of treatment, and severity of drug in-
volvement and related problems (see Table
4.4). The model presents three levels of treat-
ment: brief intervention, nonintensive drug
treatment, and intensive drug treatment. Brief
interventions are appropriate responses for ad-
olescents with relatively mild drug involvement
problems, such as when an individual meets a
diagnosis for a substance abuse disorder (Win-
ters et al., 2007). On the other hand,
nonintensive and intensive drug treatments are
more specialized; thus, they are more appropri-
ate for youth who meet criteria for a substance
dependence disorder. The referral model be-
comes more complex as more client character-
istics are included in the decision-making pro-
cess. For example, an adolescent with a mild
drug use problem who also has ADHD may re-
quire more treatment than a brief intervention.

Evaluating Outcome

Quality drug use assessment tools are not only
crucial in the identification of youth who abuse
drugs but also invaluable in the multifaceted
evaluation of drug treatment programs. These
instruments help to identify the types of clients
the centers are serving (e.g., type of substance
abused; gender, ethnic, and racial information),
determine the efficacy of a program, including
distinct intervention strategies; provide data
for a cost–benefit analysis; and document areas
for necessary program enhancement. Treat-
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ment outcome information is useful to treat-
ment providers not only in terms of outcomes
but also to obtain an overview of the clientele
coming for treatment and to improve treat-
ment and obtain improved outcomes. There-
fore, treatment program staff need scientifi-
cally valid information about the effectiveness
of their treatment programs.

Researchers have outlined parameters for
selecting treatment outcome evaluation tools
(Newman, Ciarlo, & Carpenter, 1999). Some
of the guidelines are related to the need to de-
velop a sound and valid evaluation plan, such
as gathering input from multiple respondents
(e.g., youth and parent) and using measures
that are relevant to the target group and associ-
ated with objective referents and adequate psy-
chometric properties. Other guidelines are im-
portant in the context of developing a useful
evaluation of the program, such as including
measures that assess extent of engagement by
the client in treatment, and other treatment
process variables and perceived satisfaction
with clinical services. We are familiar with
three treatment evaluation tools that are gen-
erally consistent with these outcome instru-
mentation guidelines. Each represents an eval-
uation version of their intake assessment
“cousin”: the ADI (Winters & Henly, 1993),
the CASI (Meyers et al., 1995), and the GAIN
(Dennis, 1999). These three instruments were
reviewed in an earlier section, “Comprehensive
Assessment Instruments.”

SUMMARY

Drugs are prevalent among teenagers in the
United States; nearly half of American eighth
graders reported having already used alcohol

(Johnston et al., 2005). To complicate the issue,
researchers have found that drug use frequently
co-occurs with psychological disorders (Clark
& Bukstein, 1998; Rhode et al., 1996), making
the assessment process even more complex. In
addition, new research on neurobiology has re-
vealed differences in the adolescent brain that
bring to light the importance of distinguishing
between “normal” use and an SUD. Given this
large proportion of drug-using youth, along
with these other commonly mitigating fac-
tors, the need for efficient, easily administered,
and psychometrically sound assessment tools is
even more imperative.

The evaluation of adolescent drug use has
evolved over the past 15 years, with methodol-
ogy becoming more distinct from adult pro-
cedures and taking into account numerous
developmental considerations. Multiple valid,
reliable screening and comprehensive measures
are available to assess not only level but also
patterns of use accompanying drug use behav-
iors, comorbidity, and outcome. The continued
development of new and improved biological
assays is a welcome accompaniment to meth-
ods of self-report. Valid and reliable adolescent
drug assessment is key to understanding the
true scope of adolescent drug involvement,
identifying biological indicators and behavior
patterns associated with risk for the develop-
ment of an SUD, obtaining a more thorough
and ongoing understanding of the costs to soci-
ety, and evaluating short- and long-term out-
comes.

Nonetheless, future research is needed to fill
important measurement gaps. Many tests do
not report validity evidence among subpopu-
lations of young people defined by age, race,
and type of setting (e.g., juvenile detention pro-
gram, treatment program). And most measures
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TABLE 4.4. Guidelines for Drug Abuse Treatment Placement along a Continuum of Care

Level of intervention or treatment Suggested characteristics

Brief intervention (2–4 sessions) Mild-to-moderate drug use: absence of dependence disorder,
polydrug use pattern, abuse coexisting with psychiatric disorder,
relatively supportive and stable home life.

Low-intensive treatment (e.g., 7–20
days or sessions)

Substance abuse disorder(s), or a single substance dependence
disorder with recent onset; if a coexisting disorder is present,
then mild symptoms; relatively supportive and stable home life.

Intensive treatment (e.g., 21 or more
days or sessions)

Substance dependence disorder; severe coexisting disorder
present; relatively unsupportive and unstable home life.



have not been formally tested to determine
their adequacy as a measure of change
(Stinchfield & Winters, 1997). A good measure
of change should meet the condition that its
standard error of measurement is sufficiently
minimal to permit its use in detecting small to
medium change over time (Jacobson & Truax,
1991). As we have already noted, it is unclear
whether the distinction between substance
abuse and dependence is diagnostically mean-
ingful when applied to adolescents, and there is
a need to improve our measurement of individ-
ual abuse and dependence criteria for youth,
given that some criteria appear to have ques-
tionable relevance when applied to young peo-
ple (Martin & Winters, 1998). A related un-
resolved area is the need for more precise
identification of related psychosocial problems
that may contribute to the onset and mainte-
nance of drug involvement. Many existing
tools assess psychosocial risk factors histori-
cally, which does not permit an understanding
of the extent to which risk factors may precede
the drug use or be a consequence of it.
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Depression strikes a significant minority of
youth during critical stages of development,

with a particularly high prevalence during ado-
lescence (for reviews, see Lewinsohn & Essau,
2002; Rudolph, Hammen, & Daley, 2006).
Moreover, depression frequently follows a per-
nicious course across development and creates
impairment in many spheres of youths’ lives.
Given these features of depression, there is a
great need for assessment methods that allow
for the accurate identification of depression,
and for the evaluation of prevention and inter-
vention efforts with depressed youth. Deter-
mining the most appropriate assessment strat-
egy is a complicated endeavor that requires
both a thorough understanding of the hetero-
geneous nature and causes of depression, and a
careful consideration of the goals and targets of
assessment.

This chapter presents an overview of contem-
porary issues and methods in the assessment of
youth with depression. To provide a background
for evaluating various assessment approaches,
we first summarize the basic features and causes
of youth depression. This discussion emphasizes
the need to consider developmental aspects of
the disorder and to place our understanding
of depression within the context of emerging
knowledge about gender, ethnic, and cultural

differences in the phenomenology and etiology
of depression. Second, we discuss major consid-
erations that arise in determining the optimal
approach for assessing youth with depression.
Third, we provide a critical, selective review of
the predominant methods of assessment, with a
focus on those that have established reliability,
validity, and clinical utility.

DESCRIPTION OF YOUTH DEPRESSION
AND DIAGNOSTIC ISSUES

Developing a comprehensive base of knowl-
edge about depression in young people has
been complicated by the heterogeneous taxo-
nomic systems that psychologists use to con-
ceptualize depression. This heterogeneity cre-
ates a challenge for psychologists in several
areas: delineating basic clinical characteristics
of depression (e.g., prevalence, course), deter-
mining the etiology of depression, selecting ap-
propriate assessment approaches, and evaluat-
ing the efficacy and effectiveness of prevention
and intervention efforts. Here we present a
brief summary of taxonomic issues relevant
to depression (for comprehensive reviews, see
Compas, Ey, & Grant, 1993; Klein, Dougherty,
& Olino, 2005).
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Taxonomy of Depression

Psychologists use three different broad ap-
proaches to define depression (Compas et al.,
1993). The first approach, which focuses on
depressed mood, views depression as an indi-
vidual symptom of unhappiness. Depressed
mood is most often assessed via self-report on
checklists. The second approach, which focuses
on the depressive syndrome (i.e., an empirically
derived constellation of behaviors and emo-
tions that cluster together in multivariate anal-
yses), views depression in terms of quantitative
deviations in levels of symptoms that vary
along a continuum. Although the most wide-
spread application of this approach suggests
that depressive symptoms cluster together with
anxiety symptoms into an anxious–depressive
syndrome in youth (e.g., Achenbach, Connors,
Quay, Verhulst, & Howell, 1989), researchers
also have established validity for a cluster
of pure depressive symptoms (e.g., Lengua,
Sadowski, Friedrich, & Fisher, 2001). The
depressive (or anxious–depressive) syndrome
most often is assessed via multi-informant (e.g.,
youth, parent, teacher) report on behavior
checklists. The third approach, which focuses
on depression as a diagnosis, views depres-
sion as a categorical disorder that is distin-
guished along quantitative (e.g., number of
symptoms) and qualitative (e.g., change from
prior functioning, significant levels of distress
and impairment) dimensions. According to this
approach, most commonly reflected in the Di-
agnostic and Statistical Manual of Mental Dis-
orders, fourth edition, text revision (DSM-IV-
TR; American Psychiatric Association, 2000)
and the International Classification of Diseases
(ICD-10; World Health Organization, 1993),
depression is characterized by features such as
number and configuration of symptoms, fre-
quency, severity, duration, and associated dis-
ability. Diagnoses of depression are assessed
through structured, clinician-administered
interviews. Although there is some over-
lap among these three conceptualizations of
depression (e.g., the presence of negative affec-
tivity), there also are distinct characteristics
(e.g., the depressive syndrome often includes
symptoms other than depression, such as anxi-
ety; somatic and vegetative symptoms are not
well represented in the mood or syndrome defi-
nitions). Which conceptualization of depres-
sion is applied greatly influences the selection
of assessment approaches, the information de-
rived from assessment, and the implications of

this information for treatment planning and
evaluation.

A related, long-standing debate concerns
whether depression is best conceptualized as a
discrete category or as a continuum of symp-
toms (Klein et al., 2005). On the one hand, it
has been argued that subsyndromal symptoms
and clinical depression represent qualitatively
different phenomena. On the other hand, re-
search indicates that subsyndromal forms of
disorder are associated with significant func-
tional impairment and future risk for major de-
pression (Angst, Sellaro, & Merikangas, 2000;
Pine, Cohen, Cohen, & Brook, 1999). Recent
taxometric analysis reveals that depression in
youth is better conceptualized along a contin-
uum than as a discrete entity (Hankin, Fraley,
Lahey, & Waldman, 2005). This evidence,
combined with the impairment associated with
subsyndromal depression, suggests that it is im-
portant to assess not only clinical depression
but also the presence of mild, enduring symp-
toms that might portend functional impair-
ment and a more severe disorder in the future.
This is especially important in youth, because
even mild depressive symptoms may interrupt
normative developmental trajectories, poten-
tially resulting in impairment that persists be-
yond the symptoms.

Diagnostic Criteria and Associated Features

In a categorical approach, depressive disorders
are a subset of the mood disorders. In this
chapter, we focus on the description and assess-
ment of unipolar depression (see Youngstrom,
Chapter 6, this volume, for a discussion of pe-
diatric bipolar disorder). DSM-IV-TR criteria
for a major depressive episode (MDE) are de-
pressed or irritable mood and/or loss of plea-
sure, combined with at least four somatic or
cognitive symptoms (see Table 5.1). Symptoms
must persist at least 2 weeks and cause im-
paired functioning or significant distress. Crite-
ria for dysthymic disorder are chronic mood
symptoms, combined with at least two somatic
or cognitive symptoms (see Table 5.1). Symp-
toms must persist at least 1 year. Some re-
searchers have questioned whether the distinc-
tion between major depressive disorder (MDD)
and dysthymia is meaningful, although data in-
dicating more significant impairment in youth
with “double depression” (both MDD and
dysthymia; Goodman, Schwab-Stone, Lahey,
Shaffer, & Jensen, 2000) suggest that indepen-
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TABLE 5.1. DSM-IV-TR Diagnostic Criteria for Depressive Disorders

Major Depressive Disorder

A. Five (or more) of the following symptoms during the same 2-week period; at least one of the
symptoms is either (1) depressed mood or (2) loss of interest or pleasure.

(1) depressed mood most of the day, nearly every day, as indicated by either subjective report or
observation made by others. Note: In children and adolescents, can be irritable mood.

(2) markedly diminished interest or pleasure in all, or almost all, activities most of the day, nearly every
day (as indicated by either subjective account or observation made by others)

(3) significant weight loss when not dieting or weight gain (e.g., a change of more than 5% of body
weight in a month), or decrease or increase in appetite nearly every day. Note: In children, consider
failure to make expected weight gains.

(4) insomnia or hypersomnia nearly every day
(5) psychomotor agitation or retardation nearly every day (observable by others)
(6) fatigue or loss of energy nearly every day
(7) feelings of worthlessness or excessive or inappropriate guilt nearly every day
(8) diminished ability to think or concentrate, or indecisiveness, nearly every day (either by subjective

account or as observed by others)
(9) recurrent thoughts of death (not just fear of dying), recurrent suicidal ideation without a specific

plan, or a suicide attempt or a specific plan for committing suicide

Major Depressive Episode (unipolar) can be further specified as mild, moderate, severe (based on
functional impairment and severity of symptoms), with or without psychotic features, with or without
melancholic features, whether or not recurrent, or chronic.

Dysthymic Disorder

A. Depressed mood for most of the day, for more days than not, as indicated either by subjective account
or observation by others, for at least 2 years. Note: In children and adolescents, mood can be irritable
and duration must be at least 1 year.

B. Presence, while depressed, of two (or more) of the following:

(1) poor appetite or overeating
(2) insomnia or hypersomnia
(3) low energy or fatigue
(4) low self-esteem
(5) poor concentration or difficulty making decisions
(6) feelings of hopelessness

C. During the 2-year period (1 year for children or adolescents) of the disturbance, the person has never
been without symptoms in Criteria A and B for more than 2 months at a time.

D. No Major Depressive Episode during the first 2 years of the disturbance (1 year for children and
adolescents); i.e., the disturbance is not better accounted for by chronic Major Depressive Disorder, or
Major Depressive Disorder, In Partial Remission).

Note Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders. Copyright 2000. American
Psychiatric Association.



dent assessment of the two conditions is worth-
while.

Youth depression also might include psy-
chotic symptoms (Mitchell, McCauley, Burke,
& Moss, 1988) and endogenous features, such
as lack of reactivity, distinct quality of mood,
and diurnal variation (McCauley et al., 1993).
In addition to the core diagnostic criteria, de-
pression in youth frequently is associated with
social withdrawal (Bell-Dolan, Reaven, & Pe-
terson, 1993; Puura et al., 1998), somatic com-
plaints (Puura et al., 1998; Ryan et al., 1987),
and body image dissatisfaction, particularly in
adolescent girls (Wichstrom, 1999).

Epidemiology of Depression

Prevalence

Prevalence estimates vary according to the con-
ceptualization of depression (i.e., as a mood,
syndrome, or disorder). In community samples,
epidemiological surveys reveal lifetime depres-
sive disorders prevalence rates of less than
3% in preadolescents and 15–20% in ado-
lescents (for reviews, see Kessler, Avenevoli,
& Merikangas, 2001; Lewinsohn & Essau,
2002). A growing body of research indicates
that the prevalence of depression has increased
in recent birth cohorts (Kessler et al., 2001).

In addition to diagnosable depression, a
significant minority of youth experience de-
pressed mood, subsyndromal symptoms, and
minor depression. Depending on the informant
(e.g., youth vs. parent), age, and gender, 10–
40% of youth experience an unhappy, sad, or
depressed mood (Achenbach, 1991; Compas et
al., 1993). Use of formal diagnostic criteria in-
dicates that 10–20% of youth experience
subsyndromal levels of symptoms or minor de-
pression (e.g., Kessler & Walters, 1998; Rob-
erts, Lewinsohn, & Seeley, 1991), whereas self-
reports of symptoms indicate that 20–50% of
youth exceed conventional cutoffs for clinically
significant levels of depression (Kessler et al.,
2001). As discussed earlier, these elevated levels
of symptoms are meaningful and may forecast
more severe disorders in the future.

Age of Onset, Clinical Features,
and Developmental Course

Retrospective studies of depressed adults and
prospective studies of youth suggest that major
depression is most likely to emerge during the

midadolescent years (about ages 13—15), with
a somewhat younger age of onset for dys-
thymia (e.g., Burke, Burke, Regier, & Rae,
1990; Hankin et al., 1998; Lewinsohn &
Essau, 2002). In community samples of un-
treated youth, MDEs have a median dura-
tion of about 8 weeks (Lewinsohn, Rohde, &
Seeley, 1994). Longer mean durations (e.g., 7
to 9 months) generally are found in clinical
versus community samples (e.g., Birmaher,
Arbeleaz, & Brent, 2002; Kovacs, 1996).
Dysthymic disorder has a mean duration of 4
years, and many youth with dysthymia even-
tually experience MDEs (for a review, see
Birmaher et al., 1996).

Although the majority of MDEs remit within
a few months, with almost all remitting within
2 years (for a review, see Birmaher et al., 1996),
depression frequently has a recurrent or
chronic course, with continuity across time and
developmental periods (Birmaher et al., 2002;
Kessler et al., 2001). Self-reported symptoms
also show significant stability over several
years (Verhulst & van der Ende, 1992). Risk
for chronicity and recurrence is predicted by a
variety of factors, such as severity, personal or
family history of MDD, suicidality, comorbidi-
ty, negative beliefs, and family adversity
(Birmaher et al., 2002; Rohde, Lewinsohn,
Klein, & Seeley, 2005).

Research suggests that adolescent-onset de-
pression is likely to portend depression in
adulthood. Large-scale studies of community
samples (e.g., Lewinsohn, Rohde, Klein, &
Seeley, 1999; Pine, Cohen, Gurley, Brook, &
Ma, 1998) and studies of clinical samples
(Birmaher et al., 2002; Weissman, Wolk,
Goldstein, et al., 1999) demonstrate significant
continuity in depressive diagnoses from adoles-
cence through young adulthood. Continuity of
depression from childhood to adulthood is less
clear. Although a subgroup of youth with
childhood-onset symptoms and disorders go on
to experience depression in adulthood (i.e.,
disorder-specific continuity), particularly those
with recurrent childhood depression and fam-
ily histories of depression (Weissman, Wolk,
Wickramaratne, et al., 1999), a significant ma-
jority, particularly those with comorbid disrup-
tive behavior disorders, demonstrate disorder-
nonspecific continuity, that is, high rates of
psychological disorders and adjustment diffi-
culties other than depression at later develop-
mental stages (Harrington, Fudge, Rutter,
Pickles, & Hill, 1990). This pattern suggests
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that certain childhood-onset depressive disor-
ders might be a different form of depression
than those with an onset in adolescence or
adulthood. However, more research is needed
to clarify dimensions on which the forms of
disorder might differ across developmental
stages.

In summary, depression often emerges dur-
ing adolescence and follows a recurrent course,
with a great deal of associated impairment.
However, most depressive episodes do remit
naturally. These characteristics of depression
have important implications for the selection
and implementation of assessment strategies in
the context of treatment planning and eval-
uation. For example, assessment protocols
need to account for the fact that improvement
might be expected over time even in nontreated
youth, but recurrence is the rule rather than the
exception.

Associated Comorbid Disorders

Research reveals high rates of co-occurrence
between depression and other symptoms and
disorders in youth. A meta-analysis by Angold,
Costello, and Erkanli (1999), using a categori-
cal approach, revealed significant comorbidity
between depression and anxiety disorders
(odds ratio [OR] = 8.2), conduct/oppositional
defiant disorders (OR = 6.6), and attention-
deficit/hyperactivity disorder (OR = 5.5). De-
pression also co-occurs frequently (rate of
20%) with substance use disorders in adoles-
cents (Lewinsohn, Hops, Roberts, Seeley, &
Andrews, 1993). Research that uses a continu-
ous approach also reveals significant covaria-
tion between depression and other forms of
internalizing distress (e.g., anxiety, somatic
problems), as well as externalizing behavior
problems (e.g., aggression, oppositionality).

A variety of explanations might account for
these high rates of co-occurrence. “Artifactual”
comorbidity might reflect problems with the
specificity of assessment tools, or with the tax-
onomic systems on which diagnostic categories
are based (Angold et al., 1999). True comor-
bidity might result from the presence of shared
risk factors (e.g., genetic liability for depression
and anxiety), co-occurring risk factors (e.g., co-
occurring parental depression and family dis-
cord, creating a risk for both youth depression
and youth conduct disorder), or a causal rela-
tion between two disorders (e.g., disruptions
in social and academic functioning associated

with behavior disorders, creating a risk for de-
pression). Distinguishing between artifactual
and true comorbidity is a crucial goal for the
development and application of valid assess-
ment approaches. Knowledge about functional
relations between other disorders and subse-
quent depression can guide early identification
of youth who may be at risk for depression due
to the disruptive influence of earlier anxiety or
behavior problems. Unfortunately, as we dis-
cuss later, because many assessment instru-
ments show poor specificity for depression, it is
difficult to distinguish between artifactual and
true sources of comorbidity.

Progress has been made in understanding the
high rates of co-occurrence between depression
and anxiety (Watson et al., 1995). Histori-
cally, the high co-occurrence between these
disorders led psychologists to question their
distinctiveness. However, contemporary con-
ceptualizations and assessment instruments
emphasize both shared and unique components
of the two disorders. For example, the tripar-
tite model (Watson et al., 1995) distinguishes
among three major clusters of affective symp-
toms: negative affect or general emotional dis-
tress (common to anxiety and depression),
physiological arousal or somatic tension
(unique to anxiety), and anhedonia or lack of
positive affect (unique to depression). Prelimi-
nary research supports the tripartite model in
youth, with some differences across age and
gender (e.g., Chorpita, Daleiden, Moffitt, Yim,
& Umemoto, 2000; Jacques & Mash, 2004;
for a review, see Laurent & Ettelson, 2001).
Additional research is needed to develop as-
sessment instruments that identify overlapping
and distinct features of depression and disor-
ders that frequently co-occur with depression.

Developmental Features

Diagnostic criteria are the same in youth and
adults, except for the inclusion of irritability as
one of the mood disturbances and a shorter du-
ration criterion for dysthymia in youth. How-
ever, there are some developmental differences
in the expression of symptoms and in the struc-
ture of the depressive syndrome (for reviews,
see Hammen & Rudolph, 2003; Weiss &
Garber, 2003). With regard to symptom ex-
pression, depressed young children show more
depressed appearance, somatic complaints, and
irritability, whereas depressed adolescents
show more anhedonia, vegetative symptoms
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(e.g., eating and sleeping difficulties), and diur-
nal variation of mood. With regard to the
structure of symptoms, factor analysis reveals
that vegetative symptoms, affective symptoms,
and concerns about the future are more a part
of depression in adolescents, whereas cognitive
symptoms and externalizing behavior are more
a part of depression in preadolescents. Patterns
of comorbidity also differ somewhat by age.
For example, depressed preadolescents are
more likely to display separation anxiety,
whereas depressed adolescents are more likely
to display eating disorders (particularly fe-
males) and substance use disorders (particu-
larly males) (e.g., Lewinsohn et al., 1993).
These developmental patterns can inform deci-
sions about which associated disorders should
be thoroughly assessed.

Gender Differences

One of the best established findings in depres-
sion research concerns the emergence of higher
rates of depression in girls than in boys at
about 13–15 years of age (Hankin et al., 1998;
Wichstrom, 1999; for a review, see Hankin &
Abramson, 2001). This sex difference is robust
across conceptualizations of depression as a
mood, syndrome, and disorder, although the
difference is more consistent in referred than in
nonreferred samples (Compas et al., 1997).

Several models that have been proposed to
explain the origins of sex differences in depres-
sion focus on the role of hormonal changes and
pubertal maturation, stress and coping, and
interpersonal processes that characterize the
adolescent transition (for reviews, see Hankin
& Abramson, 2001; Nolen-Hoeksema, 2002;
Rudolph et al., 2006). Collectively, these theo-
ries and supportive evidence suggest that
heightened risk for depression in adolescent
girls is driven by interactions among biological
and social aspects of puberty; an interpersonal
orientation that emphasizes affiliation and so-
cial approval; heightened exposure and sensi-
tivity to interpersonal stress; and a ruminative
style of responding to depressive symptoms
and stressors. Moreover, girls experience more
adverse interpersonal consequences of depres-
sion, such as deterioration in close friendships
(for a review, see Rudolph, Flynn, & Abaied, in
press). Appreciation for this backdrop of risk
in adolescent girls can guide early identification
of youth who are likely to be vulnerable during
the adolescent transition, as well as highlight

potential disruptions that might emerge follow-
ing the onset of a depressive episode in girls.
Assessment efforts can then be directed toward
the appropriate domains of vulnerability and
disruption.

Ethnic and Cultural Considerations

Few epidemiological studies include samples
with sufficient ethnic diversity to compare rates
of depression in youth from different ethnic
backgrounds, and findings are mixed. Some re-
search indicates no differences in rates of de-
pression across ethnic groups (e.g., Costello et
al., 1996; Kandel & Davies, 1982; Manson,
Ackerson, Dick, Baron, & Fleming, 1990),
whereas other research suggests that ethnic/mi-
nority youth have higher rates of depression.
For example, in a large epidemiological survey
examining differences in rates of adolescent
depressive symptoms, African American, His-
panic, and Asian adolescents reported sig-
nificantly more depressive symptoms than
did white adolescents (Rushton, Forcier, &
Schectman, 2002), but specific differences be-
tween groups were not described. In another
large study using an ethnically diverse sample,
adolescents reported few differences in the
prevalence of MDD across nine ethnic groups,
with the exception of higher rates for Mexican
American youth (Roberts, Roberts, & Chen,
1997), after adjustment for age, gender, and so-
cioeconomic status. Similarly, Latino adoles-
cents reported greater depressed mood than did
African American, Asian American, and white
adolescents, independent of socioeconomic sta-
tus (Siegel, Aneshensel, Taub, Cantwell, &
Driscoll, 1998). Unfortunately, it is difficult to
draw firm conclusions about differences in the
prevalence of depression due to different meth-
ods for assessing depression, inclusion of dif-
ferent racial and ethnic groups across studies,
and examination of racial groups without at-
tention to ethnicity (Chang, 2002). In addition,
findings may vary depending on whether socio-
economic status is taken into account (e.g.,
Doi, Roberts, Takeuchi, & Suzuki, 2001).

There is some evidence that correlates and
predictors of depressive symptoms vary across
ethnic groups. For example, Hayward, Gotlib,
Schraedley, and Litt (1999) found that pubertal
status was a better predictor of depressive
symptoms than chronological age in white ado-
lescents as compared to African American and
Hispanic adolescents. Dolan, Lacey, and Evans
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(1990) reported that disordered eating and de-
pression were correlated for white but not
Afro-Caribbean adolescents. There also is evi-
dence to suggest that youth of different ethnici-
ties experience depression differently. In one
study comparing the factor structure of the
Children’s Depression Inventory in African
American and white inpatient youth, African
American youth were less suicidal but scored
higher on behavioral dimensions of depression,
whereas white youth scored higher on af-
fective dimensions (Politano, Nelson, Evans,
Sorenson, & Zelman, 1986).

It is important to note that sole reliance on
race or ethnic status to examine group differ-
ences in youth depression can be problematic.
Conceptions of depression might vary across
cultures, having implications for whether or
not youth are referred for treatment, how
symptoms manifest, and how individuals de-
scribe their symptoms (Choi, 2002; Okazaki,
2000). Culture also might influence the behav-
iors that clinicians observe during an assess-
ment. For example, in some cultures, youth are
socialized to display deferential behavior to au-
thority figures (Yee, Huang, & Lew, 1998),
which may include limited eye contact and lim-
ited initiation of verbal interaction. Similarly,
youth whose cultural norms include suppress-
ing emotions and keeping problems in the fam-
ily might limit self-disclosure of their own diffi-
culties and restrict their display of emotions
with the clinician (Yeh & Yeh, 2002). Because
some correlates of depression might indicate
positive adjustment in certain cultures, it is im-
portant for clinicians to consider cultural fac-
tors when interpreting data obtained from de-
pression assessment measures.

Culture also has important implications for
the validity and utility of measures to assess de-
pression. A scale developed and normed in one
cultural group might not assess the same con-
struct or have the same psychometric proper-
ties in another group (Arnold & Matus, 2000).
Cross-cultural differences in language used to
describe depression also are important to con-
sider. For example, whereas psychological and
physical symptoms typically are considered
separate entities in mainstream American cul-
ture, these two sets of concerns are integrated
in many Asian cultures (Ying, 2002); thus,
youth from these cultures might describe their
depressive symptoms in terms of somatic rather
than affective concerns. Relatedly, linguistic is-
sues, such as language proficiency and ethnic

language variations, might affect the assess-
ment of depression in diverse youth (Choi,
2002). Linguistic concerns are not addressed
by translation alone, because translation does
not necessarily indicate cultural equivalence of
constructs assessed.

Research is needed to examine the validity of
instruments to assess depression in youth from
different racial, ethnic, cultural, and linguistic
backgrounds, as well as the strength of their
psychometric properties across diverse groups.
In addition, assessments with diverse youth
must include an evaluation of other factors
with particular relevance to depression that
vary across racial and ethnic groups, including
ethnic identity (e.g., Roberts et al., 1999), ac-
culturation and acculturative stress (Hovey
& King, 1996), immigration history, and ex-
periences with racism and discrimination
(Hammack, 2003; Nyborg & Curry, 2003),
each of which has been linked to depression in
ethnic minority youth. Because ethnicity and
culture can have a significant impact on both
the assessment process and the interpretation
of assessment results, a comprehensive evalua-
tion of depression should consider these fac-
tors.

Domains of Impairment

Youth depression is associated with impair-
ment in several key life domains. Depressed
youth demonstrate compromised academic
performance, interpersonal difficulties (e.g., so-
cial withdrawal, conflict in relationships), neg-
ative self-perceptions, and disruptions in im-
portant social roles, as reflected in problems
such as school dropout and early pregnancy
(for reviews, see Garber & Horowitz, 2002;
Hammen & Rudolph, 2003; Rudolph et al.,
2006). A particularly dangerous correlate of
depression is suicidal ideation and attempts
(see Goldston & Compton, Chapter 7, this vol-
ume, for a discussion of suicidal behavior). Al-
though research is inconsistent regarding the
stability of impairment and its endurance be-
yond acute depressive episodes, a growing
body of evidence suggests that depression pre-
dicts subsequent difficulties in the psychologi-
cal, academic, and social realms (e.g., Cole,
Martin, Peeke, Seroczynski, & Hoffman,
1998; Ialongo, Edelsohn, Werthamer-Larsson,
Crockett, & Kellam, 1993; Pomerantz &
Rudolph, 2003), and that depressed youth ex-
perience some ongoing impairment even fol-
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lowing remission or successful treatment of de-
pression (Puig-Antich et al., 1985; Rao et al.,
1995). Youth with depression also often de-
velop new comorbid disorders, including sub-
stance use, anxiety, and personality disorders
(e.g., Lewinsohn et al., 1999; Weissman, Wolk,
Goldstein, et al., 1999). Moreover, depression
early in life predicts impairment into adulthood
(Lewinsohn, Rohde, Seeley, Klein, & Gotlib,
2003; Weissman, Wolk, Goldstein, et al.,
1999). These correlates and consequences of
depression indicate the need to assess multiple
domains of functioning along with the core
symptoms.

ETIOLOGY OF YOUTH DEPRESSION

Contemporary conceptualizations of youth de-
pression have two defining characteristics with
implications for assessment (for reviews, see
Cicchetti & Toth, 1998; Garber & Horowitz,
2002; Hankin & Abramson, 2001; Rudolph
et al., 2006). First, recent perspectives focus
on interactional and transactional influences
among biological, cognitive, interpersonal, and
contextual factors in the onset and mainte-
nance of depression. This integrative focus
highlights the need to evaluate diverse areas of
impairment in addition to formal diagnostic
criteria and related symptoms. Assessing these
areas of impairment can (1) facilitate the iden-
tification of youth at particular risk for depres-
sion, (2) guide predictions about the course of
depression, (3) help determine collateral targets
for intervention (e.g., family adversity, inter-
personal difficulties, academic deficits), and (4)
provide information about potential processes
of change over the course of treatment (e.g.,
whether improvement in social-cognitive pro-
cesses predicts declines in depressive symp-
toms). Second, recent perspectives emphasize
a developmental approach to understanding
youth depression, with an elaboration of both
similarities and differences in the nature,
course, risk factors, and consequences of de-
pression across the lifespan. This developmen-
tal focus highlights the need to consider the de-
velopmental stage of youth in selection of
appropriate assessment strategies and formula-
tion of hypotheses about potential causes and
consequences of depression. Here we provide a
brief overview of the major components of in-
tegrative models of youth depression. Later in
the chapter, we provide a more detailed review

of key constructs and measures that assess dif-
ferent aspects of these models.

Genetic Influences

Research using a variety of methods establishes
a strong aggregation of depression in families.
Indeed, a family history of depression, particu-
larly in a parent, is one of the best predictors
of depression, especially recurrent depression
(Klein, Lewinsohn, Rohde, Seeley, & Durbin,
2002) in youth (for a review, see Goodman &
Gotlib, 1999). Moreover, biometric modeling
studies that provide direct assessments of
heritability reveal a significant genetic compo-
nent to depression (estimates of 20–45% for
milder forms and 40–70% for severe forms);
heritability seems to be particularly high during
adolescence (for reviews, see Sullivan, Neale,
& Kendler, 2000; Wallace, Schneider, &
McGuffin, 2002). Genetic liability may be cou-
pled with environmental risks linked to paren-
tal depression, such as family adversity and
problematic parenting styles (Kessler et al.,
2001). This consistent evidence for the family
transmission of risk indicates that a compre-
hensive evaluation of youth depression should
include a thorough assessment of current
symptoms and past history of parental affective
disorder.

Biological Influences

Research examining biological vulnerability to
depression focuses primarily on four areas:
dysregulation of neuroendocrine systems; dis-
ruptions in neurotransmitter processes; dysreg-
ulation of biological rhythms, as reflected in
sleep patterns; and atypical activation of par-
ticular brain regions, especially the left frontal
cortex. Studies of these biological processes re-
veal somewhat inconsistent evidence regarding
patterns of dysregulation in depressed youth.

Adult depressives demonstrate consistent
abnormalities in the hypothalamic–pituitary–
adrenal (HPA) axis, suggesting dysregulation
of the stress response system (for a review, see
Thase, Jindal, & Howland, 2002). Specifically,
depression in adults is associated with higher
levels of basal cortisol, abnormal responses to
the dexamethasone suppression test (DST; used
to measure the response of the adrenal glands
to adrenocorticotropic hormone [ACTH]), and
abnormalities in corticotropin-releasing factor
(CRF). Differences in basal cortisol and re-
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sponses to CRF infusion are not apparent in
depressed youth (Kaufman, Martin, King, &
Charney, 2001; Kutcher et al., 1991). Although
depressed children, and adolescents to a lesser
extent, do demonstrate nonsuppression of
cortisol on the DST at rates similar to those of
depressed adults, the specificity of this index to
youth depression is unclear (Kaufman et al.,
2001). Depressed preadolescents also show
blunted growth hormone responses to pharma-
cological stimulation (Dahl et al., 2000). This
atypical response persists following remission
of depression (Dahl et al., 2000) and is present
in high-risk youth with no personal history of
depression (i.e., those with depressed parents;
Birmaher et al., 2000), suggesting that it might
be an important marker of a predisposition to
depression (for a review, see Kaufman et al.,
2001).

Some research indicates abnormalities of the
serotonergic neurotransmitter system in de-
pressed youth. For example, both high-risk and
currently depressed youth demonstrate atypi-
cal responses (blunted cortisol and increased
prolactin) to a pharmacological challenge,
namely administration of L-5-hydroxytrypto-
phan (L-5HTP) (Birmaher et al., 1997). More-
over, recent research suggests that a polymor-
phism in the serotonin transporter (5-HTT)
gene serves as a vulnerability to depression in
the face of life stress (Caspi et al., 2003). Effi-
cacy of antidepressants that target serotonergic
systems (selective serotonin reuptake inhibitors
[SSRIs]) also indirectly implicates disrupted
neurotransmitter systems in depressed youth
(e.g., Emslie et al., 1997).

Research on sleep abnormalities in depressed
youth yields mixed findings. Depressed adoles-
cents show some similar patterns of disruption
to those of adults, including reduced rapid-eye-
movement (REM) latency and increased REM
density, although conflicting results emerge for
other sleep disturbances. Moreover, studies of
sleep behavior and neurophysiology in younger
depressed children do not reveal similar abnor-
malities (Birmaher et al., 1996; Kaufman et al.,
2001). Inconsistent findings across studies and
developmental differences in the nature and
function of sleep suggest that measures of sleep
abnormalities are not likely to be useful di-
agnostic tools for youth depression (Emslie,
Rush, Weinberg, Rintelmann, & Roffwarg,
1994).

Both structural and functional brain abnor-
malities have been linked to depression in

adults, including reduced blood flow and me-
tabolism in the prefrontal cortex, reductions in
amygdala volume, and hippocampal abnor-
malities (for a review, see Davidson, Pizzagalli,
& Nitschke, 2002). Moreover, electro-
physiological research in adults with depres-
sion reveals relative hypoactivation in the left
frontal cortex, suggesting possible underactiva-
tion of brain systems that drive the experience
of pleasure and positive engagement (Davidson
et al., 2002). Few studies have been conducted
with youth; thus, little is known about the rele-
vance of these findings for youth depression.
However, research does reveal similar patterns
of asymmetry (i.e., relative left frontal hypo-
activation) in the infants and toddlers of de-
pressed mothers (Dawson, Frey, Panagiotides,
Osterling, & Hessl, 1997), suggesting possible
links to early risk for depression.

Social-Cognitive Influences

Social-cognitive theories focus on the role of
maladaptive thought processes and negative
belief systems as risk factors for depression.
Specifically, negative appraisals of the self and
the world are hypothesized to heighten vulner-
ability to depression, particularly in the face
of stressful life experiences. Variants of these
theories focus on different aspects of social-
cognitive processes, including self-schemas; be-
liefs and attitudes about the self and others; in-
ferences about the causes and consequences of
life events; and perceptions of control and com-
petence.

Consistent with Beck’s (1967) pioneering
information-processing theory of depression,
research reveals that depressed youth show
idiosyncratic processing of self- and other-
relevant information (Cole & Jordan, 1995;
Rudolph, Hammen, & Burge, 1997; Shirk, Van
Horn, & Leber, 1997), and endorse statements
that reflect low self-worth, irrational beliefs,
and dysfunctional attitudes (for reviews, see
Garber & Horowitz, 2002; Hankin &
Abramson, 2001; Kaslow, Adamson, & Col-
lins, 2000; Rudolph et al., 2006). Moreover,
consistent with helplessness–hopelessness
(Abramson, Metalsky, & Alloy, 1989) and self-
regulation (Cole, Martin, & Powers, 1997;
Weisz, Southam-Gerow, & McCarty, 2001)
theories of depression, research links youth de-
pression with a negative attributional style (i.e.,
a tendency to make internal, global, and stable
attributions for negative experiences), hope-
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lessness, and low perceptions of control and
competence (for reviews, see Garber &
Horowitz, 2002; Hankin & Abramson, 2001;
Kaslow et al., 2000; Rudolph et al., 2006).

Despite evidence for the role of maladaptive
social-cognitive processes in depression, re-
search reveals that certain aspects of cognitive
vulnerability do not emerge until adolescence
(Abela, 2001; Cole & Jordan, 1995; Weisz et
al., 2001). These developmental changes in vul-
nerability suggest that supplementing assess-
ments of depression with an evaluation of
particular social-cognitive processes should be
guided by the developmental stage of the child.

Interpersonal Influences

According to interpersonal models that empha-
size the social context of depression, depressed
individuals both react to and contribute to dis-
ruption in their close relationships (Gotlib &
Hammen, 1992; Joiner, Coyne, & Blalock,
1999). These models emphasize the ongoing
transactions between individuals and their so-
cial environments. Specifically, particular inter-
personal styles and social deficits of depressed
youth elicit negative responses from others.
These negative interpersonal experiences main-
tain or exacerbate depression.

Within the family, disturbances that disrupt
early social bonds and undermine the achieve-
ment of key developmental tasks (e.g., creation
of a healthy sense of self, acquisition of emo-
tion regulation and coping skills) are believed
to create a vulnerability to depression. Theory
and research implicate various forms of family
adversity, including the loss of a caregiver, mal-
treatment, insecure parent–child attachment,
family discord, and parenting styles character-
ized by low levels of warmth, heightened rejec-
tion, and overcontrolling behavior. Such dis-
ruption in the family environment might
account in part for the intergenerational trans-
mission of depression. Depressed youth in turn
show less effective communication, problem
solving, and support during interactions
with their parents than do nondepressed youth
(for reviews, see Garber & Horowitz, 2002;
Goodman & Gotlib, 1999; Rudolph et al., in
press).

Depressed youth also show significant
social-behavioral deficits and impairment in
their peer relationships, friendships, and ro-
mantic relationships. For example, compared
to nondepressed youth, depressed youth are

more aggressive and less prosocial with peers;
engage in more excessive reassurance seeking;
and demonstrate less active, assertive, and
problem-focused, and more passive, avoidant,
ruminative, and helpless responses to chal-
lenges, including interpersonal problems and
conflict. Not surprisingly, given these deficits,
depressed youth experience higher levels of re-
jection by familiar and unfamiliar peers, less
stable friendships, and poorer friendship and
romantic relationship quality than do non-
depressed youth. This interpersonal disruption
appears to be both an antecedent and a conse-
quence of depression, particularly in adolescent
girls (for a review, see Rudolph et al., in press).

Collectively, research suggests a transaction-
al relation between youth and their social con-
texts, such that depressed youth are exposed to
higher levels of interpersonal adversity and cre-
ate more adverse relationship contexts. Thus,
assessing interpersonal relationships might
provide information about not only possible
risk factors for depression but also the social
difficulties that depression creates in youths’
lives.

Contextual Influences

Theory and research implicate several types of
environmental adversity as triggers of depres-
sion in vulnerable individuals, including acute
negative life events, chronic stressors and daily
hassles, and broader stressful conditions, such
as socioeconomic disadvantage, parental un-
employment, and low levels of parental edu-
cation. Consistent with these perspectives, a
significant amount of research reveals an asso-
ciation between contextual stressors and de-
pression in youth (for reviews, see Garber &
Horowitz, 2002; Rudolph et al., 2006).

Although early life stress models viewed
stress as a contributor to depression, more re-
cent perspectives emphasize the transactional
nature of stress and depression (Hammen,
1992). Research supports the idea that de-
pressed youth both react (Garber, Keiley, &
Martin, 2002) and contribute (Rudolph et al.,
2000) to life stress. In fact, genetic liability
to depression might be expressed in part as
heightened exposure to self-generated life stress
(Rice, Harold, & Thapar, 2003). Stress within
close relationships is an especially salient pre-
dictor and consequence of depression, particu-
larly in adolescent girls (Hankin & Abramson,
2001; Rudolph, 2002). Researchers have pro-
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posed a variety of personal attributes and envi-
ronmental conditions that either dampen or
enhance stress reactivity, including genetic lia-
bility, physiological reactivity, cognitive ap-
praisals, emotion regulation and coping re-
sponses, and external resources (for reviews,
see Garber & Horowitz, 2002; Hankin &
Abramson, 2001; Rudolph et al., 2006).

ASSESSMENT CONSIDERATIONS

Selecting and implementing appropriate assess-
ment approaches has implications for both re-
search and clinical practice with depressed
youth. In research settings, accurate assessment
of depression is required for establishing rela-
tively homogeneous subgroups of youth in an
effort to determine the phenomenology, course,
and etiology of depression. In clinical settings,
comprehensive assessments are essential for
formulating diagnoses and prognoses, deter-
mining the appropriate type and setting of
treatment, monitoring treatment progress, and
evaluating treatment effectiveness (Klein et al.,
2005). Despite this integral role of assessment
in clinical practice, few formal guidelines exist
to assist in decision making during the assess-
ment process. In recent years, however, efforts
have been made to articulate evidence-based
guidelines for the assessment of psychologi-
cal symptoms and disorders in youth (Mash
& Hunsley, 2005). These guidelines integrate
standard psychometric information about the
reliability and validity of assessment methods
derived from scientific research, with prag-
matic considerations regarding the utility of
particular assessment approaches in applied
settings. Evidence-based guidelines for the as-
sessment of depression are discussed in detail
elsewhere (Klein et al., 2005). Here we high-
light a few key considerations relevant to the
assessment of youth with depression.

Identifying the Purpose of Assessment

Determining the optimal assessment approach
is contingent on the goals of the assessment.
These goals likely vary across research and
clinical practice, as well as across different clin-
ical settings (Mash & Foster, 2001). At a broad
level, there are several purposes of clinical as-
sessment (Mash & Hunsley, 2005): (1) diagno-
sis and case formulation; (2) screening; (3)
prognosis; (4) treatment design and planning;

(5) treatment monitoring; and (6) treatment
evaluation. The specific purpose of the assess-
ment might in part determine the most appro-
priate methods due either to differing psy-
chometric strengths of the methods (e.g., the
relative balance of sensitivity and specificity) or
to pragmatic concerns (e.g., the intensiveness
of the method or the implications of making a
misdiagnosis). For example, for screening pur-
poses (e.g., detecting youth who might benefit
from further in-depth assessment), researchers
or clinicians might be most interested in mini-
mizing false negatives—that is, ensuring that
they do not misidentify a child who is de-
pressed. Thus, they might be interested in a
measure that casts a wide net and “catches”
most possible cases of depression (Angold,
Costello, et al., 1995). In contrast, researchers
or clinicians who are selecting youth to partici-
pate in an intensive intervention might be most
interested in minimizing false positives—that
is, ensuring that they do not provide intensive
services to a child who is not depressed. More
intensive assessment methods that might be
useful for initial diagnosis and treatment plan-
ning are less practical for weekly monitoring of
progress. Indeed, assessing treatment effective-
ness requires methods that are sensitive to
change (Mash & Hunsley, 2005). Unfortu-
nately, relatively little is known about this char-
acteristic of assessment methods for depres-
sion. Furthermore, assessment methods need to
be sensitive to context-specific symptoms (e.g.,
social withdrawal at school vs. at home). Be-
cause assessment goals also might vary depend-
ing on the stage of assessment and the results of
prior assessment, selection of the most appro-
priate strategy might involve delineating a se-
quence of methods rather than an individual
method or instrument (Klein et al., 2005).

Determining the Target of Assessment

As discussed earlier, it also is important to con-
sider the level of depression—mood, syndrome,
or disorder—that is being targeted. Analyses of
item overlap among commonly used youth-
and other-report checklists, which tap de-
pressed mood and the depressive syndrome,
and formal diagnostic criteria (assessed with
clinical interviews), as well as empirical analy-
ses of the correspondence among data derived
from these three methods, reveal only moder-
ate correspondence (Compas, 1997; Compas et
al., 1993). Thus, different information is gath-
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ered with each method, and careful thought
must be given to which level of depression is of
interest. If the goal is to evaluate the severity
of depressive symptoms, self-report question-
naires, behavior checklists, or clinician-rated
depression scales might be sufficient, but if the
goal is to determine a formal clinical diagnosis,
then an interview-based method is required.
Questionnaires might be useful for screening
purposes, but because they often yield a high
false-positive rate, they are typically followed
up with a clinical interview (Angold, Costello,
et al., 1995; Klein et al., 2005; Reynolds,
1994).

Integrating Information across Informants
and Methods

A major challenge in the assessment of youth
depression is the selection of informants and
methods of assessment. Comprehensive assess-
ments involve gathering information from mul-
tiple sources (e.g., youth, parents, teacher),
methods (e.g., questionnaires, interviews, ob-
servations), and contexts (e.g., clinician’s of-
fice, home, school). However, much evidence
suggests a lack of convergence in data obtained
across informants, methods, and contexts
(Jensen et al., 1999; Kazdin, 1994). Moreover,
few formal guidelines are available to deter-
mine the relative validity of these different
types of information or to guide the integration
of information. A few assessment methods
(e.g., structured clinical interviews) have estab-
lished algorithms for integrating information.
For semistructured diagnostic interviews, one
common solution is a clinician-driven “best
estimate” approach (Klein, Ouimette, Kelly,
Ferro, & Riso, 1994), wherein information
from parent and youth interviews is integrated
and weighted based on clinical judgment re-
garding the validity of the information. Some
guidelines (e.g., giving preference to adults’ re-
port of depressive symptoms in young children)
are available to increase the reliability of this
“best estimate” method and to reduce idiosyn-
crasies in clinician decision making (Jensen et
al., 1999). However, these decisions are still
quite subjective; thus, this process might be
variable across interviewers. Some interviewers
might rely on the “or” rule (assuming that a
symptom is present if at least one informant re-
ports it), whereas others might rely on the
“and” rule (assuming that a symptom is pres-

ent only if it is reported by multiple
informants) (Klein et al., 2005). Moreover,
structured and semistructured interviews rarely
are used in clinical practice. Information from
multiple sources also might be combined ac-
cording to statistical algorithms to optimize
prediction (e.g., Rubio-Stipec et al., 1994).
However, prediction rules from statistical
equations do not necessarily or easily translate
into practice, and might not provide an advan-
tage over other methods (Bird, Gould, &
Staghezza, 1992).

Additional informal guidelines have been
proposed to reconcile cross-informant data.
For example, one might take into account both
the subjective nature of many depressive symp-
toms and the developmental stage of the child.
Self-report typically is useful for assessing in-
ternal experiences, such as feelings of sadness
and low self-worth. However, because very
young children have difficulty reflecting on
their internal experiences, information from
adults is essential. In contrast, adolescents pos-
sess the cognitive and linguistic ability to reflect
on their experiences, and can provide essential
information about subjective symptoms that
might be difficult to observe (Edelbrock,
Costello, Dulcan, Kalas, & Conover, 1985;
Jensen et al., 1999). However, even adolescents
might have difficulty placing their experiences
in the context of typical norms for youth, and
reporting on the timing and duration of symp-
toms. Parent and teacher perspectives might
therefore still provide critical information
about observable symptoms, and about the on-
set, course, severity, and prior history of symp-
toms even in adolescents.

Although discrepancies across informants
clearly complicate the assessment process and
often are viewed as evidence for poor reliability
or validity of the methods, these discrepancies
might be meaningful and worthy of attention.
Discrepancies might be driven by systematic
rater biases, such that they provide important
information about characteristics of the infor-
mant. For example, depressed mothers may
overestimate depressive symptoms in their off-
spring, resulting in low parent–child agreement
(Boyle & Pickles, 1997; Youngstrom, Izard, &
Ackerman, 1999). Alternatively, discrepancies
might reflect cross-situational specificity in
behavior, such as differences across home ver-
sus school (Clarizio, 1994). Therefore, rather
than dismissing lack of convergence as “noise”
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in the assessment process, it might be impor-
tant to consider these inconsistencies as useful
data that can help guide case formulation and
treatment planning.

Given the possibility that different infor-
mants might provide useful information about
different aspects of depression and associated
impairment, it is important to consider the in-
cremental validity of various measures, namely,
the degree to which the measure adds data that
improve the outcome of the assessment (e.g.,
increasing diagnostic accuracy). Surprisingly
little research has examined whether different
informants and methods provide incremental
validity in the assessment of depression.
Among the few available studies that examine
the incremental validity of multi-informant
data, results are mixed. Some research suggests
that parent and teacher ratings, and clini-
cian judgments of emotional and behavioral
problems contribute uniquely to the predic-
tion of poor outcomes, such as receipt of
mental health services and school difficulties
(Ferdinand et al., 2003). However, few studies
examine the relative contribution of different
informants to the assessment of depression spe-
cifically, rather than more global ratings of
emotion and behavior. One study (Hope et al.,
1999) did reveal that adolescent reports of in-
ternalizing problems on the Youth Self-Report
(Achenbach, 1991) accounted for a signifi-
cant increment in variance over parent reports
on the Child Behavior Checklist (Achenbach,
1991) when predicting the number of internal-
izing symptoms endorsed by parents on the Di-
agnostic Interview for Children and Adoles-
cents (Reich, Shayka, & Taibleson, 1991).
Although depression and anxiety were not ex-
amined separately, these results suggest that
parents and youth likely contribute unique
sources of information to the assessment of de-
pression.

Although the incremental validity of self-
report versus interview methods has not been
examined directly, one might assume that diag-
nostic interviews provide important incremen-
tal information necessary for making a diagno-
sis, such as data about the frequency, severity,
and duration of each symptom. Diagnostic in-
terviews also provide important data necessary
for making a differential diagnosis, such as in-
formation about exclusionary criteria (e.g., the
presence of a medical disorder associated with
depression), and about other types of psycho-

pathology. Other information often gathered
from such interviews, such as family history of
psychopathology and depression-related im-
pairment, also may aid in making a differential
diagnosis and in distinguishing between nor-
mative levels of sad mood and clinical depres-
sion. Research has not examined the incremen-
tal validity of methods other than rating scales
and interviews (e.g., behavior observations) in
the assessment of depression, possibly as a re-
sult of their limited use due to costs associated
with training, accessibility of observation tech-
niques and settings, and time to conduct and
code the observations (Garber & Kaminski,
2000).

Clearly, more research is needed to establish
the incremental validity of assessment mea-
sures for depression, although this endeavor is
challenging. The incremental validity of a mea-
sure depends on the quality of other measures
included in the assessment; thus, incremental
validity is difficult to demonstrate for any one
measure when other valid measures are part of
the assessment. Incremental validity of youth
depression measures also depends on other fac-
tors, such as developmental status (e.g., parent
reports might add significant information that
young children are not able to provide) and
culture (e.g., given cultural norms about self-
disclosure, youth may be reluctant to disclose
information that might be obtained from other
informants).

Establishing the Clinical Utility
of Assessment Approaches

Typically, systematic evaluations of assessment
methods for depression focus on traditional
psychometric properties (e.g., reliability, con-
vergence with other methods). Far less is
known about the utility of various methods for
clinical application. Clinical utility includes
features such as usefulness for monitoring
treatment progress, incremental validity, and
prognostic utility (e.g., ability to predict treat-
ment outcome) (Klein et al., 2005; Mash &
Hunsley, 2005). Determining the clinical utility
of different methods depends on the specific
purpose of assessment. For example, the clini-
cal utility of an assessment method for diagno-
sis depends on its ability to maximize the accu-
racy of diagnostic classification; thus, the focus
is on the positive and negative predictive power
of the measure. The clinical utility of a method
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for evaluating treatment progress and outcome
depends on its sensitivity to change and the fea-
sibility of repeated administrations. In many
cases, practical considerations might outweigh
scientific evidence regarding the strength of dif-
ferent assessment approaches.

Considering Developmental Factors

Although similar methods are used to assess
depression at different ages, developmentally
sensitive assessment approaches require a con-
sideration of developmental factors that might
complicate assessment of depression in youth.
As noted earlier, there are some developmental
differences in the expression of depression,
such that young children might not articulate a
depressed or anhedonic mood, and might not
experience typical vegetative symptoms of de-
pression. Moreover, because irritability rather
than sadness might be the predominant mood,
depressive symptoms might be mistaken
for other forms of psychopathology. Distin-
guishing between normative fluctuations in
mood and clinically meaningful depression in
youth also might be difficult due to ongoing de-
velopmental changes in the expression and reg-
ulation of mood. Despite the fact that many
early myths about depression in youth (e.g., de-
pression in young children is “masked” in the
form of other disturbances; depression in ado-
lescents just reflects normative “storm and
stress”) have been dispelled, significant others
in their lives might still misattribute symptoms
to normative developmental experiences and
disruptions. Thus, assessment of depression re-
quires a careful consideration of developmental
norms in emotions and behavior.

A developmental perspective also can in-
form which domains of impairment to target
in a comprehensive assessment. Depression is
likely to interfere with developmentally sa-
lient tasks (Garber, 1984), such as academic
achievement and success with peers during
middle to late childhood, and the formation
of romantic relationships during adolescence.
Thus, assessments should target particular
domains of functioning during particular life
stages.

A final developmental issue is whether cer-
tain assessment methods are most valid and
useful at certain stages of maturation. For the
most part, similar methods have been used
across a wide age span. For example, the same
or slightly modified self-report questionnaires

and clinical interviews often are used across
developmental levels (e.g., ages 8–18). The rel-
ative validity and clinical utility of these meth-
ods at different ages have not been systemati-
cally evaluated.

Assessing Associated Symptoms
and Characteristics

A comprehensive assessment of youth with de-
pression involves an evaluation of co-occurring
psychopathology and depression-related im-
pairment. We noted earlier the high co-
occurrence between depression and other
forms of psychopathology, including anxiety
disorders, disruptive behavior disorders, sub-
stance abuse disorders, eating disorders, and
somatic problems. Moreover, depressed youth
with comorbid disorders experience more im-
pairment than those with depression alone
(Marmorstein & Iacono, 2003; Rudolph,
Hammen, & Burge, 1994; Rudolph et al.,
2000), and are at risk for a more severe and
persistent course of depression (Birmaher et al.,
1996; Lewinsohn, Rohde, Seeley, Klein, &
Gotlib, 2000). Thus, assessing associated disor-
ders is essential for accurate diagnosis (e.g.,
making a differential diagnosis or determining
whether depression or a comorbid disorder
should be the primary diagnosis), case concep-
tualization (e.g., understanding the complex
pattern of symptoms in youth with comorbid
disorders and how other symptoms may inter-
act with depression in the expression of dys-
function), and treatment planning (e.g., deci-
sion making regarding appropriate treatment
options and needs given the presence of comor-
bid disorders). Assessment of co-occurring
problems should include an evaluation of de-
velopmental and medical conditions associated
with depression and specific features of depres-
sion that might have implications for progno-
sis, treatment planning, and monitoring (e.g.,
suicidal ideation, psychotic symptoms, hypo-
mania).

Because depressed youth experience disrup-
tions in multiple psychological and life do-
mains, including biological dysregulation, mal-
adaptive social-cognitive processes, academic
performance deficits, family conflict, and peer
stress (see earlier sections), the assessment pro-
cess should include an evaluation of other rele-
vant domains. Indeed, as discussed earlier, even
youth with subclinical levels of symptoms dem-
onstrate significant psychosocial impairment
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and often go on to experience more severe de-
pression (Angst et al., 2000; Pine et al., 1999),
suggesting that impairment and subjective dis-
tress are important targets of assessment be-
yond formal diagnosis (Mash & Hunsley,
2005). Gathering information about depression-
related impairment is critical not only for case
formulation and treatment planning, but also
for determining prognosis and assessing pro-
cesses of change during treatment. For exam-
ple, assessments in youth might include evalu-
ating whether negative cognitive style or
maladaptive responses to stress improve over
the course of treatment. Unfortunately, because
many of the methods used to assess these do-
mains lack normative information or evalua-
tion of their clinical utility, it is difficult to
develop specific criteria for inclusion in an as-
sessment battery.

Finally, an essential part of assessment is the
evaluation of clinical and family characteristics
that predict the course of depression and have
implications for treatment planning. As dis-
cussed earlier, continuity of depression across
developmental stages is high. Moreover, re-
search indicates a significant family aggrega-
tion of depression. In fact, a prior history of re-
current depression in youth or their families is
a strong predictor of recurrence (Birmaher et
al., 2002; Rohde et al., 2005), suggesting that a
thorough assessment of personal and family
history of depression is critical. Of course,
given limited resources, decisions need to be
made regarding the most relevant areas to tar-
get. Unfortunately, at present, few criteria are
available to guide this decision-making pro-
cess.

Interpreting Changes in Depression

Because a key goal of assessment is to evaluate
treatment progress and effectiveness, assess-
ments must be sensitive to changes over time.
Two important considerations complicate ef-
forts to evaluate this aspect of clinical utility.
First, the majority of MDEs remit naturally
over time. Second, reported levels of depressive
symptoms tend to decrease across repeated
assessments (Twenge & Nolen-Hoeksema,
2002). Thus, tracking the course of disorder
during treatment requires an awareness of the
possibility that apparent, treatment-related im-
provement is due to natural remission of symp-
toms or to artifacts resulting from an attenua-
tion effect.

OVERVIEW OF ASSESSMENT METHODS

In this section, we provide a selective review of
assessment methods for depression. When eval-
uating the measures, we consider standard
psychometric indexes of reliability (internal
consistency, test–retest reliability, interrater re-
liability) and validity (content, convergent, dis-
criminant, and incremental validity; sensitivity
and specificity), as well as clinical utility (sensi-
tivity to change, prognostic utility, feasibility
for use in a clinical setting).

It is difficult to establish strict criteria for
evaluating the psychometric properties of
youth depression measures. Depressive syn-
dromes in youth tend to fluctuate naturally
over time, possibly reducing stability estimates
(Kovacs, 1992). Similarly, normative devel-
opmental changes (e.g., intellectual, affective)
may lower stability estimates (Flannery, 1990)
and result in varying levels of validity at differ-
ent ages (Kessler et al., 2001). Estimates of
test–retest reliability that use structured inter-
views might be lower than those with other as-
sessment measures (e.g., rating scales), because
a change in a single response can change diag-
nostic status and lower reliability estimates.
Continuous measures are less sensitive to such
small differences in ratings. An additional chal-
lenge in evaluating test–retest reliability coeffi-
cients is the attenuation effect. Moreover, es-
tablishing the validity of measures is difficult
given the absence of a “gold standard.” Spe-
cifically, many evaluations of validity compare
information from diagnostic interviews and in-
formation from rating scales, which leads to
some circularity in determining the strength
of each method. Consideration of alternative
forms of validity and utility (e.g., prognostic
utility), can help to circumvent these complica-
tions.

Standard assessment approaches for youth
depression fall broadly into two major catego-
ries: diagnostic interviews and rating scales. Al-
though physiological, performance-based, and
observational measures of depression and re-
lated constructs have been developed (for a re-
view, see Garber & Kaminski, 2000), insuf-
ficient normative information, idiosyncratic
aspects of these assessments (e.g., investigator-
specific coding systems), and lack of feasibility
(e.g., time intensiveness, cost, training require-
ments) prevent their standard application in
clinical settings. Thus, we provide only a brief
review of these types of measures.
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Diagnostic Interviews

Diagnostic interviews are used to determine de-
pression diagnoses, as well as to rule out alter-
native diagnoses. These interviews are classi-
fied as unstructured or structured. The content
and format of unstructured diagnostic assess-
ments vary by clinician; therefore, these inter-
views vary in the amount and type of informa-
tion elicited. Thus, diagnoses based solely on
unstructured interviews might fail to consider
all necessary diagnostic criteria. Unstructured
interviews also might be subject to a number of
biases, such as the tendency to collect informa-
tion selectively to confirm or rule out a particu-
lar diagnosis (Angold, 2002; Jensen & Weisz,
2002).

Structured interviews are standardized inter-
views in which the interviewer determines the
presence or absence of diagnostic criteria and
associated clinical features, including duration
and past history, using a prescribed set of
probes. Structured interviews also are useful
for differential diagnosis and assessment of
comorbid conditions. Parallel child and parent
versions often are available (Hodges, 1994).
The primary benefit of structured compared to
unstructured interviews is standardization in
terms of format, language, sequencing of inqui-
ries, methods for rating severity and impair-
ment, and criteria for assigning a diagnosis
(Rogers, 2003).

Structured interviews may be classified fur-
ther as either fully structured, respondent-
based or semistructured, interviewer-based
(Rogers, 2003). Respondent-based interviews
require adherence to a prescribed set of probes;
diagnoses are based solely on respondents’ an-
swers. Interviewer-based interviews permit the
interviewer to supplement a prescribed set
of inquiries with additional probes. As a result,
respondent-based interviews may be ad-
ministered by well-trained laypeople, whereas
interviewer-based interviews can only be ad-
ministered by interviewers trained in clinical
diagnosis.

In terms of validity, it is increasingly recog-
nized that diagnostic assessments guided solely
by clinical judgment may be less accurate than
evidence-based diagnoses informed by stan-
dard assessment procedures with established
reliability and validity, such as structured diag-
nostic interviews (Doss, 2005). The selection of
a fully structured or semistructured interview
depends in part on the availability of trained

mental health professionals to conduct inter-
views. Fully structured interviews are preferred
when the costs associated with training and ad-
ministration are prohibitive, such as in large
epidemiological studies. When trained inter-
viewers are available, the flexibility of semi-
structured interviews may yield greater validity
(Kessler et al., 2001). Another consideration is
whether respondents are deemed able to make
judgments about symptom presence or absence
without any interviewer input. In cases in
which respondents may have difficulty under-
standing or evaluating interview probes, an
interviewer-based interview may increase diag-
nostic accuracy.

Rating Scales

Depression rating scales and behavior check-
lists assess depressive mood and symptoms.
Symptoms might be rated by the youth, clini-
cians, or others familiar with the youth (e.g.,
parents, teachers). Respondents typically rate
the extent to which each symptom applies, us-
ing Likert scales to select among response op-
tions that vary in symptom frequency or sever-
ity. Summary scores are created by aggregating
across symptoms. These scores do not provide
information about the duration of symptoms
or about specific configurations of symptoms
required for a diagnosis (e.g., a youth might
score high on a rating scale despite the absence
of depressed mood or anhedonia). Moreover,
many items on standard rating scales are not
core symptoms of depression but are associated
features (e.g., behavior problems, academic im-
pairment). Thus, rating scales do not provide
sufficient information to inform diagnoses.

Rating scales are widely used because of
their convenience, ease of administration, and
low cost. Self-report scales are well suited to
assess symptoms that are not observable by
others, such as feelings of hopelessness and
guilt (Reynolds, 1994). However, these scales
share problems characteristic of self-report in
general. Youth might be reluctant to disclose
depressive symptoms due to social desirability
or concern about others’ reactions. Alter-
natively, depressed youth might overestimate
their difficulties (Garber & Kaminski, 2000).
Also, self-report scales often do not discrimi-
nate between depression and other types of
negative affect, particularly anxiety. In addi-
tion, these measures require a certain level of
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reading and comprehension, and youth must
rate the frequency, intensity, and duration of
multiple symptoms. Reports from other in-
formants address these limitations (Clarizio,
1994) but also are subject to biases. Unfortu-
nately, little empirical evidence documents the
added value of obtaining information about
depression from different sources (Johnston &
Murray, 2003), making it difficult to evaluate
the relative costs and benefits associated with a
multi-informant assessment approach.

Alternative Methods: Observational,
Performance-Based, and Physiological Methods

Several laboratory and performance-based
methods are available to assess depression and
its correlates. For example, observations in lab-
oratory settings may provide useful informa-
tion about symptoms such as depressive affect,
psychomotor abnormalities, and sleep difficul-
ties, as well as correlates of depression, such as
interpersonal difficulties. Such methods have
several benefits. First, performance-based
methods and analogue behavior observations
(i.e., structured observations designed to paral-
lel situations encountered in natural settings)
(Mash & Foster, 2001) are less subject to diffi-
culties associated with interviews and rating
scales, such as self-presentation demands or
limited self-reflection capability. Second, these
methods provide a means of systematically elic-
iting and observing responses or behaviors of
interest, thereby allowing for the assessment of
low base-rate or situation-specific behaviors
(Mash & Foster, 2001). Thus, these methods
may provide an important supplement to tradi-
tional methods.

Unfortunately, several issues limit the utility
of these methods in applied settings. One con-
cern is their lack of ecological validity, namely,
that the situations and observed behaviors do
not accurately reflect real-world experiences
(Sanders, Dadds, Johnston, & Cash, 1992).
However, these methods may be useful for cer-
tain clinical assessment purposes even in the
absence of ecological validity (Mash & Foster,
2001). For example, a clinician may wish to
evaluate youth behavior in a specific, struc-
tured situation (e.g., a problem-solving discus-
sion between a depressed youth and parent) as
a step in determining whether an intermediate
treatment goal has been met (e.g., whether
the family has learned certain communication

skills), even though the conditions and behav-
iors do not mirror those in natural settings.
Pragmatic constraints (e.g., cost, training, and
time requirements) also may limit the utility of
these methods in clinical settings. Moreover,
because these methods were designed for use in
research, their focus is on differentiating be-
tween groups of relatively homogeneous youth
rather than providing idiographic information
about an individual youth and the complexity
of his or her presenting problems (Mash &
Foster, 2001). Even within research settings,
the psychometric adequacy of these measures is
not always sufficiently established, and idio-
syncratic administration and coding proce-
dures are used; this lack of standardization
makes it difficult to transport these methods
into clinical settings (Mash & Foster, 2001). In
addition, many constructs assessed with these
methods (e.g., social interaction) are character-
istic of not only depression but also other dis-
orders, resulting in limited discriminant valid-
ity. Evidence is limited concerning the clinical
utility and incremental validity of laboratory
and performance-based measures (Johnston
& Murray, 2003; Mash & Foster, 2001),
although these methods may provide in-
formation about targets for treatment (Garber
& Kaminski, 2000). Given the time and cost
necessary to use these methods, it is important
to determine whether they provide information
that other methods do not, and whether inclu-
sion of these methods in an assessment battery
significantly aids in diagnosis and case formu-
lation, prognosis, treatment planning, or treat-
ment outcome.

Review of Diagnostic Interviews

Schedule for Affective Disorders and Schizophrenia
for School-Age Children

The Schedule for Affective Disorders and
Schizophrenia for School-Age Children (K-
SADS; Kaufman et al., 1997; Puig-Antich &
Chambers, 1978), an interviewer-based sched-
ule to assess psychopathology in youth ages 6
to 18, is designed for use by mental health
professionals trained to make psychiatric di-
agnoses. Parent and child are interviewed
separately; major discrepancies are resolved
through a joint interview. Three versions are
compatible with the DSM-IV. The K-SADS-P
assesses current and past year diagnoses only.
The K-SADS-E (epidemiological version) and
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K-SADS-P/L assess lifetime and current diagno-
ses, and the K-SADS-P/L includes an 82-item
screening interview. Although both the K-
SADS-P/L and K-SADS-P include a global as-
sessment scale, the K-SADS-P also includes
clinical severity and improvement ratings, and
the Hamilton Depression Rating Scale, making
it more sensitive to treatment effects. Adminis-
tration of the K-SADS ranges between 1.5 and
3 hours (Ambrosini, 2000).

Preliminary data for the K-SADS-P IV-R, the
DSM-IV version of the K-SADS-P, indicate ex-
cellent agreement for current (kappa = .90)
and lifetime (kappa = 1.00) MDD diagnoses
(Ambrosini, 2000; Kaufman et al., 1997).
Studies that use the K-SADS as the criterion for
establishing validity reveal that scores from
self-report, parent-report, and clinician rating
scales distinguish between youth with MDD
and nondepressed youth (Kaufman et al.,
1997). Moreover, youth who met criteria for
depression on the K-SADS at age 9 reported
more depressive symptoms on the Diagnostic
Interview Schedule for Children at ages 11 and
13 (McGee & Williams, 1988).

Child and Adolescent Psychiatric Assessment

The Child and Adolescent Psychiatric Assess-
ment (CAPA; Angold & Costello, 1995) is a
semistructured interview designed to assess
psychiatric diagnoses occurring in the past 3
months in youth ages 9 to 17. Administration
time is 1 to 2 hours. The interview includes an
assessment of psychosocial impairment and cli-
nician ratings of behaviors observed in the in-
terview. The CAPA includes a glossary with
operational definitions of symptoms, facilitat-
ing its use by not only clinicians but also highly
trained lay interviewers. The CAPA is appro-
priate for use in clinical and epidemiological re-
search (Angold & Costello, 2000).

Test–retest reliability of CAPA depression di-
agnoses is high for MDD (kappa = .90) and
dysthymia (kappa = .85). Interrater reliability
of MDD diagnoses also is high (intraclass cor-
relation coefficient [ICC] = .88; Angold &
Costello, 1995). There are limited data on the
association of the CAPA with other depression
measures. In one study, adolescents with a
CAPA MDD diagnosis scored higher on the
Mood and Feelings Questionnaire than youth
without an MDD diagnosis (Thapar &
McGuffin, 1998). Other support for the valid-
ity of CAPA depression diagnoses includes

higher prevalence of MDD diagnoses in adoles-
cent girls than in boys (Angold, Costello, &
Worthman, 1998), and higher concordance of
MDD diagnoses in monozygotic than in di-
zygotic twins (Eaves et al., 1997).

Diagnostic Interview for Children and Adolescents

The most recent version of the Diagnostic In-
terview for Children and Adolescents (DICA),
the DICA-IV (Reich, 2000), is a semistructured
interview designed to assess lifetime psychiatric
diagnoses in youth ages 6 to 17. This version of
the DICA assesses DSM-III-R and DSM-IV cri-
teria. Separate interviews are available for chil-
dren (ages 6–12) and adolescents (ages 13–17).
The DICA can be administered by laypeople af-
ter 2 to 4 weeks of training; the computer ver-
sion may be self-administered. Administration
time is typically 1 to 2 hours.

One week test–retest reliability for the
DICA-IV is high for adolescents (kappa = .80)
but lower for children (kappa = .55). In one
community sample using the DICA-R (revised
version), interrater agreement was poor for in-
terviews of children (kappa = .00) and moder-
ate for interviews of adolescents (kappa = .45);
agreement between child and parent reports
was better than that between adolescent and
parent reports (kappa = .77 and .31, respec-
tively) (Boyle et al., 1993). Low to moderate
agreement between clinicians also has been ob-
tained in outpatient samples of youth (Ezpeleta
et al., 1997). Youth diagnosed with MDD us-
ing the DICA score higher on the Depression
Self-Rating Scale (McClure, Rogeness, &
Thompson, 1997), the Beck Depression Inven-
tory (Beck & Steer, 1993), and the Center for
Epidemiologic Studies Depression Scale
(Olsson & von Knorring, 1997) than do youth
without a diagnosis.

Diagnostic Interview Schedule for Children

The Diagnostic Interview Schedule for Chil-
dren (DISC; Shaffer, Fisher, Lucas, Dulcan,
& Schwab-Stone, 2000) is a structured,
respondent-based interview for children, with
content corresponding to the adult Diagnostic
Interview Schedule (Robins, Helzer, Croughan,
& Ratcliff, 1981). The DISC-IV assesses diag-
noses in the past year and in the past 4 weeks,
as well as lifetime diagnoses. The DISC and its
revisions, the most recent of which is the DISC-
IV (Shaffer et al., 2000), can be administered
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by lay interviewers after training. Child (DISC-
C) and parent (DISC-P) versions are available.
In the C-DISC-4.0, the computerized version of
the DISC-IV, the computerized format aids in
standardization of assessment, which is useful
for research studies. However, because the C-
DISC-4.0 is a structured interview, it is not pos-
sible to address problems such as misinterpre-
tation of probes. Administration time is 1 to 2
hours.

Test–retest reliability of DISC-IV past-year
MDD diagnoses was moderate for parent re-
port (r = .66) and high for child report (r = .92)
in a clinic sample. Estimates of diagnostic
agreement in a community sample were low for
child report (kappa = .37) and moderate for
parent report (kappa = .55). Use of symptom
counts to assess reliability in the same sample
yielded higher reliability estimates (ICCs = .52
for child report and .79 for parent report). Va-
lidity information is not available for the DISC-
IV affective disorder scales. Earlier versions of
the DISC showed low correlations with the
Children’s Depression Inventory (Angold,
Prendergast, et al., 1995) and low concordance
between DISC depression diagnoses and
clinician diagnoses (e.g., Pellegrino, Singh, &
Carmanico, 1999). Earlier versions of the DISC
yielded high numbers of false-positive depres-
sion diagnoses.

Review of Self-Report Rating Scales

Beck Depression Inventory

Although designed for adults, the Beck Depres-
sion Inventory (BDI; Beck & Steer, 1993) is the
rating scale most often used with adolescents.
For each of the 21 items, respondents indicate
which of four statements varying in severity
best describes how they have been feeling for
the past week. Scores range from 0 to 63. The
BDI can be completed in less than 10 minutes.
A 13-item short form is available (Bennett,
Ambrosini, et al., 1997). The BDI for Primary
Care (BDI-PC; Beck, Guth, Steer, & Ball,
1997), a 7-item scale, has been used success-
fully with adolescents in medical settings (e.g.,
Winter, Steer, Jones-Hicks, & Beck, 1999).

Internal consistency of the BDI in adolescent
samples generally is high (e.g., Ambrosini,
Metz, Bianchi, Rabinovich, & Undie, 1991),
and the BDI has demonstrated validity in ado-
lescent samples, as evidenced by correlations
with other depression self-report measures

(e.g., Roberts et al., 1991). A comparison of
the BDI and the Reynolds Adolescent Depres-
sion Scale (RADS) revealed that the BDI was
more sensitive to changes in severity of depres-
sion due to treatment (Reynolds & Coats,
1986). The BDI discriminates between de-
pressed and nondepressed adolescents in hospi-
tal (Carter & Dacey, 1996) and outpatient
(Ambrosini et al., 1991) settings. However,
some research shows that elevated scores on
the BDI yield a high number of false-positive
cases—that is, adolescents with elevated BDI
scores who do not meet diagnostic criteria for
depression—and few true-positive cases of de-
pression (Roberts et al., 1991). Also, some re-
search suggests that high scores on the BDI
are not specific to depression, but indicate
dysphoria or general psychological distress
(Kutcher & Marton, 1989).

Cutoff scores of 16 and 10 on the BDI maxi-
mize sensitivity and specificity of MDD and
dysthymia diagnoses, respectively, in com-
munity samples (Barrera & Garrison-Jones,
1988); optimal cutoff scores for outpatient
and inpatient adolescent samples generally are
lower (e.g., Ambrosini et al., 1991). Addi-
tionally, sensitivity and specificity in treated
samples are considerably lower than that
in community samples (Barrerra & Garrison-
Jones, 1988; Kashani, Sherman, Parker, &
Reid, 1990). Other concerns include the lack of
items relevant to school and the absence of par-
allel parent and teacher forms (Myers & Win-
ters, 2002).

The BDI-II (Beck, Steer, & Brown, 1996),
the most recent revision of the BDI, is updated
to be consistent with DSM-IV criteria for
MDD. According to the manual, the BDI-II is
appropriate for adolescents as young as age 13;
however, expert raters and inpatient adoles-
cents identified some items that are less rele-
vant to adolescent depression (e.g., “loss of in-
terest in sex,” “past failure”) (Osman, Kopper,
Barrios, Gutierrez, & Bagge, 2004). The BDI-II
has high internal consistency (estimates ≥ .90)
in samples of adolescent inpatients (Krefetz,
Steer, Gulab, & Beck, 2002; Kumar, Steer,
Teitelman, & Villacis, 2002) and correlates
with other depression rating scales, such as the
RADS (r = .84; Krefetz et al., 2002), and sui-
cide risk measures, such as suicidal ideation
and feelings of hopelessness (Osman et al.,
2004). BDI-II scores discriminate between ado-
lescents who meet criteria for MDD and those
who do not (Krefetz et al., 2002; Kumar et al.,
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2002). In one study of adolescent inpatients
(Kumar et al., 2002), a cutoff score of 21 dem-
onstrated the highest positive predictive power
of .85 (i.e., the proportion of adolescents scor-
ing above the cutoff who meet diagnostic cri-
teria for depression) and negative predictive
power of .83 (i.e., the proportion of adoles-
cents scoring below the cutoff who do not meet
diagnostic criteria for depression).

Children’s Depression Inventory

The Children’s Depression Inventory (CDI;
Kovacs, 1992) is a downward extension of the
BDI, with language and format changes to ac-
commodate youth age 7 and older. For each of
27 items, youth select one of three response al-
ternatives that vary in severity. For approxi-
mately half of the items, alternatives are listed
in order of increasing severity; the order is re-
versed for the remaining items. The CDI takes
about 10–20 minutes to complete. An abbrevi-
ated version (Kovacs, 1992) and a parent ver-
sion (Wierzbicki, 1987) are available. Corre-
spondence of parent and teacher ratings with
self-reports is low to moderate, with highest
agreement about school functioning (Bennett,
Pendley, & Bates, 1997; Ines & Sacco, 1992).

Internal consistency of the CDI exceeds .80
in most studies (e.g., Crowley, Worchel, & Ash,
1992; Smucker, Craighead, Craighead, &
Green, 1986). Most studies report test–retest
reliability coefficients close to .70, but coeffi-
cients range from as low as .38 (Saylor, Finch,
Spirito, & Bennett, 1984) to as high as .88
(Finch, Saylor, Edwards, & McIntosh, 1987).
The CDI correlates significantly with other de-
pression self-report measures (e.g., Shain,
Naylor, & Alessi, 1990). Evidence for discrimi-
nant validity is mixed. Some studies indicate
that the CDI distinguishes between youth with
depression and nondepressed youth (e.g.,
Timbremont, Braet, & Dreessen, 2004), but
others suggest poor discriminant validity, sensi-
tivity, and specificity (e.g., Ambrosini, 2000).
For screening purposes, a cutoff score of 19 or
20 has been suggested for youth in the general
population, where the prevalence of depression
is low; cutoff scores of 12 or 13 have been rec-
ommended for clinic-referred samples (Kovacs,
1992). The CDI seems to be more sensitive to
change in response to treatment than the
Children’s Depression Rating Scale—Revised
and the Reynolds Child Depression Scale

(Stark, Reynolds, & Kaslow, 1987). However,
some research documents significant reduc-
tions in CDI scores at a second assessment,
when no treatment was provided (Meyer,
Dyck, & Petrinack, 1989). Therefore, clini-
cians should use the CDI in combination with
other information before concluding that there
are positive treatment effects on depression.

Center for Epidemiologic Studies Depression Scale

The Center for Epidemiologic Studies Depres-
sion Scale (CES-D; Radloff, 1977), a 20-item
measure, was originally developed for use with
community samples of adults. Respondents in-
dicate the frequency of depressive symptoms
using a 3-point scale. Item content does not in-
clude all DSM criteria. Internal consistency of
the CES-D with adolescent samples is high,
with coefficients exceeding .85 (Garrison,
Addy, Jackson, McKeown, & Waller, 1991;
Roberts et al., 1991). The CES-D has only a
moderate correlation with the Hamilton De-
pression Rating Scale (HDRS; r = .48; Roberts
et al., 1991), but a high correlation with the
RADS (r’s > .74; Reynolds, 1987). Test–retest
reliability in a community sample of adoles-
cents was adequate (r = .61). The most fre-
quently used cutoff score for the CES-D is 16,
which indicates moderate depression, although
several studies indicate that this cutoff yields
false-positive diagnoses of depression in non-
depressed youth (e.g., Roberts et al., 1991).
Optimal cutoff scores for determining MDD in
adolescents range from 12 to 22 for boys and
22 to 24 for girls (Garrison et al., 1991; Rob-
erts et al., 1991). Convergence between CES-D
scores indicating depression and K-SADS
depression diagnoses is low (Roberts et al.,
1991).

The child version of the CES-D, the CES-
DC, does not correlate with the CDI in young
children, but it has a moderate correlation (r =
.61) in adolescents (Faulstich, Carey, Ruggiero,
Enyart, & Gresham, 1986). Generally, the dis-
criminant validity of the CES-DC is poor
(Faulstich et al., 1986), because scores corre-
late moderately with conduct disorder (An-
drews, Lewinsohn, Hops, & Roberts, 1993)
and do not distinguish between depressed chil-
dren and children with no diagnosis (Fendrich,
Weissman, & Warner, 1990). Like the CES-D,
the CES-DC has problems with sensitivity and
specificity (Blatt, Hart, Quinlan, Leadbeater, &
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Auerbach, 1993). Use of the CES-D or CES-DC
to assess change in symptoms should be
avoided given these problems.

Mood and Feelings Questionnaire

The Mood and Feelings Questionnaire (MFQ;
Angold, Costello, et al., 1995), developed to
assess symptoms of depression in youth ages 8–
18, includes 30 or 35 items (depending on the
version used) assessing DSM-III-R criteria for
depressive disorders and other clinically signifi-
cant symptoms. Respondents indicate the de-
gree to which each statement applies to their
experiences in the past 2 weeks using a 3-point
Likert scale. A short form of the MFQ
(SMFQ), composed of 13 items that showed
optimal discriminative ability and internal con-
sistency, is available. Parent versions of the full
and short forms are available. The MFQ and
SMFQ are strongly correlated (r’s > .90) for
both the child and parent versions (Angold,
Costello, et al., 1995). The MFQ can be com-
pleted in about 10 minutes.

Stability estimates using the full MFQ ex-
ceed .70 (e.g., Costello, Benjamin, Angold, &
Silver, 1991; Wood, Knoll, Moore, & Harring-
ton, 1995). Concordance between child and
parent reports is low (r’s = .25 and .30, for the
full and short forms, respectively). The full and
short forms of the MFQ have moderate corre-
lations with the CDI and the DISC-C, but the
parent versions have low correlations with the
CDI and DISC-P (Angold, Costello, et al.,
1995). With a diagnosis of MDD on the K-
SADS as the criterion, diagnostic accuracy of
the MFQ child version is generally better than
the MFQ parent version, and similar to the
CDI and BDI (Wood et al., 1995). Scores on the
MFQ child version discriminate between psy-
chiatric inpatients with a DISC affective diag-
nosis and those with no affective diagnosis
(Pellegrino et al., 1999).

Reynolds Adolescent Depression Scale
and Reynolds Child Depression Scale

The Reynolds Adolescent Depression Scale
(RADS; Reynolds, 1994) is a 30-item scale de-
signed to assess depressive symptoms in youth
ages 13 to 18. Seven items are uncharacteristic
of depression to reduce the likelihood of
response sets. Respondents indicate the fre-
quency of each symptom on a 4-point scale;

possible scores range from 30 to 120. Content
of the RADS does not include all symptoms of
depression. Norms are based on an ethnically
and geographically diverse sample of adoles-
cents. The RADS takes about 10 minutes to
complete (Reynolds, 1994).

Several studies report high internal consis-
tency of the RADS in community and clinical
samples, with estimates exceeding .90 (e.g.,
Dalley, Bolocofsky, Alcorn, & Baker, 1992;
Reynolds, 1987, 1989). Test–retest reliabil-
ity at 6 and 12 weeks is approximately .80
(Reynolds, 1987). The RADS has strong corre-
lations with other depression measures, such as
the CDI and CES-D, with correlations exceed-
ing .70 (Reynolds, 1987). The RADS also is
strongly correlated with the HDRS (r = .83;
Reynolds, 1987) and the Children’s Depression
Rating Scale—Revised ([CDRS-R], r = .78;
Shain et al., 1990). A cutoff score of 77 indi-
cates clinically significant impairment in daily
functioning. Using this cutoff score and diag-
noses based on the HDRS, the RADS had high
specificity (96%) but considerably lower sensi-
tivity (62%) (Reynolds, 1987). The RADS can
detect alleviation of adolescents’ depressive
symptoms but is less sensitive than the BDI in
this regard (Reynolds & Coats, 1986). It is
concerning that the recommended cutoff score
misses one-third of depressed adolescents.

The Reynolds Child Depression Scale
(RCDS; Reynolds, 1989), designed for use with
children ages 8–13, consists of 30 items. Like
the RADS, the normative sample for the RCDS
is socioeconomically and ethnically diverse. In-
ternal consistency of the RCDS in the norma-
tive sample (.90) is similar to that in other stud-
ies (e.g., Reynolds, 1989). Four-week test–
retest reliability is .85 (Reynolds & Graves,
1989). The RCDS correlates strongly with the
CDI (r’s = .70–.79) (e.g., Bartell & Reynolds,
1986; Reynolds, 1989) and the CDRS-R (r =
.76) (Reynolds, 1989). Additionally, several
studies indicate that the RCDS is sensitive to
change in depressive symptoms due to treat-
ment (Crosbie-Burnett & Newcomer, 1990;
Rawson & Tabb, 1993).

Review of Clinician Rating Scales

Hamilton Depression Rating Scale

The Hamilton Depression Rating Scale (HDRS;
Hamilton, 1960; Warren, 1997) was designed
to assess the severity of depressive symptoms in
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adults, but it is often used with adolescents
(Myers & Winters, 2002). The HDRS includes
21 items, but Hamilton (1960) suggested that
only the first 17 be used to compute the total
score. Assessors rate both the presence or ab-
sence, and, if applicable, the severity of speci-
fied depressive symptoms during the past week.
Objective criteria are available for some items;
for others, the assessor uses judgment to decide
whether symptoms are mild, moderate, or se-
vere. There are no standardized interview ques-
tions; therefore, the quality of the data depends
a great deal on the skill of the clinician or re-
searcher. Administration time is 10–30 min-
utes.

There are limited data describing the psycho-
metric properties of the HDRS in youth. One-
week test–retest reliability in adolescents is
high (r = .90) (Kutcher & Marton, 1989). In
community samples, the HDRS has moderate
correlations with the BDI (r = .50) and CES-D
(r = .48) (Roberts et al., 1991) and a high corre-
lation with the RADS (r = .72) (Reynolds,
1987). Among inpatient adolescents, the
HDRS has high correlations with the CDRS (r
= .92), BDI (r = .72), and CDI (r = .73) (Shain et
al., 1990). The HDRS distinguishes between
adolescent outpatients with major depression
and nondepressed adolescents (Kutcher &
Marton, 1989). Some studies indicate that the
HDRS is sensitive to changes in response to
pharmacotherapy (Ambrosini et al., 1999) and
cognitive-behavioral therapy (Franklin et al.,
1998). There is some concern that items assess-
ing somatic complaints and anxiety minimize
the ability of this measure to differentiate be-
tween depression and anxiety (Myers & Win-
ters, 2002). In addition, differential weighting
of items, overrepresentation of vegetative
symptoms, and incomplete representation of
DSM criteria make it difficult to interpret
scores on the HDRS (Zimmerman, Posternak,
& Chelminski, 2005).

Children’s Depression Rating Scale—Revised

The Children’s Depression Rating Scale—Revised
(CDRS; Poznanski, Cook, & Carroll, 1979), a
modification of the HDRS, is designed for use
with children ages 6–12, but it is also used with
adolescents (Myers & Winters, 2002). The cur-
rent revised version, the CDRS-R (Poznanski
& Mokros, 1999), includes 17 items. Fourteen
items are rated on a 7-point severity scale, and

the remaining items are rated on a 5-point se-
verity scale. Assessors rate both the presence or
absence, and, if applicable, the severity of each
depressive symptom, and depressed facial af-
fect, speech, and activity based on observations
during the interview. It is recommended that
the assessor interview youth and parents or
other informants separately, then combine in-
formation from all sources. Possible scores for
the child interview range from 17 to 113; possi-
ble scores for interviews with other informants
range from 14 to 94. Administration time can
exceed 30 minutes, depending on how many
informants are interviewed (Overholser, Brink-
man, Lehnert, & Ricciardi, 1995).

Two-week test–retest reliability of the CDRS
is high (r = .86; Poznanski et al., 1984), and in-
ternal consistency is adequate (Myers & Win-
ters, 2002). A number of studies show poor
agreement between informants (e.g., Mokros,
Poznanski, Grossman, & Freeman, 1987). The
CDRS-R correlates significantly with the
HDRS and with the CDI and RADS for females
(r’s = .89 and .86, respectively) but not for
males (r’s = .41 and .48, respectively). The
CDRS-R has been used in treatment studies to
assess change in severity of depression (e.g.,
Emslie et al., 1997). However, in preadolescent
children, it might be less sensitive than the CDI
(Stark et al., 1987). Given the inclusion of
physiological symptoms, the CDRS might
overpredict depression in children with medical
or physical complaints (e.g., Aronen et al.,
1996).

Review of Parent and Teacher Behavior Checklists
and DSM-Referenced Scales

Achenbach Scales

The Achenbach System of Empirically Based
Assessment (ASEBA) was designed to assess
behavior problems and social competencies in
preschool (ages 1½ to 5 years) and school-age
(ages 6–18) youth. The Child Behavior Check-
list (CBCL/6–18; Achenbach & Rescorla,
2001), one of the most widely used behavior
rating scales, consists of 118 items, each rated
on a 3-point scale. The CBCL yields informa-
tion about a range of behavior syndromes, in-
cluding anxious–depressed behavior, somatic
complaints, withdrawn behavior, attention
problems, social problems, and aggression–
delinquency. These empirically derived scales
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can be combined to create overall internalizing,
externalizing, and total problem scores. The
CBCL has been normed in clinical and commu-
nity samples by age and gender. A parallel
Teacher Report Form (TRF/6–18; Achenbach
& Rescorla, 2001) is available, with most items
identical to the parent form. The CBCL and
TRF can be completed in 8–10 minutes.

The reliability of CBCL depression items is
low compared to the other scales (Clarizio,
1994), perhaps because these symptoms are
less easily observed. The CBCL distinguishes
between referred and nonreferred youth
(Achenbach, 1991; Drotar, Stein, & Perrin,
1995), although it is less sensitive to variations
in youth scoring in the normal range (Drotar et
al., 1995) and less able to differentiate among
specific dimensions of internalizing problems
(Song, Singh, & Singer, 1994). For example,
the Withdrawn scale predicts anxiety and de-
pressive disorders (Kasius, Ferdinand, van den
Berg, & Verhulst, 1997). Another concern is
that the Anxious–Depressed subscale combines
symptoms of anxiety and depression that have
been shown to be distinct (e.g., Cantwell,
1988), and some items assessing depression
(e.g., “unhappy, sad, depressed”) are included
on more than one scale. Consequently, the em-
pirically derived scales of the CBCL have lim-
ited ability to predict depression. One study in-
dicated that a subset of depression items from
the CBCL discriminates between youth with
MDD and those with no diagnosis (e.g., Rey &
Morris-Yates, 1991); in another study, ado-
lescents’ scores on the Anxious–Depressed
subscale predicted MDD analogue scores
(Gerhardt, Compas, Connor, & Achenbach,
1999). Similarly, an empirically derived set of
depression items showed greater sensitivity to
MDD than did the Anxious–Depressed sub-
scale (Lengua et al., 2001), suggesting that a
subset of depression items might be useful for
depression assessments.

Child Symptom Inventory

The Child Symptom Inventory (CSI) is a DSM-
IV–referenced rating scale that screens for af-
fective and behavioral symptoms of the major
childhood disorders, including MDD and
dysthymia (Gadow & Sprafkin, 2002). Items
are rated on a 4-point scale. Parent and teacher
versions are available. The 97-item parent ver-
sion and the 77-item teacher version can be

completed in 15–20 minutes. There are two op-
tions for scoring the CSI: a symptom severity
score and a symptom count.

Internal consistency of the Major Depression
and Dysthymia scales is moderate for the par-
ent version (.59 and .68, respectively) and high
for the teacher version (.75 and .73, respec-
tively). Interrater reliability of the symptom se-
verity scores for both depression scales is ade-
quate (r = .52). The depression scales are
significantly correlated with the Withdrawn,
Somatic Complaints, and Anxious–Depressed
subscales of the CBCL and TRF (Gadow &
Sprafkin, 2002), providing evidence for good
convergent validity but poor specificity
(Mattison, Gadow, Sprafkin, Nolan, & Schnei-
der, 2003). The teacher-rated CSI Depression
scale distinguishes between youth classified as
depressed and nondepressed according to
DSM-IV criteria (Mattison et al., 2003).

Review of Peer Ratings

Many symptoms of depression (e.g., dysphoria,
lack of involvement in activities) may be ob-
served by peers during daily interactions. Peer
ratings can be obtained in a number of settings,
increasing their ecological validity. The best
known peer-report method for assessing de-
pression, the Peer Nomination Inventory for
Depression (PNID; Lefkowitz & Tesiny, 1980),
includes 20 items that assess four domains of
functioning: affective, cognitive, motivational,
and vegetative. Internal consistency is high (r =
.85) (Lefkowitz & Tesiny, 1980), but there is
limited information regarding the ability of the
PNID to discriminate between youth with sub-
clinical depressive symptoms and those with
clinical depression. One study found that the
PNID did not discriminate between major de-
pression and dysthymic disorder (Ezpeleta,
Polaino, Domenech, & Domenech, 1990). Use
in clinical settings is limited by a variety of
practical constraints, including time required
to complete ratings and the absence of a stable
peer group with sufficient familiarity to pro-
vide accurate ratings.

Review of Assessment Measures
in Young Children

The only scale designed specifically to assess
depressive symptoms in preschool age children
is the Preschool Feelings Checklist (Luby,
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Heffelfinger, Koenig-McNaught, Brown, &
Spitznagel, 2004), a 16-item brief screening
measure for parents. This measure has good in-
ternal consistency (alpha = .76) and discrim-
inates between depressed and nondepressed
preschool children. When used with a version
of the DISC-IV modified for use with parents
of preschool children, sensitivity and specificity
are better than that found with the CBCL Inter-
nalizing scale (Luby et al., 2004).

The Berkeley Puppet Interview (BPI; Ablow
et al., 1999), an interactive, semistructured in-
terview, uses puppets to elicit ratings of psychi-
atric symptoms in young children. Test–retest
reliability is moderately low in clinic and com-
munity samples (r’s = .42 and .43, respectively).
Internal consistency of the depression subscale
is good in clinical samples (alpha = .75), but
much lower in community samples (alpha =
.36). The depression subscale of the BPI distin-
guishes between clinic-referred and community
samples of children (Ablow et al., 1999).

The McArthur Health Behavior Question-
naire (HBQ; Essex et al., 2002) is designed to
assess several aspects of young children’s func-
tioning, including depressive symptoms. Parent
and teacher forms are available. Mother and
teacher reports on the HBQ show adequate in-
ternal consistency and good test–retest reli-
ability in clinic and community samples, and
discriminate between clinic-referred and com-
munity samples of children (Ablow et al.,
1999). In addition, mother report on the HBQ
identifies more children with internalizing psy-
chopathology than does the DISC-IV and is as-
sociated with teacher reports of impairment
(Luby et al., 2002).

The CBCL and TRF have downward exten-
sions that can be used with children as young
as 18 months. These are the most widely used
parent and teacher rating scales to assess psy-
chopathology in young children (Achenbach &
Rescorla, 2004), but the sensitivity of these
measures to early MDD warrants further re-
search (Luby et al., 2004). Diagnostic inter-
views also have been modified for use with
young children. A downward extension of the
CAPA, the Preschool Age Psychiatric Assess-
ment (PAPA) (Egger & Angold, 2004), was
developed for children ages 2 to 5. Interrater
reliability is comparable to that of other semi-
structured diagnostic interviews. Similarly, a
downward extension of the DISC-IV is being
developed (Lucas, Fisher, & Luby, 1998).

ASSESSMENT OF CO-OCCURRING SYMPTOMS
AND RELATED CONSTRUCTS

As noted earlier, a comprehensive assessment
of depression includes the evaluation of co-
occurring psychopathology and impairment
across a variety of domains. Here we provide a
brief summary of some relevant constructs of
interest. Because many of the measures of re-
lated constructs have been used primarily in a
research context, it is not always clear which of
these would have utility in a clinical setting.
Adapting these measures for application in
practice and determining their clinical utility
await further research.

Assessment of Co-Occurring Psychopathology

Both diagnostic interviews and rating scales
may be used to assess co-occurring symptoms
and disorders. However, self-report and other-
informant rating scales often have limited dis-
criminant validity. In particular, these measures
tend not to distinguish adequately between de-
pressive and anxiety disorders, due to their fo-
cus on symptoms of general distress (Joiner,
Catanzaro, & Laurent, 1996). Consistent with
contemporary theoretical conceptualizations of
depression and anxiety, such as the tripartite
model (Watson et al., 1995), it is becoming in-
creasingly clear that assessment measures must
differentiate between the shared (i.e., general
distress) and unique components of depression
(i.e., anhedonia and low positive affect), and
anxiety (i.e., physiological arousal or somatic
tension) (Lonigan, Carey, & Finch, 1994).

A few measures distinguish between compo-
nents of depression and of anxiety. The Posi-
tive and Negative Affect Scale for Children
(PANAS-C; Laurent et al., 1999) has high in-
ternal consistency, and good convergent and
discriminant validity in community and inpa-
tient samples (Laurent et al., 1999; Lonigan,
Hooe, David, & Kistner, 1999). The PANAS-C
includes 27 adjectives that reflect positive and
negative affect. Youth rate the applicability of
each adjective in the past few weeks, using a 5-
point scale. Consistent with the tripartite
model, the Negative Affect scale of the PANAS
is associated with both anxiety and depression,
whereas the Positive Affect scale is more
strongly associated with depression than with
anxiety (e.g., Lonigan, Phillips, & Hooe,
2003). The 18-item Physiological Hyper-
arousal Scale for Children (PH-C; Laurent,
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Catanzaro, & Joiner, 2004), designed as a com-
panion to the PANAS-C, has shown pre-
liminary evidence of validity. The Affect and
Arousal Scale for Children (AFARS; Chorpita
et al., 2000) is a 27-item, self-report measure of
positive and negative affect, and physiological
hyperarousal. Respondents rate each item on a
4-point scale. The AFARS has high internal
consistency and validity in a community sam-
ple (Chorpita et al., 2000; Daleiden, Chorpita,
& Lu, 2000). In one study, both the PANAS-C
and AFARS Negative Affect scales predicted
self-reports of depression and anxiety. The
PANAS-C Positive Affect scale discriminated
between mood disorders and other disorders,
but the AFARS Positive Affect scale did not
(Chorpita & Daleiden, 2002), suggesting that
the PANAS-C might be more useful for identi-
fying depression. Although these measures in-
clude an assessment of (low) positive affect,
they do not assess other aspects of anhedonia
characteristic of depression (e.g., loss of plea-
sure, loss of interest in activities, boredom).
Factor analyses of another recently developed
measure, the Youth Mood and Anxiety Symp-
tom Questionnaire (Y-MASQ; Rudolph et al.,
2007), adapted from the adult version of this
measure (MASQ; Watson et al., 1995), reveal
that anhedonia emerges as a distinct factor
from other dimensions of depression and anxi-
ety in youth, suggesting that the specific assess-
ment of anhedonia might be useful.

Assessment of Depression-Related Impairment

Biological Processes

Empirical examination of biological processes
hypothesized to be associated with depression
in youth has yielded mixed findings. Here we
provide a brief overview of some methods to
assess biological processes. If further research
reveals evidence for the specificity of these
methods to depression, their use in clinical
practice to assess vulnerability to depression, to
aid in diagnosis, or to evaluate treatment re-
sponse should be considered.

Pharmacological challenge tests examine
physiological responses to the administration
of dexamethasone and growth hormone–
releasing hormone (GHRH). Levels of hor-
mones typically affected by these agents
(cortisol for the former and growth hormone
for the latter) are measured prior to and fol-
lowing the test. Atypical responses to these

challenges (i.e., failure to suppress cortisol and
blunted growth hormone responses) are char-
acteristic of depressed and high-risk youth, but
the specificity of these responses to depression
is unclear (Dahl et al., 2000).

Possible sleep disturbances can be assessed us-
ing sleep polysomnography. This method typi-
cally requires an overnight stay in a sleep labora-
tory, where the individual is monitored while
sleeping. Common forms of monitoring include
electroencephalography (EEG; to record brain
waves), electro-oculography (EOG; to record
eye movement), and electrocardiography (ECG;
to measure electrical activity in the heart). This
procedure is minimally invasive. However, in-
consistent findings regarding sleep abnormali-
ties in depressed youth suggest that this method
is not likely to be a useful approach for diagnos-
ing depression (Bloch, 1997).

Identification of structural and functional
brain abnormalities associated with depression
requires the use of imaging techniques (e.g.,
magnetic resonance imaging [MRI] and com-
puted tomography [CT]), and functional brain
imaging techniques (e.g., single-photon emis-
sion computed tomography [SPECT] and posi-
tron emission tomography [PET]). The cost
and equipment required for these methods
limit their use in most settings, and mini-
mal data recommend their use with depressed
youth at this point. Other practical concerns
also must be considered. For example, al-
though MRI scanners do not use radiation,
they might be noisy and are very sensitive to
movement, which might make it difficult to ob-
tain valid results in young children. Addi-
tionally, closed MRIs might cause discomfort
in some youth. CT scans involve exposure to
radiation in the form of X-rays, and the con-
trast dye used (often iodine) may cause an aller-
gic reaction. Radioactive drugs also are used in
PET (Rauch & Renshaw, 1995).

Thus, although emerging evidence points to
some possible biological markers of depression
in youth, many of the methods are not feasible
in clinical settings due to the need for sophisti-
cated equipment, invasive procedures, and ap-
propriate training. Several of the methods are,
of course, more feasible in hospital settings, in
which access to equipment and training is more
common. However, the inconsistency of evi-
dence for particular types of biological dys-
function in depressed youth and the lack of
specificity of many measures to depression
limit their usefulness as diagnostic tools.
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Social-Cognitive and Cognitive Processes

A large number of self-report measures have
been developed to assess negative cognitions
associated with depression, including con-
structs such as dysfunctional attitudes, pessi-
mistic attributional style, low perceptions of
competence and control, and hopelessness (for
a review, see Winters, Myers, & Proud, 2002).
These measures vary in their psychometric
properties, and most lack sufficient normative
information, which make recommendation of
specific measures for use in clinical practice dif-
ficult.

Laboratory methods are less subject to the
demand characteristics that might compromise
the validity of self-report (Garber & Kaminski,
2000). Several information-processing tasks
have demonstrated utility in distinguishing be-
tween youth with depressive symptoms or dis-
orders and other youth. Incidental recall tasks
present respondents with information of differ-
ent valence and assess differential recall of pos-
itive versus negative information. It is hy-
pothesized that depressed individuals recall
information that is congruent with their de-
pressive schemas regarding the self and others.
Research generally supports this proposition
(e.g., Cole & Jordan, 1995; Rudolph et al.,
1997; Shirk et al., 1997), lending validity to
these tasks as useful measures of depression-
related memory biases. However, some aspects
of memory biases might be age-dependent,
not arising until adolescence (Cole & Jordan,
1995). Information-processing tasks (e.g.,
Stroop color-naming task) also have been used
to assess attentional biases characteristic of de-
pression, but research generally does not indi-
cate an attentional bias for negative words
among depressed youth (Neshat-Doost,
Moradi, Taghavi, Yule, & Dalgleish, 2000).
Because these studies employ methods devel-
oped for adults, additional research using de-
velopmentally based instruments is needed to
examine attentional biases in depressed youth.

Depressed youth also may experience cogni-
tive impairment, including deficits in intel-
lectual functioning, speed of processing, and
memory, although deficits may be more appar-
ent in school performance than in cognitive
abilities (Kovacs & Goldston, 1991). Empirical
evidence is mixed, but some research indicates
that, compared to nondepressed youth, de-
pressed youth perform more poorly on
complex reasoning and problem-solving tasks

(Kaslow, Tanenbaum, Abramson, Peterson, &
Seligman, 1983), demonstrate larger Perfor-
mance IQ deficits relative to their Verbal IQ
(Brumback, Wilson, & Staton, 1984), and
show a decreased posterior right-hemisphere
bias in the processing of emotion (Flynn &
Rudolph, 2007).

Selection of measures to assess social-
cognitive processes depends on the construct(s)
of interest and the purpose of the assessment
(e.g., some measures show better discriminant
validity for depression vs. anxiety). Develop-
mental stage also is important to consider.
Many of the measures were modified from
those developed for adults, and adequate psy-
chometric properties and clinical utility of
these measures have not been established in
youth, especially prior to adolescence. This is
of particular concern given evidence that some
aspects of cognitive vulnerability do not
emerge until adolescence. Because assessment
of these processes may inform possible targets
for intervention or predictors of treatment out-
come, further research aimed at standardiza-
tion and validation for use in clinical settings
would be helpful.

Interpersonal Processes

Impairment in social relationships may be as-
sessed to a certain degree with depression rat-
ing scales and interviews, many of which assess
certain aspects of interpersonal functioning
(e.g., social withdrawal, feelings of loneliness).
Structured behavioral observations of social in-
teractions are another means of assessing the
interpersonal aspect of depression. For these
tasks, youth are observed participating in an
interaction with another person in a controlled
setting. For instance, specific tasks might focus
on cooperation, problem solving, or con-
flict resolution (for a review, see Garber &
Kaminski, 2000). Interactions typically are vid-
eotaped and coded for behaviors characteristic
of depression. Behaviors of particular relevance
include, for example, depressive affect or be-
haviors (e.g., dysphoria, withdrawal), ag-
gression (e.g., irritability, argumentativeness),
and deficits in problem solving. This method
has demonstrated the ability to discriminate
between depressed and nondepressed youth
(e.g., Rudolph et al., 1994; Sanders et al.,
1992). One advantage is that social interaction
tasks provide information about sequences of
behavior between depressed youth and others
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(e.g., how parents respond to youth depressive
behaviors) that might prove useful for treat-
ment planning. However, as discussed, ques-
tions remain about the extent to which these
methods can be adequately and systematically
transported for use in clinical practice. Other
methods also have demonstrated utility for ob-
taining information about interpersonal func-
tioning. These include assessments of youth re-
sponses to hypothetical social situations (e.g.,
Narrative Completion Task; Shirk, Boergers,
Eason, Van Horn, 1998), semistructured inter-
views (e.g., Social Adjustment Inventory for
Children and Adolescents; John, Gammon,
Prusoff, & Warner, 1987), and self-report rat-
ing scales (e.g., Social Adjustment Scale—Self
Report; Weissman, Orvaschel, & Padian,
1980). Once again, the lack of normative infor-
mation and data about clinical utility for many
of these measures limits their usefulness in clin-
ical practice at this time.

Other Domains

Several other domains are reasonable candi-
dates for inclusion in an assessment of depres-
sion given their relevance for prognosis, treat-
ment planning, and evaluation of treatment
outcome. Given the aggregation of depression
in families, assessment of family history of psy-
chopathology, especially affective disorders, is
informative both for determining risk and pre-
dicting course. This information may be ob-
tained from diagnostic interviews with family
members or by asking informants about his-
tory of psychopathology in other family mem-
bers. Several standardized and well-validated
semistructured interviews to assess family his-
tory of psychopathology are available, such
as the Family Informant Schedule and Criteria
(Mannuzza & Fyer, 1990) and the Family
History—Research Diagnostic Criteria
(Andreasen, Endicott, Spitzer, & Winokur,
1977). The time required to complete these in-
terviews can range from 10 to 50 minutes per
family member. Screening measures, such as
the Family History Screen (Weissman et al.,
2000), are a useful alternative when interviews
are not possible.

Because stressful life circumstances are asso-
ciated with the onset and maintenance of de-
pressive symptoms (Kessler, 1997), they may be
a useful part of an assessment. Life stress can
be assessed with self-report measures (e.g.,
Johnson & McCutcheon, 1980) or semistruc-

tured interviews (e.g., Rudolph et al., 2000;
Williamson et al., 2003). Although interviews
provide richer information about the context
and timing of stress (Duggal et al., 2000), ad-
ministration and coding of these interviews are
quite time-consuming and may not always be
practical in clinical settings.

Assessment of general psychosocial func-
tioning is useful to determine severity of im-
pairment. Some diagnostic interviews (e.g.,
CAPA) and rating scales (e.g., Achenbach
scales) assess psychosocial functioning. Alter-
natively, psychosocial functioning can be as-
sessed with measures specific to functional im-
pairment, such as the clinician-rated Children’s
Global Assessment Scale (C-GAS; Shaffer
et al., 1983), Child and Adolescent Functional
Assessment Scale (Hodges, 1999), and
the Psychosocial Schedule for School-Age
Children—Revised (Puig-Antich, Lukens, &
Brent, 1986). The Social Adjustment Scale—
Self Report (Weissman et al., 1980), a self-
report rating scale, has demonstrated greater
sensitivity to treatment effects in adolescents
with comorbid MDD and conduct disorder
than the C-GAS (Rohde, Clarke, Mace,
Jorgensen, & Seeley, 2004). Overall, a com-
prehensive assessment of depression should in-
clude evaluation of multiple domains of func-
tioning to determine the severity of
impairment, to inform prognosis and treatment
planning, and to evaluate the effects of treat-
ment and possible change processes.

SUMMARY AND RECOMMENDATIONS
FOR ASSESSMENT OF YOUTH DEPRESSION

Research has established adequate psychomet-
ric properties and, to a more limited extent,
clinical utility for a range of methods and mea-
sures designed to assess youth depression. A
number of criteria must therefore be consid-
ered when determining the most appropriate
assessment approach within both research and
clinical settings.

1. Select measures that are appropriate for
the specific purpose and stage of assessment.
Selection of an appropriate assessment tool de-
pends in part on the level of depression being
assessed, which in turn reflects the taxonomic
system of interest. Rating scales are appropri-
ate if the goal is to assess symptom severity,
whereas structured or semistructured inter-
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views are required if the goal is to determine
whether diagnostic criteria are met. The goal
might depend in part on the stage of assess-
ment. For example, in a “multiple-gating” ap-
proach (Reynold, 1994), ratings scales of de-
pression and associated symptoms are used as
screening tools, followed by more intensive in-
terviews where indicated. Some ratings scales
(e.g., CBCL/TRF, CDI) have extensive norma-
tive information and established cutoff scores
that maximize their potential to select youth
who will likely meet criteria for a diagnosis.
However, these scales cannot be used as diag-
nostic instruments, because they have only
moderate specificity for depression and do not
provide information about the timing and du-
ration of symptoms, history of disorder, asso-
ciated impairment, or exclusionary criteria.
Some rating scales demonstrate sensitivity to
change in symptoms following treatment, sug-
gesting that they may be useful at later stages
of assessment to monitor treatment progress.
Evaluating the psychometric adequacy of a
measure also depends on the general purpose
of the assessment. For example, the relative
balance of desired sensitivity and specificity
might be different for case formulation and
prognosis versus treatment planning versus
evaluation of treatment effectiveness. Different
criteria for psychometric characteristics also
are likely to be used in research versus clinical
settings. Finally, the psychometric adequacy of
measures must be considered for the particular
population of interest (e.g., one with a low vs. a
high base rate of depression; different ethnic
and cultural groups).

2. Select measures that are developmentally
appropriate. Another issue to consider is the
developmental appropriateness of assessment
tools. As discussed, the phenomenology of
depression, the frequency of particular co-
occurring symptoms and types of impairment,
and the predictors of depression vary across de-
velopment. These factors need to be considered
both when selecting an assessment instrument
and when interpreting results. For example,
measures of adolescent depression that repre-
sent downward extensions of measures devel-
oped for adults might not fully assess the symp-
toms and domains of impairment most relevant
to youth. Moreover, measures adapted from
those used in adults tend not to have normative
information on parallel parent and teacher ver-
sions, which are useful for assessing youth de-
pression.

Additionally, the cognitive and language abil-
ities of youth should guide the assessment strat-
egy. Young children’s reports of depressive
symptoms are less reliable than those of adoles-
cents (Edelbrock et al., 1985), because accurate
reporting requires cognitive skills not present in
preadolescents, such as the ability to gauge how
often and how intensely they experience symp-
toms, and whether symptoms represent a change
from prior functioning (Clarizio, 1994). Read-
ing and language ability also should be consid-
ered in selection of measures and determination
of how to administer self-report measures, par-
ticularly when measures originally designed for
adults are used with youth. Self-report should be
used with caution in children under 8 years of
age, although the validity of self-report of de-
pression has been shown in children as young
as 5 (Ialongo, Edelsohn, & Kellam, 2001). Re-
cently, methods for the assessment of depression
in preschoolers have received more attention
and show some promise. Given preliminary evi-
dence that child- versus adolescent-onset depres-
sive disorders might differ, more research on de-
velopmental changes in the nature of depression
is needed to determine whether the best as-
sessment methods vary across developmental
stage.

3. Carefully consider how to integrate infor-
mation across informants and methods. Re-
gardless of the age of youth, multi-informant
report typically is desirable. Unfortunately, few
formal guidelines exist regarding how to inte-
grate this information and to resolve discrepan-
cies. Moreover, limited data are available on
the incremental validity of particular measures
when added to a comprehensive assessment
battery, and no information is available on in-
cremental validity for predicting clinically rele-
vant outcomes (e.g., whether youth will benefit
from certain types of treatment, optimal length
of treatment). The recommended use of multi-
ple measures, methods, and informants also
must be balanced with the time and cost-
effectiveness and the availability of trained
personnel. One reasonable approach is the
multiple-gating procedure described earlier, in
which relatively low-cost screening methods
are used at earlier stages of assessment, fol-
lowed by more intensive methods as indicated.
Continued research is needed to determine the
incremental validity of measures and their abil-
ity to predict clinical outcomes.

4. Select measures that are feasible and use-
ful for the setting. The choice of assessment
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tools is clearly informed by pragmatic issues,
such as the time and cost associated with train-
ing, administration, and scoring, and by their
utility in a particular setting of interest. Be-
cause most measures of youth depression were
developed for use in research, less attention has
been devoted to establishing feasibility and
utility of the measures, and their ecological
validity in clinical settings. However, time-
intensive measures might be modified for use in
clinical settings. For example, if time and cost
constraints prohibit the administration of a full
semistructured interview, portions most rele-
vant to youth (based on rating scales and
family interviews) might be administered. Simi-
larly, analogue behavioral observations devel-
oped for research may be modified for use in
clinical settings. For example, instead of using
highly trained, but uninvolved, observers to
rate behaviors, therapists and clients can re-
view target behaviors together as a part of
treatment planning and evaluation (Mash &
Foster, 2001).

5. Assess co-occurring psychopathology.
Given high rates of comorbidity, a thorough as-
sessment of depression should include an eval-
uation of other major disorders. This supp-
lemental evaluation is needed to facilitate
differential diagnosis, to determine whether de-
pression is the primary diagnosis, and to pro-
vide information about concurrent symptoms
that might influence the prognosis, selection of
treatment, or treatment response. Diagnostic
interviews and many rating scales include an
assessment of other relevant psychopathology.
Selection of other domains of assessment may
be guided in part by knowledge about base
rates of co-occurring problems. For example,
although many ratings scales do not include an
evaluation of eating disorders or substance
abuse, the heightened rates of eating disorders
in depressed female adolescents and of sub-
stance abuse in depressed male adolescents
suggest the usefulness of screening for these
symptoms within these particular groups. A
comprehensive assessment also must include an
evaluation of specific features of depression
that might influence prognosis and treatment,
such as suicidal ideation, symptoms of mania
or hypomania, and psychosis.

6. Assess related areas of impairment. A
thorough assessment involves examining sev-
eral key areas of functioning that often are
compromised in depressed youth, such as
social-cognitive processes, academic perfor-

mance, and interpersonal relations. At a most
basic level, this information can identify areas
of dysfunction and distress that warrant atten-
tion. Moreover, this information may influence
decisions about the setting (e.g., inpatient, out-
patient) and the modality of treatment (e.g.,
family therapy, social skills training). An ongo-
ing assessment of these areas throughout treat-
ment also provides information about pro-
cesses of change and clinically relevant
outcomes (e.g., improvement in peer relations
or academic performance). Although relatively
little is known about the implications of im-
pairment in various life domains for clinical
outcomes, preliminary research identifies sev-
eral factors that predict the course of depres-
sion. For example, a strong family history of
depression, high levels of borderline personal-
ity disorder symptoms, and conflict with par-
ents (in females) predict an increased likelihood
of recurrence, whereas low levels of excessive
emotional reliance, low levels of antisocial and
borderline personality disorder symptoms, and
a positive attributional style (in males) protect
against recurrence (Lewinsohn et al., 2000;
Rohde et al., 2005). More research is needed to
examine the power of other characteristics of
youth and their contexts to predict course and
outcome, and to determine treatment-specific
responsiveness. Based on this information, a
better determination may be made about the
utility of evaluating particular characteristics
and experiences associated with depression.

Another challenge that arises in determining
appropriate supplemental areas of assessment
is that many of the measures for evaluating re-
lated constructs (e.g., life stress interviews,
physiological assessments) were developed for
use in research and are less practical in clinical
settings. Moreover, these measures often lack
normative information and are less standard-
ized than measures of depression. Thus, recom-
mendation of many of these measures in clini-
cal settings is premature. More research is
needed to standardize and adapt these mea-
sures for use in clinical settings and to deter-
mine their utility for predicting clinical out-
comes.

7. Consider the natural course of depres-
sion. Data on the course of depression suggest
that most disorders remit over time, but that
ongoing subsyndromal symptoms and recur-
rence are common. Research points to some
specific features that predict the likelihood of
recurrence (see earlier sections). Assessment of
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these aspects of personal and family history
provides important supplemental information
that may guide features of treatment such as in-
volvement of family members and the need for
periodic “booster” sessions after the comple-
tion of treatment. However, few scientific data
are available on the utility of such features of
treatment for decreasing the likelihood of re-
currence. It also is important to consider that
the course of depression is characterized by
both disorder-specific and disorder-nonspecific
continuity; that is, early onset of depression
might predict not only future depression but
also other disorders. Thus, even if depression is
the primary initial diagnosis, ongoing evalua-
tion for other disorders is necessary. Unfortu-
nately, little research is available to guide pre-
diction of whether depression will follow a
disorder-specific or nonspecific course, with
the exception that youth with a personal or
family history of depression are more likely to
show depression recurrence (Weissman, Wolk,
Wickramaratne, et al., 1999) and those with
co-occurring behavior disorders are more likely
to show subsequent disorders other than de-
pression (Harrington et al., 1990).

CONCLUSION

Given the prevalence of depressive symptoms
and disorders in youth, particularly during ad-
olescence, along with the accompanying im-
pairment and risk for subsequent dysfunction,
it is critical to develop guidelines for assessing
depression that maximize the success of early
identification, prevention, and intervention ef-
forts for youth. Significant progress has been
made in developing psychometrically sound
methods for assessing depression and associ-
ated impairment in youth, but less attention
has been paid to establishing the clinical utility
and feasibility of these methods in applied set-
tings. Future work should be directed toward
facilitating the application of knowledge and
methods developed in research to clinical set-
tings.
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C H A P T E R 6

Pediatric Bipolar Disorder

Eric Youngstrom

THE CONTROVERSY SURROUNDING PEDIATRIC
BIPOLAR DISORDER

Pediatric bipolar disorder (PBD) is currently
one of the most controversial diagnoses in child
mental health (cf. Harrington & Myatt, 2003;
Healy, 2006; Klein, Pine, & Klein, 1998;
McClellan, 2005). Conventional wisdom has
held that PBD is a relatively rare and serious
mental illness, affecting about 1 in 100 adults
in the general population. The age of onset also
typically has been thought to be late adoles-
cence or early adulthood (Klein et al., 1998).
However, there has been an explosion of inter-
est over the last decade in the diagnosis of
“bipolar disorder” in children and adolescents.
Bipolar diagnoses of preschoolers have been
made by researchers (Tumuluru, Weller,
Fristad, & Weller, 2003), and of toddlers by
practicing clinicians (Papolos & Papolos,
2002). Parents sometimes describe their chil-
dren as being bipolar “from birth,” or even in
utero (Papolos & Papolos, 2002).

Attention to the diagnosis also has dramati-
cally increased. Whereas occasional case stud-
ies were published from the 1930s to the
1970s, the number of scholarly publications
has risen geometrically since 1995 (Lofthouse
& Fristad, 2004). There also has been a surge
of attention in the popular media, ranging from
special segments on news shows or Music Tele-
vision (MTVTM) to a cover article in Time mag-

azine (Kluger & Song, 2002), to nearly two
dozen trade books aimed at parents and fami-
lies, as well as health professionals (Lofthouse
& Fristad, 2004).

Given this expansion of the age range and
the surge of media attention, it is perhaps less
surprising that the actual rates of diagnosis
have increased. Even so, the magnitude of the
change is remarkable. From virtually never be-
ing diagnosed prepubertally, PBD has become
one of the more frequent diagnoses in many
mental health settings. Rates of bipolar diagno-
ses in youth wards of the county in Illinois
more than doubled, from 4 to 11% between
1994 and 2001 (Naylor, Anderson, Kruesi, &
Stoewe, 2002), and similarly large increases
have been documented in community mental
health (Youngstrom, Youngstrom, & Starr,
2005) and other settings (Blader & Carlson,
2006). Marketing research estimated that
nearly 100,000 youth were already taking
medication for PBD in the United States in
2000, even prior to the wave of publicity
around the diagnosis (Hellander, 2002).

Although there is speculation about both ge-
netic and environmental changes that might
lead to an increase in the rate of PBD (as dis-
cussed below), the acceleration in prevalence of
the diagnosis is too rapid to be explained en-
tirely by changes in risk factors. A major driver
of the rise is changes in mental health practice.
Changes in families’ and practitioners’ aware-
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ness of possible PBD, as well as changes in the
conceptualization of what is considered “bipo-
lar” disorder, play a huge role.

The surging diagnostic prevalence has pro-
voked concern about “disease mongering”:
pathologizing behaviors that might be within
normal limits, or promoting pharmacological
interventions for problems that might be re-
sponsive to interpersonal interventions (Healy,
2006). PBD is much more rarely diagnosed in
countries other than the United States (Soutullo
et al., 2005). This is often attributed either
to the “overdiagnosing” PBD (Harrington &
Myatt, 2003), or possibly a greater incidence of
PBD in the United States, perhaps as a result
of the much more commonplace use of psycho-
tropic medications (Reichart & Nolen, 2004).

Psychology as a profession has been much
more skeptical than other health care profes-
sions about diagnosing bipolar disorder (BD)
in children. Although critical thinking is cer-
tainly warranted, the skepticism has meant that
there has been little in the way of development
of rigorous assessment strategies. Similarly, rel-
atively little effort has been invested in explor-
ing psychosocial interventions: Only a few pio-
neering research groups have worked in this
area, and without much extramural grant sup-
port until recently. As a consequence, the field
of psychology has not been well prepared for
the recent flood of referrals. Without proven
assessment and psychosocial treatment tech-
niques, there is a tremendous unmet need for
helping families to make sense of their struggles
and to address them constructively. Pediatri-
cians, general practitioners, social workers,
teachers, nurses, and parents have been trying
to fill the gap, but psychological approaches
clearly would be beneficial, too.

WHY BOTHER TO ASSESS FOR PBD?

In light of the justifiable reluctance to diagnose
BD in children and adolescents, why should cli-
nicians bother to assess for PBD? There are
good reasons to be agnostic about PBD. “Ag-
nosticism” in this context means being neither
dogmatically certain that one will not encoun-
ter PBD in one’s practice, nor suspending criti-
cal thought and labeling large numbers of cases
with a trendy but probably relatively rare con-
dition. The arguments for caution, which are
described in detail below, include (1) the likely
rarity of bipolar disorder in youth, (2) the diffi-

culty in disentangling mood symptoms from
developmentally appropriate behavior or prob-
lems due to more common conditions (e.g.,
attention-deficit/hyperactivity disorder [ADHD]
or unipolar depression), (3) frequent comor-
bidity that further obscures the clinical presen-
tation, (4) lack of information about the devel-
opmental continuity of mood problems from
youth into later life, and (5) a historical lack of
proven assessment and therapeutic tools even if
PBD were present.

On the other hand, BD has a large genetic
contribution (Faraone, Tsuang, & Tsuang,
1999). The genes conveying risk are present
from the moment of conception. Thus, the is-
sue is determining how early adverse environ-
mental experiences interact with genes to pro-
duce a pattern of behavior problems that we
recognize as a mood disorder. Kraepelin (1921)
diagnosed “manic depressive insanity” with
some frequency in youth ages 13 and older, and
more rarely in younger children. Case notes
that paint a picture of mania in children extend
back into the 17th century (Findling, Kowatch,
& Post, 2003), and numerous other examples
of published case presentations are scattered
through the 20th century prior to 1990 (see
Glovinsky, 2002, for a review). There is also no
strong theoretical argument for why BD does
not manifest until adulthood. Whereas some
evidence suggests that changes in endocrine
functioning associated with puberty might in-
crease the hazard of developing BD, there are
no models describing commonplace mecha-
nisms that would later trigger a bipolar dia-
thesis.

Perhaps the most compelling arguments in
favor of careful assessment of possible PBD are
pragmatic. In general, assessment should con-
tribute to the clinical enterprise by predicting
meaningful outcomes, by prescribing interven-
tions (or contraindicating other approaches),
or by measuring processes related to success-
ful intervention. A case formulation involving
PBD addresses all three of these domains. In
terms of prediction, a bipolar diagnosis is asso-
ciated with higher risk for many poor out-
comes, including substance use, delinquency,
and suicidality (Lewinsohn, Klein, & Seeley,
2000). Even when standard clinical care is
available, PBD is associated with long periods
of illness and high rates of relapse, and consid-
erable functional impairment in terms of family
conflict, educational failure, and poor peer re-
lations (Birmaher et al., 2006; Geller, Tillman,
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Craney, & Bolhofner, 2004; Lewinsohn et al.,
2000).

With regard to prescription, a bipolar case
formulation alerts a clinician to a set of poten-
tial concerns that extends beyond management
of anger, impulse control, and internalizing
problems, although these issues are likely also
to be part of the presenting problem. In addi-
tion, a bipolar diagnosis should trigger a focus
on sleep hygiene, activity scheduling, manage-
ment of both positive and negative events,
and evaluation of adherence to treatment
(Danielson, Feeny, Findling, & Youngstrom,
2004). At present, there are no psychosocial or
pharmacological treatments with enough dem-
onstrated efficacy in youth samples to satisfy
the highest standards for “empirically sup-
ported treatments” (Chambless & Hollon,
1998) or evidence-based practice (Guyatt &
Rennie, 2002; Sackett, Straus, Richardson,
Rosenberg, & Haynes, 2000). However, a
growing body of evidence suggests that psycho-
educational (Fristad, Gavazzi, & Mackinaw-
Koons, 2003), family therapy (Miklowitz et al.,
2004), cognitive behavioral therapy (Feeny,
Danielson, Schwartz, Youngstrom, & Findling,
2006; Pavuluri et al., 2004), and other
psychosocial interventions have value as ad-
junctive treatments. Practice parameters cur-
rently indicate that pharmacotherapy should
be considered the first line of treatment for
PBD, but they also make clear that psycho-
social interventions are an essential component
of the treatment package (Kowatch, Fristad, et
al., 2005).

A bipolar diagnosis is also clinically helpful
in terms of what approaches it contraindicates.
At a pharmacological level, a bipolar diagnosis
should probably rule out the use of stimulant
medications as a way of managing hyperactiv-
ity and distractibility, at least without an addi-
tional mood-stabilizing agent already in use
(Scheffer, Kowatch, Carmody, & Rush, 2005).
Similarly, the U.S. Food and Drug Administra-
tion (FDA) has recommended that manufactur-
ers of antidepressants voluntarily include lan-
guage in packaging inserts alerting consumers
and prescribers that thorough evaluation
should rule out the possibility of bipolar illness
before a person takes antidepressant medi-
cation to treat a depressive episode. There
is widespread clinical concern that the well-
intentioned use of stimulants or antidepres-
sants is at best ineffective in managing bipolar
illness and may even exacerbate the course of

illness instead (DelBello, Soutullo, et al., 2001;
Geller, Fox, & Fletcher, 1993). Although it has
proven difficult to demonstrate evidence of
pharmacotoxicity in research studies (Carlson,
2003; Carlson & Mick, 2003), even the “best-
case scenario” suggests that selection of inap-
propriate pharmacological interventions ex-
poses patients to all of the potential risks, with
little potential for benefit. Even though less
work has targeted psychosocial interventions,
it is also becoming evident that efficacious
treatments for depression need some modifica-
tion for work with BD, lest they accidentally
trigger manic or mixed episodes (Fristad &
Goldberg Arnold, 2004; Newman, Leahy,
Beck, Reilly-Harrington, & Gyulai, 2002;
Scott & Colom, 2005).

Additionally, a case formulation including a
bipolar diagnosis generates a set of assessment
goals and techniques geared toward supporting
treatment. Besides routine evaluation of inter-
nalizing and externalizing symptoms, a bipolar
formulation requires more systematic tracking
of mood and energy levels. Unlike unipolar de-
pression (see Rudolph & Lambert, Chapter 5,
this volume), a bipolar diagnosis requires mon-
itoring of highs, as well as lows and periods of
irritability. Relapse prevention becomes an im-
portant formal component of treatment, so
identification of “triggers” and early warning
signs of mood destabilization (“roughening” of
mood) (Sachs, Guille, & McMurrich, 2002)
become paramount.

Finally, thorough assessment helps to reduce
the rate of overdiagnosis of a trendy condition.
Good evaluation not only leads to improved
identification of those cases actually affected
by PBD (i.e., raising the diagnostic “sensitiv-
ity”) but also enhances correct recognition of
cases without PBD (i.e., bettering the diagnos-
tic “specificity”). Accurate identification of
nonbipolar illnesses is of tremendous value
to families. Correct diagnosis avoids unneces-
sarily exposing children to pharmacological
agents that are less well investigated than stim-
ulants or antidepressants in youth populations,
yet clearly have risks of much more serious side
effects (Findling, Feeny, Stansbrey, DelPorto-
Bedoya, & Demeter, 2004). Besides lessening
the risk of iatrogenic treatments, correctly la-
beling the nonbipolar condition connects to a
much larger evidence base that can guide treat-
ment. When we appropriately discern that the
problems are due to ADHD, unipolar depres-
sion, or parent–child conflict, and not a bipolar
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illness, researchers and clinicians bring to bear
much more experience and evidence.

For all of these reasons, it seems useful that
cautious clinicians shift to an agnostic stance.
Likewise, to avoid overdiagnosis, practitioners
who have been diagnosing PBD would be pru-
dent to adopt the most rigorous methods avail-
able. It behooves us to become familiar with
the complexities of assessing BD in children
and adolescents, as well as to learn about the
tools and strategies that aid this high-stakes
clinical decision.

DIAGNOSTIC CRITERIA

Diagnostic Categories

The challenges of assessing BD begin with the
diagnostic criteria themselves. The fourth, text
revised edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV-TR)
currently delineates four different diagnoses
that are clearly on the bipolar spectrum: bipo-
lar I and bipolar II disorder, cyclothymia, and
BD not otherwise specified (NOS) (American
Psychiatric Association [APA], 2000). The In-

ternational Classification of Diseases (ICD-10)
uses the same categories, but with slightly dif-
ferent criteria. However, diagnosing a mood
disorder first requires gathering information
about the lifetime history of mood states. Dif-
ferent diagnoses require different combinations
of mood states, introducing a level of complex-
ity not found in most other diagnoses. Adding
more barriers to correct identification, people
are unlikely to seek treatment for hypomania
and rarely self-refer for treatment of mania. As
a result, clinicians are much more likely to see
patients during the depressed phase of a bipo-
lar illness.

The mood states that must be assessed cor-
rectly to ascertain a DSM-IV-TR diagnosis of
mood disorder include manic episode, mixed
episode, major depressive episode, hypomanic
episode, dysthymic episode, and dysthymia
with superimposed hypomanic symptoms. Al-
though the last mood state is not formally dis-
tinguished in DSM-IV-TR, it has been proven
necessary to diagnose cyclothymia (which re-
quires marked hypomanic symptoms, but not
necessarily hypomanic episodes with duration
of 4 or more days). Table 6.1 reviews the symp-
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TABLE 6.1. Criteria for Manic or Hypomanic Episode

A. A distinct period of abnormally and persistently elevated, expansive, or irritable mood, clearly different
from usual mood. Duration: At least 1 week (unless severe enough that hospitalization is necessary) for
mania; at least 4 days for hypomanic episode.

B. During the mood episode, at least three of the following symptoms are also present to a significant
degree (four or more if mood is mostly irritable):

(1) inflated self-esteem or grandiosity
(2) decreased need for sleep (such as feeling rested with only 3 hours of sleep)
(3) pressured speech or more talkative than usual
(4) flight of ideas or racing thoughts
(5) distractibility
(6) increased goal-directed activity or psychomotor agitation
(7) excessive pleasurable activities with a high risk for painful or damaging consequences

C. If showing sufficient symptoms for both a manic episode and also major depressive episode for at least
1 week (or until hospitalized), then classify as “mixed episode”

D. Mania: Causes marked impairment in school, at home, or with peers; may also require hospitalization
to prevent harm to self or others; may also have psychotic features.

Hypomania: An unequivocal change in functioning from typical for person when not symptomatic,
observable by others; but not severe enough to cause marked impairment, and with no psychotic
features.

E. Rule out symptoms due to physiological effects of a substance (including stimulant or antidepressant
medication), or symptoms due to a general medical condition.

Note. Adapted from American Psychiatric Association (2000). Copyright 2000 by the American Psychiatric Association.
Adapted by permission.



toms and criteria for a DSM-IV-TR diagnosis
of manic or hypomanic episodes. Rudolph and
Lambert, Chapter 5, this volume, review the
criteria for unipolar depression and dysthymia.

Some additional complexities are stipulated
in the diagnosis of bipolar spectrum disorders.
Bipolar II disorder requires both a major de-
pressive episode and a hypomanic episode at
some point in the person’s life. Cyclothymia, on
the other hand, involves depressive and hypo-
manic symptoms that are insufficient in sever-
ity to qualify for a full-blown major depressive
or manic episode, at least during the first year
of mood disturbance in children or adolescents,
yet clearly mark a change from typical func-
tioning or temperament. A bipolar I disorder
diagnosis may be based on a single manic or
mixed episode. One need never be depressed to
be diagnosed with what used to be called
“manic–depression”!

Little additional guidance is offered for as-
sessment of mood disorders in children or ado-
lescents. Besides noting that irritable mood
may be more common than sad mood in de-
pression for children, DSM-IV-TR does not
make any developmental modifications of the
symptom criteria for diagnosing any of the
aforementioned mood states. The only devel-
opmental modification to the durational crite-
ria is to accept a 1-year duration instead of a 2-
year duration for dysthymic and cyclothymic
episodes. Without good normative develop-
mental data, it is difficult to tell whether these
minimal adjustments are adequate. Research
has concentrated on validating the extant diag-
nostic criteria in youth, then proposing incre-
mental modifications for depression (Kovacs,
1989; Luby et al., 2003) and mania (Geller &
Luby, 1997).

The following description of diagnoses is in-
tended to provide an overview of the criteria,
along with a discussion of the strengths and
limitations of the current framework, espe-
cially as applied to children and adolescents.

Bipolar I

Considered the most serious form of bipolar ill-
ness, a bipolar I disorder diagnosis requires the
presence of at least one manic or mixed episode
during a person’s lifetime. Once a manic or
mixed episode has occurred, DSM and ICD
nosologies consider the individual to have a
lifetime diagnosis of bipolar I disorder. If the
individual is currently functioning well, then

the classification is bipolar I “in remission.” If
the person develops classic major depression,
even years after the mania, then the correct
diagnosis is “bipolar I, current episode: de-
pressed.” Both mania and mixed states require
that the behavior be a change from typical
functioning for the individual, and that the
behavior causes impairment (even though it
may not distress the person experiencing the
mood disturbance). The mood disturbance
must either occur much of the day for most
days over a period of at least 1 week, or the
mood disturbance must be so extreme as
to result in psychiatric hospitalization, in
which case the 1-week duration requirement is
waived. Although a person need never be de-
pressed to be diagnosed with bipolar I, depres-
sion is the more common phase of illness, at
least in adults; and depression appears to im-
pose a greater burden than does mania over the
course of illness (Judd et al., 2005).

Bipolar II

Diagnosis of bipolar II disorder requires at
least two lifetime mood states: both a major de-
pressive episode and a hypomanic episode. Al-
though generally considered less severe than
bipolar I disorder, recent data indicate that bi-
polar II disorder may be associated with higher
risk of suicide (Rihmer & Kiss, 2002). It is also
much more difficult to diagnose than bipolar I,
because hypomania is by definition more subtle
and less impairing than mania. In addition, an
affected individual is much more likely to seek
treatment during the depressed phase of the ill-
ness, and neither the individual nor the inter-
viewing clinician is likely to disclose or assess
for the hypomanic episodes that distinguish
between bipolar II illness and unipolar de-
pression. Furthermore, bipolar II disorder has
rarely been evaluated systematically in clinical
or research settings with children (Youngstrom,
Youngstrom, et al., 2005).

Put another way, clinicians are most likely to
encounter bipolar II disorder during the de-
pressed phase of the illness. There are no
evidence-based indications that bipolar depres-
sion consistently presents differently than uni-
polar disorder at the symptom level. However,
the bipolar–unipolar distinction is important in
terms of suicide risk, substance use, choice of
pharmacological agent, and possibly choice
of strategies for psychotherapy. Unfortunately,
available data also indicate that individuals af-
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fected with bipolar II disorder tend to first
present clinically in the depressed phase of the
illness, and early-onset depression may be a
marker for BD (Birmaher, Arbelaez, & Brent,
2002; Kovacs, 1996). These findings suggest
that many children and young adolescents af-
flicted with what appears to be depression
might actually be experiencing the depressed
phase of a bipolar illness.

Cyclothymia

The diagnosis of cyclothymic disorder re-
quires that a period of mood disturbance last
at least 1 year (2 years in adults), with no
more than 2 months free of symptoms. The
mood disturbance represents a clear change
in the individual’s typical pattern of behavior
(distinguishing it from temperament) observ-
able by others. The mood involves depressive
or dysthymic symptoms, along with periods
of hypomanic symptoms. During this index
period, the depressive symptoms cannot be-
come sufficiently severe to meet criteria for a
major depressive episode (in which case the
diagnosis changes to unipolar depression, or
perhaps bipolar II disorder), nor can the
hypomanic symptoms become too impairing
(in which case the diagnosis changes to bipo-
lar I disorder). It is possible to meet criteria
for both cyclothymia and bipolar I disorder
(much as it is possible to meet criteria for
dysthymia and major depression over the
course of lifetime—provided that the cyclo-
thymic or dysthymic episode precedes the on-
set of the more severe mood state.

Cyclothymia is an especially slippery con-
struct to assess on the bipolar spectrum. The
long duration of the mood disturbance makes
it hard to distinguish between temperamental
traits and cyclothymic episodes, particularly
for children: A year represents a much larger
portion of a young child’s life (blurring the
boundary between an episode and a trait), and
assessors need to rely more on collateral infor-
mants, such as parents or teachers, to identify
changes in mood and energy. For this reason, in
clinical practice, cyclothymia has rarely been
diagnosed in youth even in the United States
(Youngstrom, Youngstrom, et al., 2005). Some
research groups are also reluctant to label
youths with “cyclothymia,” often lumping
these clinical presentations into a “bipolar dis-
order not otherwise specified” category instead
(Birmaher et al., 2006). However, it is worth

noting that pediatric cyclothymia, when
labeled as such, has been shown to be
linked to high levels of impairment (Findling,
Youngstrom, et al., 2005; Lewinsohn, Seeley,
Buckley, & Klein, 2002), yet also often shows
spontaneous remission or lack of progression
to more severe forms of mood disorder
(Kahana, Youngstrom, Calabrese, & Findling,
under review; Lewinsohn et al., 2002).

Bipolar Disorder Not Otherwise Specified

Bipolar disorder not otherwise specified (BD
NOS) is a residual category used to describe
clinical presentations that appear to be on the
bipolar spectrum but do not fit into any of the
three aforementioned categories. DSM-IV-TR
gives several examples of possible presenta-
tions for BD NOS, including repeated episodes
of hypomania without lifetime history of
manic, mixed, or depressive episodes—a pre-
sentation that is unlikely to come to clinical at-
tention but has been described in studies of
nonclinical adolescents and young adults
(Depue, Krauss, Spoont, & Arbisi, 1989).
Other presentations include manifesting an in-
adequate number of “B criteria” symptoms in
the context of episodic mood disturbance, or
showing sufficient symptoms, but for an insuf-
ficient duration to meet established criteria for
a diagnosis. BD NOS, like cyclothymia, tends
to be diagnosed only rarely in clinical practice
(Youngstrom, Youngstrom, et al., 2005). In ad-
dition, different research groups tend to use
different operational definitions of BD NOS
(see Table 6.2). However, BD NOS is linked to
substantial clinical impairment, including poor
functioning academically and interpersonally,
high rates of service utilization and suicide risk,
and substantial mood disturbance, whether
NOS is defined as insufficient number of symp-
toms (Lewinsohn, Seeley, & Klein, 2003), in-
sufficient duration (Findling, Youngstrom,
et al., 2005), or a combination of the two
(Axelson et al., in press). BD NOS appears to
show patterns of familial risk (Findling,
Youngstrom, et al., 2005) and symptom sever-
ity (Axelson et al., 2006) that are consistent
with it being on the bipolar spectrum; and
more than one-fourth of youth with BD NOS
progress to more fully syndromal bipolar pre-
sentations (i.e., meeting criteria for bipolar I or
II disorder) within a few years of initially being
diagnosed with BD NOS (Birmaher et al.,
2006).
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TABLE 6.2. Definitions of Bipolar Disorder, Bipolar Spectrum Disorder, and Research
Definitions of Pediatric Bipolar Subtypes

Definition (source) Comment

Bipolar I • Requires lifetime presence of a manic or mixed-state episode, mood
disturbance duration of 7 days or until hospitalization.

• No requirement of depression—ever.
• ICD-10 requires multiple episodes to be confident of diagnosis; only

“provisional” with single episode, even in adults.

Bipolar II • Requires lifetime combination of a major depressive episode and a
hypomanic episode (of at least 4 days’ duration).

Cyclothymia (DSM-IV-TR) • Technically not considered a type of “bipolar NOS” in DSM.
• Rarely diagnosed in children or adolescents in research or clinical

settings (Youngstrom, Youngstrom, et al., 2005).
• Many research groups lump cyclothymia with BD NOS (Birmaher et

al., 2006).
• Difficult to disentangle from normal development, temperament, and

comorbid conditions due to the requirement that patient not meet
criteria for full manic, mixed, or major depressive episode during initial
year of illness.

• Still possible to diagnose reliably, and associated with a significant
amount of impairment (Findling, Youngstrom, et al., 2005).

Repeated hypomanias in the
absence of lifetime mania or
depression (DSM-IV-TR
bipolar disorder not other-
wise specified [BD NOS])

• Unlikely to be impairing enough to lead to treatment seeking; thus, not
observed clinically.

• Challenging to differentiate from behavior within developmental
normal limits.

Insufficient duration of mood
episodes (DSM-IV-TR).
Leibenluft et al. (2003)
further distinguish between
cases with elated mood and/
or grandiosity, and those
with only irritability as mood
disturbance; following Geller,
Williams, et al. (1998).

• This appears to be a common presentation (Axelson et al., 2006;
Findling, Youngstrom, et al., 2005).

• It is associated with a high degree of impairment (Lewinsohn et al., 2000).
• This definition may include cases with mood severity that would

otherwise warrant a diagnosis of manic, mixed, or depressive state.
• Also may include cases with mixed states that involve polarity shifts, if

the diagnostician expects a week’s worth of duration for either polarity.
• Important to note that adult data are calling durations into question

(Angst et al., 2003).

Insufficient number of manic
symptoms. Leibenluft et al.
(2003) included “irritable
hypomania” and “irritable
mania” as another
“intermediate” phenotype,
even if accompanied by four
or more other manic
symptoms.

• This also appears to be more prevalent than cases meeting strict DSM
criteria for bipolar I or II disorder, both in adolescent data and in
reanalyses of adult epidemiological data (Judd & Akiskal, 2003;
Lewinsohn et al., 2000).

• Captures a much more heterogeneous group, and it is possible to meet
criteria for this category relying entirely on nonspecific symptoms (e.g.,
irritable mood plus distractibility, high motor activity, and rapid
speech).

• Research designs typically have not documented episodicity of
symptoms (Judd & Akiskal, 2003; Lewinsohn et al., 2000).

• In spite of these caveats, this definition of BD NOS is still associated
with high rates of impairment and service utilization (Galanter et al.,
2003; Hazell et al., 2003).

Severe mood dysregulation
(previously referred to as a
“broad phenotype”)
(Leibenluft et al., 2003,
definition)

• Recommended criteria: Abnormal mood (anger or sadness) present at
least half the day most days; accompanied by “hyperarousal”
(insomnia*, agitation, distractibility, racing thoughts/flight of ideas;
pressured speech, or social intrusiveness*); also shows increased
reactivity to negative emotional stimuli compared to peers*; onset
before age 12; duration at least 12 months, with no more than 2
months symptom free; symptoms severe in at least one setting.

(continued)



Other Definitions of the Bipolar Spectrum

Several other definitions of “bipolar spectrum”
diagnoses are sometimes used in the literature
or clinically. One of the most important to con-
sider clinically is “substance-induced mania.”
Manic-like symptoms may be induced not only
by street drugs such as cocaine but also by pre-
scription drugs, including corticosteroids (as
happened with TV personality Jane Pauley).
There also is concern that stimulant medica-
tions (Carlson & Mick, 2003; DelBello,
Soutullo, et al., 2001), tricyclic antidepressants
(Geller et al., 1993), or selective serotonin

reuptake inhibitors (SSRIs) (Ghaemi, Hsu,
Soldani, & Goodwin, 2003; Papolos, 2003;
Reichart & Nolen, 2004) may induce manic
symptoms. However, it is difficult to decide
whether the appearance of manic symptoms in
a person taking a medication represents (1) the
spontaneous emergence of mania in someone
already at risk, independent of the effects of the
medication; (2) a side effect of the medication,
irrelevant to the person’s true status with re-
gard to bipolar illness; (3) an “unmasking” of a
previously undetected bipolar illness in some-
one already genetically at risk; or (4) an iatro-
genic effect of medication that changes the ner-
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TABLE 6.2. (continued)

Definition (source) Comment

• Rule outs: elated mood, grandiosity, or episodically decreased need for
sleep; distinct episodes of 4+ days’ duration; meeting criteria for
schizophreniform, schizophrenia, pervasive developmental disorder, or
posttraumatic stress disorder; or meeting criteria for a substance use
disorder in the past 3 months; or IQ < 80; or symptoms are
attributable to a medication or general medical condition.

• Comments: Not yet tested against data. The exclusion of episodicity
and of several symptoms more specific to BD both are likely to select
against bipolar spectrum cases. The inclusion of chronic presentations
and sensitive but nonspecific symptoms are likely to include many
individuals with presentations that are not on the bipolar spectrum.
This category appears likely to include a blend of different etiologies
and mechanisms as a result.

BD NOS—research criteria
from “Course and Outcomes
of Bipolar Youth” Study
(NIMH Grant No. R01
MH059929) (Birmaher et al.,
2006; Axelson et al., 2006)

• Requires “core positive”—presence of distinct period of abnormally
elevated, expansive, or irritable mood.

• Minimum of two other “B criteria” symptoms if mood is mostly
elated; at least three “B criteria” if irritable.

• Requires clear change from individual’s typical functioning (consistent
with DSM-IV and ICD guidelines for hypomania).

• Requires 4+ hours of mood within a 24-hour period to be counted as
an index “day” of disturbance.

• Requires 4+ days at a minimum over the course of a lifetime to
diagnose BD NOS; nonconsecutive days are acceptable.

• Beginning to garner empirical support (Axelson et al., 2006).
• Needs replication in other samples/research groups, but overlaps

substantially with “insufficient duration” and “insufficient number of B
criterion symptoms” definitions of BD NOS.

Child Behavior Checklist
proxy diagnosis (after Mick
et al., 2003). Often
operationally defined as
parent-reported T-scores of
70+ on Aggressive Behavior,
Attention Problems, and
Anxious–Depressed subscales.

• Convenient to use for large-sample studies.
• Avoids problems of rater training and anchoring effects.
• Prone to factors that might bias parent report.
• Does not capture diagnostically specific symptoms; instead concentrates

on sensitive symptoms that might also have high false-positive rate.
• Focuses on symptoms that are likely to be “shared” with other

disorders at a genetic level.
• Concerns that agreement with clinical or research-interview-derived (K-

SADS) diagnoses of bipolar spectrum might be modest.

Note. Expanded and adapted from Table 2 in Youngstrom, Birmaher, and Findling (under review).
*Symptom is not part of current DSM-IV nosology for mania.



vous system in such a way that individuals
not carrying genes of risk are still at risk of
manifesting bipolar behaviors, even after med-
ication is discontinued (a “scar hypothesis”).
Recent research studies have failed to demon-
strate clearly that medication use is associated
with higher rates of mania (Carlson, 2003),
and stimulants appear to be well tolerated
when used in treatment for PBD in conjunction
with mood-stabilizing compounds (Findling,
McNamara, et al., 2005; Scheffer et al., 2005).
For all these reasons, it is appropriate to follow
the DSM recommendation to diagnose these
cases as having “substance-induced mania”
rather than “unmasked” bipolar I or bipolar II
illness.

A second major category potential on the bi-
polar spectrum is represented by a subset of
cases presenting with unipolar depression. Peo-
ple who have depression that onsets early,
shows acute onset, is associated with atypical
features (e.g., lethargy, hypersomnia, increased
appetite or weight gain, and rejection sensitiv-
ity), recurrent depressive episodes, and in the
context of a family history of BD are at higher
risk of having depressed phases that ultimately
prove to be bipolar illness (Birmaher et al.,
2002; Kessler, Avenevoli, & Merikangas, 2001;
Luby & Mrakotsky, 2003). Many researchers
working with adults have tended to include
these sorts of depressive presentations on the
bipolar spectrum (Akiskal & Pinto, 1999;
Ghaemi, Ko, & Goodwin, 2002; Sachs, 2004).
Diagnosing depressed presentations in youth as
bipolar spectrum illness is rare in clinical prac-
tice, and attempts to apply a “bipolar” label to
depressed presentations in youth would be
fraught with controversy. Yet epidemiological
studies, longitudinal investigations of depres-
sion, and clinical referral patterns all indicate
more than half of adults with bipolar illness
likely sought help for depressive symptoms oc-
curring in childhood or adolescence (Kessler,
Berglund, Demler, Jin, & Walters, 2005; Perlis
et al., 2004).

A third possible group on the bipolar spec-
trum includes those with “severe mood dysreg-
ulation,” or what has sometimes been called
the “broad phenotype” of bipolar illness
(Leibenluft, Charney, Towbin, Bhangoo, &
Pine, 2003). Key features of this presentation
include chronic irritability and mood lability,
along with a lack of distinct episodes with
marked change in mood or energy. In some
data, these presentations appear to be on a con-

tinuum with bipolar illnesses, albeit involving
more rapid rates and briefer episodes of mood
disturbance. Some have noted that this clinical
presentation seems highly similar to borderline
personality disorder (BPD) in adults, and may
in fact be a juvenile precursor to BPD
(MacKinnon & Pies, 2006). On the other
hand, some investigators have found evidence
that “chronic irritability,” when precisely oper-
ationalized, may be more related to depression
than to mania in terms of important correlates
and associated features (Leibenluft, Cohen,
Gorrindo, Brook, & Pine, 2006). This group
must be considered potentially one of the most
speculative categories on the bipolar spectrum.
There are few data-based studies evaluating
this presentation, and no significant longitudi-
nal investigations, nor are treatment data infor-
mative about course and outcome. It is likely to
be challenging to tease apart severe mood dys-
regulation from other, more common disorders
of childhood, as well as from fluctuations of
mood that fall within normal limits for child
and adolescent behavior. Thus, it appears pre-
mature to begin applying the “severe mood
dysregulation” label clinically, until sufficient
data are available that the label predicts useful
outcomes, prescribes intervention choices, or
informs the process of treatment.

A fourth group sometimes considered on the
bipolar spectrum is cases identified by means of
a proxy measure rather than direct clinical in-
terview. The two most common examples are
the use of a profile of scores on the Child
Behavior Checklist (CBCL; Achenbach, 1991a)
or positive scores on a screener for BD, such as
the Mood Disorder Questionnaire (Hirschfeld
et al., 2000), as proxies for a bipolar diagnosis.
These proxy definitions are typically used in re-
search studies, especially in behavioral genetics
work (Althoff, Rettew, Faraone, Boomsma,
& Hudziak, 2006; Hudziak, Althoff, Derks,
Faraone, & Boomsma, 2005) or in reanalyses
of data initially gathered for purposes other
than studying PBD (Galanter et al., 2003;
Hazell, Carr, Lewin, & Sly, 2003; Reichart et
al., 2004). As will become evident later in our
discussion of the impact of illness base rates on
the diagnostic efficiency of measures, the num-
ber of “proxy” cases that would actually be
confirmed to have PBD in the event of a careful
diagnostic interview can be wildly variable.
The rate of “true” bipolar cases in a group of
proxy-defined cases is likely to be low in most
settings, especially in general population sur-
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veys. The low “positive predictive value” of a
proxy diagnosis of PBD makes the interpreta-
tion of research relying on the proxy definition
ambiguous at best. Furthermore, the substitu-
tion of a proxy definition for careful clinical di-
agnosis of PBD is clearly inappropriate in clini-
cal practice.

RECOMMENDED CONSIDERATIONS
FOR DIFFERENTIAL DIAGNOSIS IN CHILDREN

Comorbidity

BD has tremendously high rates of comorbidity
with other mental disorders and substance
use. In the first National Comorbidity Survey
(NCS), 99% of adults meeting criteria for bipo-
lar I illness met full criteria for at least one
other lifetime Axis I diagnosis (Kessler, 1999).
Rates of comorbidity appear similarly high in
children and adolescents meeting criteria for
BD (Geller et al., 2003; Kowatch, Youngstrom,
Danielyan, & Findling, 2005). It is not
straightforward to compare the rates of comor-
bid conditions between pediatric and adult
samples, due to both developmental trends in
the comorbid conditions and gaps in assess-
ment batteries. For example, the high rates of
substance use and antisocial behavior in adults
with BD are likely much lower in youth by vir-
tue of the generally later age of onset for these
behaviors; youths show high rates of opposi-
tional behavior and attention problems, but
potential developmental continuity in these be-
haviors has been obscured by the lack of a clear
adult analogue to oppositional defiant disorder
(although it often is a precursor to antisocial
behavior) (Moffit, Caspi, Dickson, Silva, &
Stanton, 1996). Similarly, adult epidemiologi-
cal studies or clinical investigations of adult BD
until recently did not systematically evaluate
ADHD, because conventional wisdom indi-
cated that ADHD was a disorder of childhood
and likely to remit spontaneously. However,
newer studies evaluating ADHD in adults have
found that BD is associated with a much higher
lifetime rate of ADHD, as well as signifi-
cantly more ADHD persisting into adulthood
(Nierenberg et al., 2005).

The most common comorbidities identified
in youths meeting criteria for BD are ADHD,
oppositional defiant disorder, conduct disorder,
and anxiety disorders (Kowatch, Youngstrom,
et al., 2005); pediatric-onset BD may also be

associated with higher risk of meeting criteria
for other conditions, such as enuresis or eating
disorders (Weckerly, 2002). The rate of comor-
bid ADHD was initially reported to be ex-
tremely high, in excess of 90% (Biederman et
al., 1996; Geller et al., 2003). However, other
investigations using different referral patterns
or interview procedures have found that closer
to 60% of youths with BD also meet criteria
for ADHD. The lower rates are more similar to
the rates of comorbid ADHD diagnosed clini-
cally in youth treated for BD (Youngstrom,
Youngstrom, et al., 2005). Even so, the rates
for comorbid ADHD remain too remarkably
high for these to be independent conditions. If
ADHD were an unrelated illness that affects
roughly 5% of the general population, then it
should also manifest in roughly 5% of BD
cases. The much higher rate of coincidence may
be due to the pronounced overlap in diagnostic
criteria. ADHD often involves distractibility,
high motor activity, talkativeness, and impul-
sive behavior, all of which look like manic
behaviors (Klein et al., 1998). Furthermore,
youth with ADHD are often irritable and fre-
quently meet criteria for comorbid opposition-
al or conduct disorders—potentially mimicking
the irritable mood seen with mania. Con-
versely, a person who meets criteria for mania
will also exhibit multiple symptoms that may
appear consistent with ADHD. Thus, the high
rate of comorbidity might be inflated by re-
search interviewers or clinicians who do not
sufficiently determine whether the symptom is
most attributable to a mood disorder or an-
other condition. However, other investigators
argue that comorbid ADHD may represent a
distinct subtype of BD, pointing to patterns of
heritability and the fact that youth with comor-
bid ADHD and BD often show greater impair-
ment and worse course (Biederman et al.,
1996; Faraone, Biederman, Mennin, Wozniak,
& Spencer, 1997).

Comorbid anxiety disorders are open to sim-
ilar discussion: Rates of comorbidity vary too
widely to be due merely to chance sampling dif-
ferences (Kowatch, Youngstrom, et al., 2005).
Higher comorbidity estimates may be due par-
tially to diagnosis of anxiety disorders on the
basis of anxious symptoms reported during the
course of a mood episode. Again, “comorbid”
anxiety is associated with greater impairment
and worse course, but it is unclear whether this
is due to the comorbidity, or whether the per-
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ceived “comorbidity” is another way to de-
scribe a person experiencing a greater number
of total problems in the context of the illness.

Overall, it appears premature to report spe-
cific rates of comorbidity for different disor-
ders, in light of both the potential methodolog-
ical limitations and developmental changes in
potential comorbid conditions. Clinically, one
can expect to see “pure” bipolar presentations
only rarely. It also makes sense to assess for at-
tention problems and anxiety, as well as sub-
stance use and other antisocial behavior, when
confronted with potential PBD. In terms of re-
search, much more work is needed that looks
for patterns of heterotypic continuity (e.g.,
oppositional behaviors in childhood persisting
as more delinquent behaviors in adolescence,
then as “antisocial personality” in adulthood).
What are sometimes considered patterns of
comorbidity may also prove to be useful endo-
phenotypes, because they may reflect the activ-
ity of particular genes that are not uniformly
present in all cases meeting DSM criteria for
either disorder. For example, persons with
BD and generalized anxiety disorder (GAD)
may have behavioral inhibition system–related
genes that are not present in other cases with
PBD, and also mood-dysregulation genes not
present in most individuals meeting criteria for
GAD.

Rapid Cycling

BD, even in adults, is a recurrent illness. Few
affected persons have only one episode of de-
pression or mania over the course of their en-
tire lifetime. However, many are able to go for
periods of years, or even decades, between
episodes of pathological mood disturbance
(Goodwin & Jamison, 1990). Most people
have more frequent relapses into mood states.
“Rapid-cycling” mood disorder means that a
person has at least four distinct mood episodes
over the course of a year (APA, 2000; Dunner,
Patrick, & Fieve, 1977). This pattern is vital to
recognize: Rapid cycling prognosticates a more
chronic course of illness, with greater co-
morbidity, less responsiveness to lithium, and
higher risk of mortality (Coryell et al., 2003).

What defines a “cycle” or an “episode” is
not universally agreed upon, and many adults
with bipolar illness show a clear pattern of la-
bile affective disturbance that does not fit into
the strict DSM-IV definition of rapid cycling

(MacKinnon et al., 2003; Maj, Pirozzi,
Formicola, & Tortorella, 1999). Some of the
confusion is due to the lack of a precise defini-
tion for the end of a mood episode (Frank et
al., 1991). A switch in polarity of mood (e.g.,
from mania to depression) may often occur
within the course of a single episode (APA,
2000; Kraepelin, 1921). Some authors have de-
scribed youth as having “ultradian” cycling, or
polarity switches in the course of the same day
(Geller et al., 1995). Sometimes these rates of
daily polarity switches have been extrapolated
to extend over the length of a year, or over the
course of an even longer episode, then reported
as the “rate of cycling” for youth, with esti-
mates climbing up to the 10’s of thousands
(Geller, Williams, et al., 1998). These figures
provoke understandable cynicism from those
familiar with the adult presentation of BD,
in which four distinct mood episodes within
a single year portend a stormy course. The
sheer quantitative discrepancy (four vs. thou-
sands per year) may also raise concerns about
whether we are confronting the same disorder
in children and adults. Thus, it is crucial to re-
alize that the described clinical presentations
are actually quite similar, and the apparent dis-
crepancies are due to slippage in the definition
of terms. PBD is being described by multiple
groups as involving rapid polarity switches,
with brief durations at either extreme, yet each
episode is a long period of dysregulated mood.

Mixed States

Mixed states involve symptoms of mania and
of major depression during the same mood epi-
sode. According to DSM-IV-TR criteria, there
must be an adequate number of symptoms
present with sufficient intensity to meet criteria
for both major depression and for mania. The
duration of a mixed state is set at a week, un-
less symptoms are so severe as to require hospi-
talization, with the symptoms required to be
present for “much of the day, nearly every day
during at least a 1-week period (APA, 2000,
p. 365). There are at least two ways that the re-
quirement “much of the day” could be met.
One would be for both manic and depressive
symptoms to be present simultaneously in a
single, homogeneous mood state. Kay Jamison
(1995) has described this as a “black mania,”
combining the hopelessness, low self-esteem,
pathological guilt, and despair of depression
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with the high energy, racing thoughts, and
impulsivity of mania. Not surprisingly, such a
mood state presents a high risk for suicide
(Goodwin & Jamison, 1990).

In the other mixed presentation, mood oscil-
lates rapidly between depressed and manic
states over the course of the week, or even
within the same day. Unstable and shifting
moods were noted as a common presentation
of mixed states by Kraepelin during his clinical
observations (1921), and these have also been
frequently documented in clinical observation
of adults with BD (Kramlinger & Post, 1996),
as well as prospective “life charting” of mood
and energy (Denicoff et al., 1997) and objective
markers of physical activity. This oscillating,
labile form of “mixed state” is almost defi-
nitely what has been described by some as
“ultradian cycling” in children (Geller &
Cook, 2000).

Efforts to compare the adult and child phe-
nomenology of BD have been hampered by ter-
minology. Oscillating mixed states appear to be
the most common presentation of BD in youth,
consistent with age effects noted initially by
Kraepelin (1921). At the same time, it is impor-
tant to bear in mind that oscillating mixed
states with pronounced mood lability are
common in adults with mood disorder (Mac-
Kinnon & Pies, 2006). Conversely, the term
“rapid cycling,” as used in the adult literature,
refers to the number of distinct mood episodes
within a 1-year period rather than the number
of polarity shifts of mood within a single epi-
sode. It appears relatively rare for children or
adolescents to experience multiple remissions
of their mixed state, then multiple relapses
within the same year (Birmaher et al., 2006;
Geller et al., 2004), particularly when “remis-
sion” is defined as a period of 2 months free of
impairing symptoms (Findling et al., 2001;
Frank et al., 1991). Thus, “rapid cycling” in
the strictest sense appears to be uncommon in
children, and there is instead a high rate of os-
cillating mixed states.

Major Symptom Dimensions
and Associated Features

The two major dimensions involved in bipolar
illness are depressive and manic symptoms.
Counterintuitively, depression and mania do
not appear to be opposite poles of a single di-
mension. Instead, they are two distinct sets of
symptoms that can occur independently of

each other or overlap. Mixed states involve
high levels of both depressed and manic symp-
toms. A dimensional model resolves many of
the problems noted with the current categorical
classification system, including the large num-
ber of cases with “mixed hypomanias” or “an-
ger attacks” in the context of depression, or ag-
itated depressive presentations. Rather than
requiring a proliferation of subcategories, these
clinical presentations may be conceptualized as
the coincidence of moderate levels of manic
symptomatology during periods with higher
levels of depressive symptoms. In fact, there is
growing evidence that there might be different
risk factors associated with triggering depres-
sive versus hypomanic or manic symptoms
(Johnson & Roberts, 1995). A major clinical
implication is that assessment should include
measures of both hypomanic/manic and de-
pressed symptoms not only at intake but also
as outcome measures, due to the potential for
the emergence of new mood symptoms (includ-
ing those of a different polarity than the pre-
senting problem).

An alternative way of conceptualizing mania
and depression is to link them to major moti-
vational systems, such as Gray’s behavioral
inhibition system (BIS) and behavioral acti-
vation system (BAS; Fowles, 1994; Gray &
McNaughton, 1996), or Depue’s behavioral fa-
cilitation system (BFS; Depue & Iacono, 1989).
These models put anxiety, depression, and
mania within a larger evolutionary and neuro-
behavioral framework, where the clinical dis-
orders are pathologically extreme or situation-
ally inappropriate expressions of systems that
otherwise serve important roles in the develop-
ment of personality and healthy functioning.
These models suggest linkages between mania
and dopaminergic systems related to reward,
extroversion, and approach-oriented behaviors
(Depue & Collins, 1999). BIS–BAS models also
predict a high degree of overlap between anx-
ious and depressive symptoms, because both
anxiety and depression involve high levels of
BIS activation, also conceptualized as high lev-
els of “negative affectivity” (Tellegen, Watson,
& Clark, 1999). According to the “tripartite
model” of depression and anxiety, negative af-
fect, or high BIS activity, is a shared component
of both anxiety and depression, whereas physi-
ological hyperarousal is specific to anxiety, and
low positive affect (or low BAS) is a specific
marker for depression (Watson et al., 1995).
The tripartite model’s description of both de-
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pressed states and negative affect as a shared
component of anxiety and depression has been
replicated in multiple child and adolescent
samples (Chorpita, 2002; Chorpita, Albano, &
Barlow, 1998; Chorpita & Daleiden, 2002;
Lonigan, Phillips, & Hooe, 2003). Although
there are measures of BIS and BAS that include
nonclinical behaviors (e.g., Carver & White,
1994), it is not clear that these instruments of-
fer incremental value to clinical assessment. In-
stead, the clinical value of BIS and BAS models
might lie primarily in the identification of
“subsyndromal” or adaptive behaviors falling
along the same dimension as mania or depres-
sion. Awareness of these behaviors might help
to normalize and to depathologize some as-
pects, and also to monitor warning signs that
presage the return of more severe mood distur-
bance. The BIS–BAS model also contributes
a potential explanation for the frequent co-
occurrence of anxious and depressive symp-
toms, which might otherwise be perceived as
“comorbidity” of multiple disorders.

A third model of the dimensions of illness
was first proposed by Kraepelin (1921). He de-
scribed three clusters of symptoms involved in
mood disorder: cognitive or intellective, includ-
ing racing thoughts and heightened creativity
at one extreme, and slowed thinking or dulled
perceptions at the other; vegetative, including
motor agitation and heightened energy at one
extreme, and fatigue or psychomotor retarda-
tion at the other; and finally an affective
component, ranging from manic excitement,
expansiveness, and grandiosity to depressive
hopelessness and despair. Kraepelin observed
that these three clusters of symptoms were fre-
quently out of phase with each other, giving
rise to eight possible permutations of clinical
presentation. Classic manic presentations en-
tailed elevation of all three clusters, and classic
depression reflected low levels of all three clus-
ters. Agitated depression, in Kraepelin’s model,
involved high levels of the motor activity clus-
ter of symptoms, whereas levels on the affec-
tive and cognitive dimensions remained low.
Kraepelin provided an elegant and parsimoni-
ous way to describe clinically varied phenom-
ena using a dimensional model. This frame-
work also provided a means for integrating
neuropsychological performance into a
broader conceptual model of mood disorder.
However, little recent work on neuropsycho-
logical performance in children or adolescents
has included this historical model.

Several other features of PBD that deserve
clinical attention include temperamental traits
that are often associated with BD. Youth with
PBD, compared to youth with ADHD or con-
trols with no diagnosis, show higher novelty
seeking and lower reward dependence behav-
ior, lower persistence, and less self-direction
and cooperativeness (Tillman et al., 2003).
Youth at risk of developing BD because a bio-
logical parent has a bipolar history tend to
show higher levels of trait negative affect,
lower activity, and poorer sleep and rhythm-
icity (Chang, Blasey, Ketter, & Steiner, 2003).
Rejection sensitivity also may be a prominent
feature of bipolar illness, even when mood ap-
pears relatively stable (Benazzi, 2000; Fristad
& Goldberg Arnold, 2004).These tempera-
mental traits appear similar to many of the fea-
tures seen in full-blown mood episodes, blur-
ring the distinction between character and
mood episode. However, BD appears to involve
fluctuations or surges that noticeably amplify
any temperamental qualities, suggesting that
episodicity may be helpful in identifying youth
at risk (Shaw, Egeland, Endicott, Allen, &
Hostetter, 2005).

Epidemiology: Base Rates, Age of Onset,
and Clinical Incidence

Epidemiological Data

A crucial question is how often PBD may be
occurring both in the general population and
in clinical settings. Epidemiological estimates
convey a sense of the relative prevalence or
rarity of different conditions, and the extent
to which incidence varies by age or other de-
mographic features. Epidemiological studies
have found relatively low rates of mania in
adolescents (Lewinsohn et al., 2002) and vir-
tually no cases of mania in children (Costello
et al., 1996; Shaffer et al., 1996). However,
studies with adults reporting retrospectively
about the onset of their mood symptoms in-
dicate that more than 50% of adults with BD
had their first mood symptoms before age
18 (Kessler, Rubinow, Holmes, Abelson, &
Zhao, 1997), and often before the age of 16
(Perlis et al., 2004; Post et al., 2006). Surveys
of adult consumers indicate median delays of
11–19 years between the beginning of mood
symptoms and when treatment is sought and
a correct diagnosis is made (Calabrese et al.,
2001; Hirschfeld, Lewis, & Vornik, 2003;
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Lish, Dime-Meenan, Whybrow, Price, &
Hirschfeld, 1994).

There are several causes for caution in inter-
preting epidemiological results. First, most in-
struments used in epidemiological studies were
written at a time when the prevailing wisdom
was that mania did not occur in children, and
only rarely in adolescents. As a result, there
was little training for recognizing manic behav-
ior and no attempts to modify descriptions or
anchors to be developmentally appropriate.
Subsequent experience indicates that some in-
struments, such as the Diagnostic Interview
Schedule for Children (DISC; Shaffer et al.,
1996), appear less sensitive to mania as a re-
sult. Second, epidemiological studies, with few
exceptions, have not systematically assessed for
hypomania. Without careful assessment of
hypomania, only bipolar I illness can be diag-
nosed. As a result, most epidemiological stud-
ies have not tracked bipolar II illness, cy-
clothymia, or BD NOS. However, when
assessed, these other bipolar spectrum diagno-
ses appear to be at least five times as common
as bipolar I illness (Judd & Akiskal, 2003;
Lewinsohn et al., 2002). Adding systematic as-
sessment of just bipolar II disorder raises the
estimated lifetime prevalence of BD in the adult
U.S. population to 3.9% (Kessler et al., 2005).
Although these other diagnoses have flown
“under the radar” of most epidemiological
studies, they are still associated with substan-
tial burden and impairment. Third, some of the
epidemiological studies have relied solely on
self-report. It will become evident in later sec-
tions of this chapter that self-report often un-
derestimates the occurrence and severity of
manic and hypomanic symptoms. Due to these
concerns, epidemiological studies should not
yet be considered definitive. A balanced inter-
pretation might be that the evidence suggests
that BD is rare in children, somewhat more
common in adolescents, and still more com-
mon in adults; at the same time, the “fuzzy”
spectrum presentations outnumber clear cases
of bipolar I illness at all ages.

Age of Onset

The age of onset of BD is also controversial.
More recent epidemiological studies suggest
that the median age of onset is currently
around age 16 years (Kessler et al., 2005).
However, data suggest a secular trend, with
earlier ages of onset of mood disorder and

higher rates of mood disorder in each U.S. gen-
eration since World War II (Post, Leverich,
Xing, & Weiss, 2001; Weissman et al., 1984).
The youngest age cohort surveyed in the Na-
tional Comorbidity Survey—Revised (NCS-R)
had at least four times the lifetime hazard of
developing BD (with an estimated prevalence
of 6% by age 75) compared to the rate in the
oldest age cohort (with a 1.5% lifetime preva-
lence). Onset in the United States also appears
to be significantly earlier than that in Europe,
based on both self-report measures and clinical
interviews, and appears to be associated with
higher rates of risk factors, including more fa-
milial history of mood disorder, higher familial
rates of suicide, and greater exposure to child-
hood physical and sexual abuse (Post et al.,
2006). Age of onset is an important prognostic
variable: Earlier age of onset predicts higher
rates of comorbidity with anxiety disorder and
substance abuse, more rapid cycling, more
chronic impairment, more days in poor mood
state, greater risk of suicide or violence (Masi
et al., 2006; Perlis et al., 2004), and possibly
less responsiveness to lithium monotherapy
(Duffy et al., 2002). “Take-home messages” for
clinicians are that onset often occurs earlier
than conventional wisdom has thought, and
that early onset predicts a more challenging
course of illness, requiring different forms of
pharmacotherapy (and possibly other forms of
psychosocial intervention).

Clinical Incidence

Information about clinical incidence is much
more useful than general population epidemio-
logical figures to practicing clinicians. Ideally,
clinicians would have accurate statistics docu-
menting the base rate of bipolar illness at their
own setting. Failing that, it would be helpful to
have estimates from similar clinical settings to
use as benchmarks. Table 6.3 reports a broad
sampling of published estimates from different
clinical settings. There are important caveats to
consider for any of these estimates. Referral
patterns can vary dramatically between set-
tings. Artifacts of the assessment process also
generate highly discrepant estimates: Clinical
diagnoses are more prone to the effects of
heuristics than are semistructured diagnostic
interviews, but interviews also involve varying
degrees of clinical judgment (Garb, 1998). Dif-
fering conceptualizations of bipolar illness also
influence the apparent rate. Estimates based on
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strict bipolar I illness are much lower than
those including other diagnoses on the bipolar
spectrum. Estimates that include parent report
are more sensitive to PBD, but they may also
increase the rate of false-positive diagnoses—
both of which contribute to higher rates. All of
these issues apply with equal force to estimates
derived from one’s own clinical practice. Thus,
Table 6.3 offers an opportunity to compare
the effects of different definitions and assess-
ment methodologies, and to reflect on how
one’s own assessment methods might compare;
it justifies three overarching conclusions: (1)
Rates can be highly variable, even within the
same setting, but (2) PBD occurs in clinical set-
tings, and (3) rates are higher in clinical settings
than in the general population, roughly corre-
sponding to the intensity of services offered at
the setting.

Domains of Impairment

BD is not simply associated with disturbances
of mood and energy. The depressed phase of
the illness brings with it all of the impairment
and burden associated with unipolar depres-
sion (Judd et al., 2005). Manic episodes involve
externalizing behaviors, along with the in-
creased motor activity and poor concentration
that are often typical of ADHD. Extreme mood
states degrade executive function and cognitive
performance, although these deficits do not ap-
pear to be specific to PBD (Henin, Mick,
Nierenberg, & Biederman, 2006). Both depres-
sion and mania are associated with academic
underachievement, poor educational attain-
ment, peer rejection, and increased family
conflict (Geller et al., 2000, 2004; Weckerly,
2002). PBD is also linked to increased use of al-
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TABLE 6.3. Base Rates of PBD in Different Clinical Settings

Setting (reference) Base rate Demography Diagnostic method

High school epidemiological
(Lewinsohn et al., 2000)

0.6% Northwestern U.S.
high school

K-SADS-PLy

Community mental health center
(Youngstrom, Youngstrom, et al.,
2005)

6% Midwestern urban,
80% nonwhite,
low-income area

Clinical interview and
treatment p,y

General outpatient clinic; (Geller,
Zimerman, et al., 2002)

6–8% Urban academic
research centers

WASH-UK-SADSp,y

County wards (DCFS) (Naylor et
al., 2002)

11% State of Illinois Clinical interview and
treatmenty

Specialty outpatient service
(Biederman et al., 1996)

15–17% New England K-SADS-Ep,y(only p young)

Incarcerated adolescents (Teplin,
Abram, McClelland, Dulcan, &
Mericle, 2002)

2% Midwestern urban
area

DISCy

Incarcerated adolescents (Pliszka
et al., 2000)

22% Texas DISCy

Acute psychiatric hospitalizations
in 2002–2003—adolescents
(Blader & Carlson, 2006)

21% All of United States Centers for Disease
Control survey of
discharge diagnoses

Inpatient service (Carlson &
Youngstrom, 2003)

30% manic
symptoms,
< 2% strict BPI

New York City
metropolitan region

DICA; K-SADSp,y

Acute psychiatric hospitalizations
in 2002–2003—children (Blader
& Carlson, 2006)

40% All of United States Centers for Disease
Control survey of
discharge diagnoses

Note. p Parent interviewed as component of diagnostic assessment; y youth interviewed as part of diagnostic assessment; K-
SADS, Schedule for Affective Disorders and Schizophrenia for School-Age Children; PL, Present and Lifetime version; WASH-
U, Washington University version; E, Epidemiological version of the K-SADS; DISC, Diagnostic Interview Schedule for
Children; DICA, Diagnostic Interview for Children and Adolescents. From Youngstrom, Findling, et al. (2005, Table 1).
Copyright 2005 by Erlbaum. Adapted with permission.



cohol and street drugs, and the combination of
substance use and other impulsive behaviors
greatly increases the risk of youth with PBD
coming into contact with the justice system
(Pliszka, Sherman, Barrow, & Irick, 2000). BD
is a well-established risk factor for suicide
(Brent et al., 1988), and earlier age of onset is
related to elevated risk of suicide and of vio-
lent behavior in general (Perlis et al., 2004).
Overall, PBD involves pervasive impairment
across most social, emotional, cognitive, and
vocational–educational areas of functioning.
Without proper management, PBD puts an in-
dividual at higher risk of incarceration or sui-
cide.

Demographic and Cultural Issues in Assessment

Sex Differences

Bipolar I disorder occurs equally often in men
and women (Bebbington & Ramana, 1995;
Kessler et al., 1997; Robb, Young, Cooke, &
Joffe, 1998; Weissman et al., 1996). Pediatric
data indicate no sex differences in the diagnosis
of bipolar I disorder after adjusting for the fact
that more young males present to clinics for
externalizing problems in general (Biederman,
Kwon, et al., 2004; Duax et al., 2005;
Youngstrom, Youngstrom, et al., 2005). Bipolar
II disorder may be more prevalent among adult
women than among men (Berk & Dodd, 2005;
cf. Kawa et al., 2005; Robb et al., 1998). The ev-
idence on sex differences in the rate of juvenile
bipolar II disorder is similarly mixed, with some
data showing a possibly higher rate of bipolar II
disorder in female than in male adolescents
(Biederman, Kwon, et al., 2004; Birmaher et al.,
2006; Faedda, Baldessarini, Glovinsky, & Aus-
tin, 2004). Developmental trends may account
for adolescent girls’ greater rates of depression,
and perhaps for their greater rates of bipolar II
disorder (Cyranowski, Frank, Young, & Shear,
2000). Alternatively, females may be more likely
to acknowledge and/or seek treatment for de-
pressive symptoms (Kessler, 1998), or there may
be sex bias in sampling or diagnostic systems
(Hartung & Widiger, 1998). Data for other bi-
polar spectrum diagnoses are scarce, but there is
no evidence of sex difference in rates of
cyclothymia or BD NOS. Although sex differ-
ences are an important consideration in PBD,
sex has not proven to be predictive of length of
illness or time until relapse (Geller et al., 2004).

Apparent sex differences in PBD are compli-
cated by comorbid diagnoses such as ADHD,
oppositional defiant disorder (ODD), and con-
duct disorder (CD) (Kowatch, Youngstrom, et
al., 2005). In particular, ADHD has repeatedly
shown higher rates of comorbidity in young
males than in young females with BD
(Biederman, Kwon, et al., 2004; Duax et al.,
2005). Externalizing disorders are more com-
mon among boys than among girls (Costello et
al., 1996), potentially leading to greater rates
of boys also being diagnosed with PBD. It is
still important for clinicians to recognize more
subtle symptoms of PBD, so that children and
adolescents seeking treatment for depressive
symptoms, particularly females, do not go
misdiagnosed or mistreated. Findings suggest
that although separate sex norms or diagnos-
tic criteria for PBD are probably unnecessary
(Biederman, Kwon, et al., 2004), clinicians
need to be more vigilant about PBD in females,
whose presentation is less likely to show pure
mania or hypomania.

Racial and Cultural Differences

Little is known about racial or cultural differ-
ences in the prevalence or phenomenology of
PBD. However, minority youth with mood dis-
orders are more likely to be misdiagnosed with
CD or schizophrenia (DelBello, Lopez-Larson,
Soutullo, & Strakowski, 2001), and more
likely to be treated with older and/or depot
antipsychotic medications (Arnold et al., 2004;
DelBello, Soutullo, & Strakowski, 2000). Cli-
nicians should assess systematically for mood
disorder in ethnic/minority patients, particu-
larly when the presenting problem involves
aggressive behavior or psychosis. Clinicians
should also be alert to the potential for racial
bias in diagnosis when gathering family history
data (Garb, 1998). Rather than taking family
members’ historical diagnoses at face value, it
would be prudent to gather family history data
at the symptom level whenever possible.

Young Adult Outcomes

Multiple longitudinal studies have published
findings about stability, course, and outcome
up to 4 years after the initial assessment identi-
fying PBD. Youth initially diagnosed with BD
typically experience at least partial remission of
the illness: 37% having mania remit within the
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first year (Geller, Craney, et al., 2001), and
65% within the first 2 years, but 55% experi-
ence a relapse of mania within the same 2-year
period (Geller, Craney, et al., 2002). Four-year
follow-up of youth initially diagnosed with
narrow phenotype PBD (requiring the presence
of elated mood or grandiosity) indicated that
they experienced hypomanic, manic, or mixed
states for 57% of the follow-up period, and de-
pressive states for 47% of follow-up (Geller et
al., 2004). These findings have been cross-
validated by a more recent, multisite study:
70% of patients recovered within an average
follow-up period of 2 years, but 50% relapsed
within the same time frame, and syndromal or
subsyndromal mood symptoms were present
during at least 60% of weeks during the
follow-up period (Birmaher et al., 2006). With-
in the 2-year follow-up period, 25% of youth
initially meeting criteria for cyclothymia or BD
NOS had sufficiently worse mood states to
meet strict criteria for bipolar II or bipolar I
disorder. Youth with cyclothymia–BD NOS
more often continued to have not only “sub-
syndromal” mood disturbance but also worse
outcomes on most measures of functioning
than did youth with more “classic, syndromal”
presentations (Birmaher et al., 2006). In a
much smaller follow-back study, in which 17
youth and parents were reinterviewed an aver-
age of 3 years after the initial diagnosis of
cyclothymia or BD NOS, about one-third of
youth developed more clearly syndromal bi-
polar presentations during subsequent years,
compared to roughly one-third whose mood
symptoms had remitted by the time of reevalu-
ation (Kahana et al., under review).

These findings are similar to results from the
follow-up waves of a longitudinal study of an
epidemiological sample. Lewinsohn and col-
leagues (2000) found that adolescents meeting
full criteria for BD (about 1% of the sample)
showed significant risk of still meeting criteria
for BD at follow-up. On the other hand, the
5% of the sample that met criteria for sub-
syndromal BD (the “core positive” definition
provided in Table 6.2) did not show a signifi-
cant rate of “conversion” into clear bipolar I or
bipolar II disorder. However, the subsyndromal
group continued to be highly impaired, show-
ing increased risk for anxiety disorders, depres-
sion, antisocial behavior, suicidal ideation, and
borderline personality traits (Lewinsohn et al.,
2000). Taken together, findings suggest that

there are two subtypes—a more episodic ver-
sion of mood disorder conforming to classic
definitions and having a less chronic, although
still highly impairing, course versus a more
chronic pattern of mood dysregulation that
does not meet full criteria for bipolar I or II dis-
order but tends to show developmental conti-
nuity and remain highly impairing.

Etiological Factors

A variety of risk factors are associated with BD
(Tsuchiya, Byrne, & Mortensen, 2003). Ge-
netic factors have received the most attention.
BD and schizophrenia have similarly large ge-
netic components, exceeding the heritability of
all other major mental illnesses (Faraone et al.,
1999; McGuffin et al., 2003). However, even
monozygotic twins show roughly 80% concor-
dance for BD, indicating that environmental
factors play a role in the expression of ill-
ness even when genes are completely identical
(Faraone et al., 1999). BD clearly involves mul-
tiple genes, which means that permutations or
degrees of loading may be present in any given
individual. There is also a genetic component
to BD age of onset (Faraone, Glatt, Su, &
Tsuang, 2004), suggesting that there may be
a different, pediatric-onset subtype of BD
with a distinct constellation of genetic factors
(Biederman, Faraone, et al., 2004; Faraone,
Glatt, & Tsuang, 2003). Retrospective data on
adults with BD indicate that earlier age of onset
is associated with more rapid cycling; more
chronic course; and higher rates of comorbidi-
ty, suicidality, violent behavior, and substance
use (Perlis et al., 2004)—similar to the phe-
nomenology noted in child and adolescent
samples (Kowatch, Youngstrom, et al., 2005).

Some of the work investigating the genetic
architecture of PBD relies on the “bipolar pro-
file” of scores on the CBCL described by Mick,
Biederman, Pandina, and Faraone (2003). The
profile has demonstrated a high degree of
heritability (Althoff et al., 2006; Hudziak et al.,
2005). However, in samples where PBD is rare,
such as the general population, the majority of
individuals with such a profile do not actually
have a BD diagnosis (Volk, 2006). It is worth
noting that this pattern of findings—a heritable
behavior pattern that is not isolated to PBD—is
entirely consistent with a polygenic model of
illness. There may be a specific gene conferring
risk for the “bipolar profile” of behaviors cap-
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tured by the CBCL, and this gene might often
be present in individuals with PBD. At the same
time, the gene may also convey risk for aggres-
sive behavior and occur in the context of other
disorders, such as CD or ADHD.

Many other, more speculative mechanisms
potentially contribute to risk for BD. One is ge-
netic “anticipation,” in which children inherit
multiple copies of the same gene from a parent.
For some conditions, there appears to be a
dose–response relationship, in which receiving
more copies of the same gene is associated with
earlier onset of illness and more virulent course
(Post, Weiss, & Leverich, 1994). This may con-
tribute to the higher lifetime risk of BD in
younger generations (e.g., Kessler et al., 2005).
Another established risk factor for mood disor-
der is prenatal or perinatal trauma (Hack et al.,
2004). It is possible that as medical technology
saves more children who previously would
have perished, some of the survivors may expe-
rience mood dysregulation as a result of subtle
perinatal neural damage. It is possible that ex-
posure to a virus or bacterium may trigger an
autoimmune response that creates mood dys-
regulation similar to BD (Soto & Murphy,
2003).

Risk of bipolar illness might be influenced by
diet, too. The popularity of omega-3 fatty acids
as a remedy for BD stems from observations
about epidemiological differences in fish in-
take, with populations with higher fish con-
sumption showing lower rates of bipolar illness
(Stoll, Locke, Marangell, & Severus, 1999). It
also is noteworthy that the risk of BD increases
with the onset of puberty (Nottelmann et al.,
2001). Dietary changes in the United States
have led to a dramatic rise in childhood obesity,
along with puberty starting at a much younger
age (Juul et al., 2006; Karlberg, 2002; Parent et
al., 2003). Recent studies indicate that 14% of
U.S. girls reach Tanner Stage 2 by age 8, and
the national average for reaching Stage 2 of
breast development is between 9.2 and 9.5
years (Lee, Guo, & Kulin, 2001). The endo-
crine changes associated with puberty are be-
ginning at a younger age than previously,
suggesting a mechanism for earlier onset of de-
pression in girls (Cyranowski et al., 2000) and
possibly increased aggression in boys (Rowe,
Maughan, Worthman, Costello, & Angold,
2004). If these results prove robust, then diet-
related findings suggest mechanisms for pre-
vention models.

EVIDENCE-BASED APPROACHES TO DIAGNOSIS

Risk Assessment Model

The first piece of information to consider is the
“base rate,” or how common PBD is likely to
be in a given setting. A practitioner in an inpa-
tient unit is likely to see more individuals with
PBD than would a school psychologist in a reg-
ular educational setting. The base rate provides
an excellent foundation for the integration of
additional information. Knowing that the base
rate of PBD is around 5% in many outpatient
clinics, for example, suggests that, on the one
hand, BD is a diagnosis that should be consid-
ered and carefully assessed in some cases. On
the other hand, a 5% prevalence reminds the
practitioner that the diagnosis is likely to be
rare, and other problems (including those with
similar clinical presentations, such as ADHD
or unipolar depression) are likely to be more
common. This anchoring helps avoid over- or
underdiagnosis due to availability heuristics
that may be unduly influenced by the faddish-
ness of a diagnosis (Davidow & Levinson,
1993). As I discussed in the earlier section
“Clinical Incidence,” clinicians can either rely
on their own archival records to estimate the
rate of PBD or use published estimates from
similar clinical settings to provide a ballpark
estimate. Table 6.3 provides some published es-
timates for calibration purposes, along with
comments about the design of each study. If
computerized, abstract databases are available,
then it would be even better to search for newer
benchmark estimates with key words such as
“prevalence or incidence” and “bipolar disor-
der,” along with terms describing the clini-
cal context of interest (Youngstrom & Duax,
2005). Practitioners relying on local diagnoses
should be aware that clinical diagnoses tend to
underestimate the amount of comorbidity and
may be particularly inaccurate in the case of
PBD (Youngstrom, Youngstrom, et al., 2005).

Whether using local estimates or published
values, the assessor should reflect on the proce-
dures used to make the benchmark diagnoses,
and consider the possible sources of bias and
how they might influence initial estimates. A
more thorough dissection of the validity of an
estimate may be accomplished by comparing
the design features to the 25 recommendations
in the STAndardized Reporting of Diagnostic
(STARD; Bossuyt et al., 2003) tests criteria, or
by evaluating the applicability of the findings
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to the individual patient in question (Jaeschke,
Guyatt, & Sackett, 1994b). Even when they are
flawed, initial estimates of the base rate can
lessen the impact of other factors that under-
mine the accuracy of the assessment process.
Furthermore, if the practitioner follows other
recommendations for evidence-based assess-
ment, then periodically reevaluates the base
rate of disorders, the process potentially be-
comes self-correcting. Reevaluation of base
rates in one’s own clinical setting is also good
practice, because changes in public awareness
and other external factors may also change the
referral pattern over time.

Family History

Value of Gathering Family History

In a meta-analysis that reviewed over 100 arti-
cles discussing more than 30 different risk fac-
tors potentially associated with BD, only fam-
ily history of BD was robust enough to merit
clinical interpretation (Tsuchiya et al., 2003).
Another meta-analysis found that, on average,
5% of children with a biological parent af-
fected by BD already met criteria for a BD
themselves at the time of the research assess-
ment (Hodgins, Faucher, Zarac, & Ellenbogen,
2002). Conversely, no children in the “low
risk” comparison groups developed bipolar
spectrum illness in any of the studies reviewed.
Having a bipolar parent also doubled the chil-
dren’s risk of developing psychopathology in
general, and tripled the risk of developing
mood disorders (not just bipolar spectrum ill-
ness). When interpreting the 5% rate of bipolar
illness, one should remember that (1) family
history of bipolar illness increases risk of psy-
chopathology, and especially BD; (2) the vast
majority of children with a parent diagnosed
with BD still do not have PBD themselves; (3)
they often show other, nonbipolar behavioral
problems; and (4) youth participating in these
studies were not followed into middle age, so it
is impossible to know how many of them later
developed full-blown bipolar illness.

Besides conveying information about the de-
gree of risk of bipolarity for the youth, gather-
ing family history also helps determine the fam-
ily’s strengths and challenges that may impinge
upon therapy. Having a family member already
in treatment for a mood disorder provides
prior experience that shapes family attitudes

toward intervention. If the prior treatment
went well, then the family member offers a
powerful role model and excellent potential so-
cial support for the youth. If prior experiences
were negative, then it is crucial to find out fam-
ily members’ perceptions of what was sub-
optimal, so that one may pursue alternative
recommendations or use other strategies to ad-
dress the challenges and resistance. An adult’s
undiagnosed or poorly managed mood disor-
der often magnifies the chaos and conflict in a
family, reducing the chances of good treatment
adherence for the child. Family history may be
informative about the likely course of illness
for the youth, and may also have prescriptive
value in shaping treatment selection. Children
of parents with lithium-responsive BD tend to
show better premorbid functioning, more dis-
tinct mood episodes, better interepisode func-
tioning, and better response to lithium them-
selves (Duffy, Alda, Kutcher, Fusee, & Grof,
1998). Conversely, children whose parents had
earlier onset, more rapid-cycling bipolar illness
(which tends to be less lithium responsive) are
themselves more likely to show a refractory
and more chronically impaired course of illness
(Duffy et al., 2002; Masi et al., 2006).

Challenges in Obtaining Family History

In spite of its proven clinical value, gathering a
good family history may not always be possi-
ble. A common problem is that fathers often do
not participate directly in the clinical evalua-
tion process. In many families the biological fa-
ther may have been absent from the child’s life
for years, or even since conception. When a
parent is not directly evaluated, the clinician
has to rely on information provided by the
other available adult. Parents are often unfa-
miliar with the details of the other adult’s men-
tal health history, especially that in childhood.
Indirect interviews are also prone to reporter
bias. If the parents had an abusive relationship
or an ugly divorce, then these circumstances
may easily color the report about mental health
history. If the child is placed in foster care or
adopted, then there may be little or no infor-
mation available about the biological parents.
In school-based or forensic clinics, parents may
not routinely be involved in clinical evalua-
tions, and it may be difficult to include them.

Another consideration with BD is that his-
torical diagnoses themselves may not have been
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accurate. A family-history diagnosis is almost
always based on a prior clinical, not research,
evaluation. Thus, a historical diagnosis is
prone to all of the limitations of clinical diag-
noses in general (Garb, 1998). On top of that is
the fog added by imperfect awareness of other
family members’ diagnoses, as well as imper-
fect memory. Even worse are the factors related
to race and ethnicity that might increase the
likelihood of BD going undetected or mis-
diagnosed in African American or Latin Ameri-
can families (as discussed earlier). “Schizo-
phrenia,” “psychotic disorder,” “antisocial
personality,” “drug and alcohol problems,” or
“conduct disorder” are all labels that could sig-
nify an undiagnosed bipolar illness, partic-
ularly in minority families. Finally, families
typically do not have formal clinical training
themselves, so their labels are more likely to be
filtered through their own ethnographic lens. A
relative with BD might be described as having
“bad nerves,” a “hot temper,” or “anxiety at-
tacks,” for example.

Integrating Family History
into a Risk Assessment Model

The more systematic and structured the inter-
view, the more cost is added to the evaluation
process, and the greater the burden imposed on
families. For these reasons, clinicians need to
see clear benefits before deciding to do more
than a routine clinical assessment of family his-
tory. The differential diagnosis of PBD creates a
situation in which the potential gains justify
some increased time and burden. Accurate
evaluation of familial history indicates the
child’s risk, and also informs case formulation
and treatment strategies. Given how prone
“historical” diagnoses are to error, simply ask-
ing whether anyone in the family has been di-
agnosed with BD is unlikely to be an adequate
shortcut to evaluating family history.

One practical approach might be to ask the
parents to fill out a brief screening measure,
such as the Mood Disorder Questionnaire
(MDQ; Hirschfeld et al., 2000), about them-
selves. The MDQ is a single page, with a low
required reading level, yet it demonstrates high
specificity to BD. The sensitivity of the MDQ
appears to be moderate (often around .4 to .6),
and it is poorer at detecting bipolar II and “bi-
polar spectrum” illnesses other than bipolar I
illness (Miller, Klugman, Berv, Rosenquist, &
Ghaemi, 2004), so it likely fails to identify the

relative who actually has a history of bipolar
illness. It also is not known how well the MDQ
would indirectly rate another adult relative
(i.e., how accurately spouses’ responses on the
MDQ capture their partner’s bipolar status).
On the positive side, the MDQ has been vali-
dated in multiple languages, cultures, and set-
tings, and shows fairly consistent performance
(Isometsa et al., 2003); it also is free to use for
private purposes, and very brief. The alterna-
tive might be to use the mood disorders module
of a structured diagnostic interview, such as the
Mini-International Neuropsychiatric Interview
(MINI; Sheehan et al., 1998), to interview the
parents. Completing the mood disorders mod-
ule by itself generally takes only 5–15 minutes
per relative. The MINI appears to be more
structured than many instruments (improving
the reliability and reducing the training de-
mands) but less cumbersome than most other
structured or semistructured interviews.

If a lifetime diagnosis of BD is found in a
first-degree relative (e.g., biological mother, bi-
ological father, or a full biological sibling), then
the child’s risk of having BD increases by a fac-
tor of at least five (Youngstrom, Findling,
Youngstrom, & Calabrese, 2005). This risk es-
timate is based on 5% of biologically at-risk
youth manifesting BD (Hodgins et al., 2002),
compared to a rough estimate of 1% of the
general population of youth with any bipolar
spectrum illness. Counterintuitively, it is more
conservative to use a higher estimate of the
prevalence in the general population; lower
general prevalence estimates magnify the in-
crease in risk associated with family history.

What if a second-degree relative, such as an
aunt, uncle, grandparent, or half-sibling, has a
bipolar illness? On average, these relatives
share half as many genes with the youth in
question compared to a first-degree relative.
Therefore, the youth is half as likely to share
the genes of risk, and the risk of BD increases
by half as much, or a factor of 2.5.

Family history of mood disorder (including
depression) also roughly doubles the risk of the
child developing BD (Hodgins et al., 2002).
“Fuzzy” presentations suggestive of possible
BD, such as moodiness and alcoholism, or
“schizophrenia” diagnosed in an ethnic/minor-
ity individual with a history of impulsivity and
depression might also be treated as a “fuzzy”
bipolar diagnosis, increasing the risk—but
much less so than would a confirmed BD diag-
nosis (Youngstrom, Findling, et al., 2005).
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Bayesian Approaches to Test Interpretation

How does a clinician incorporate information
gleaned from family history into a case formu-
lation? How best to combine findings during
assessment is not intuitive. As an example, how
worried would a clinician be that a child re-
ferred to an outpatient clinic had BD if the cli-
nician learned that the child’s biological father
had been diagnosed with bipolar I disorder and
responded well to lithium treatment? Clini-
cians typically interpret information informally
and impressionistically, which avoids computa-
tion but is less accurate than actuarial ap-
proaches.

The other extreme is to take a strictly quanti-
tative and actuarial approach to synthesizing
the data gathered so far. An actuary would first
establish the base rate of PBD at the outpatient
clinic. At many outpatient settings, the rate of
bipolar spectrum illness is likely to be around
5% (Youngstrom, Findling, et al., 2005;
Youngstrom, Youngstrom, et al., 2005). An ac-
tuary would then combine the initial 5% risk
with the five-fold increase in risk associated
with having a first-degree relative diagnosed
with BD. One method for calculating the re-
vised risk estimate would be to use the Bayes
Theorem to estimate the “posterior probabil-
ity” of having BD, based on the new informa-
tion about family history (Sackett et al., 2000).
An algebraic way of accomplishing this would
be to convert the prior probability (5%) into
odds (5% divided by 95% = 1/19), then multi-
ply the odds by the change in risk. The techni-
cal name for the change in risk is the “likeli-
hood ratio,” which is estimated by comparing
the rate at which bipolar individuals versus
nonbipolar individuals show the sign or symp-
tom (resulting in a “false alarm” if the sign or
symptom is treated as a positive indicator of
BD) (Sackett et al., 2000). Multiplying the ini-
tial odds (1/19) by the likelihood ratio (5)
yields the new odds that the child has BD (5/
19). Odds are a familiar metric to those who
engage in gambling or sports betting, but for
most, probabilities are a more interpretable
metric, so the new odds should be converted to
a probability (using the formula probability =
odds/[1 + odds]). In this particular instance, the
actuary would estimate that the child had a
20.8% chance of having BD.

The 20.8% figure might be interpreted sev-
eral different ways. One interpretation would
be that out of a large group of patients at the

clinic (where 5% have BD), roughly 21% of
the subset of patients with a first-degree rela-
tive with BD will themselves have a bipolar
spectrum illness. The other way of thinking
about it is that each individual patient fitting
that profile has a 21% risk of having BD.
The technical name for the risk estimate is
the “positive predictive power” or “positive
predictive value” (PPV) of the assessment re-
sult (Kraemer, 1992). The PPV is loosely re-
lated to the diagnostic “sensitivity” of an
assessment, but it is not the same thing. Sen-
sitivity represents the rate at which a positive
test result would occur in persons who truly
have the disorder. PPV indicates the percent-
age of persons who have a positive score on
the test and truly have the condition of inter-
est. Because clinicians must make decisions
about individual patients, and because they
start with assessment results and need to infer
the diagnosis (vs. already knowing the diag-
noses for a group of patients, then comparing
the test results in patients with and without
the diagnosis, as would be done to estimate
the sensitivity), the PPV is actually the more
relevant statistic. The PPV is an estimate of
how often a positive assessment result would
be “right” as an indicator of the presence of
illness.

Despite its greater clinical usefulness, the
PPV is rarely reported, because it changes di-
rectly as a function of the disorder’s base rate.
The 21% risk of having BD when there is fam-
ily history of BD is accurate in settings in which
5% of patients have BD. However, it would be
an underestimate of a patient’s risk in settings
where BD is more common, and it would
grossly overestimate the risk of BD in cases
drawn from settings where BD is more rare.
Based on the prevalence benchmarks from Ta-
ble 6.3, for example, then, a positive family his-
tory would be associated with a 77% risk of
BD in a child admitted to a psychiatric hospital
(based on the 40% prevalence reported in clini-
cal diagnoses reviewed by Blader & Carlson
[2006]), but only a 2% risk in children seen in
a public school setting. The degree of risk
change associated with family history is the
same in all three settings, but the degree of
accuracy or decisiveness of the information
changes dramatically depending on the base
rate. Because base rates can change markedly
across clinical settings (as in Table 6.3), it is im-
possible to establish PPV estimates that gener-
alize across settings.
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Introducing the Nomogram

Fortunately, there are alternatives to manual
calculation of PPV with the Bayes Theorem.
With the increasing popularity of “personal
digital assistants” (PDAs) and other technol-
ogy, it is possible to have software perform the
necessary calculations. Another less techno-
logically demanding approach is to use a “no-
mogram” to plot graphically the relationship
between the initial risk estimate and the new

information garnered by the assessment. Figure
6.1 presents a working nomogram, in which
the first column marks the “prior probability,”
the second column indexes the likelihood ratio
attached to the assessment result, and the third
column yields the revised probability estimate.
The nomogram approach is highly recom-
mended, because (1) it requires no computa-
tion, (2) it is quick, (3) it is accurate, (4) it al-
lows direct estimation of the PPV, and (5) it is
highly flexible, allowing the inclusion of any
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information that can be repackaged as a quan-
titative estimate of risk or of a likelihood ratio
(Sackett et al., 2000). If one uses the nomo-
gram in Figure 6.1 to interpret the change in
risk associated with a positive family history,
then one would start by finding the number
corresponding to the base rate on the first line
(5%, in the first example), then locating the
likelihood ratio (5, for a first-degree relative)
on the middle line. Connecting those two
points and extending the line across the third
line shows the revised probability. In this exam-
ple, the line should cross the third, right-hand
scale just above 20%. This corresponds quite
closely to the calculated value of 20.8% if one
uses the Bayes Theorem and a calculator in-
stead. A nomogram is more flexible than a ta-
ble of risk estimates, because it lets the clinician
change the initial risk estimates, or change the
likelihood ratio used (e.g., substituting 2.5 for
the risk associated with family history, if an
aunt or other second-degree relative has BD).
This flexibility lends itself well to “sensitivity
analysis,” or seeing how changes in assump-
tions change the results (Sackett et al., 2000).
Handbooks on evidence-based medicine pro-
vide much more detail about the likelihood ra-
tio approach and provide examples of applying
it to different medical conditions (Guyatt &
Rennie, 2002; Sackett et al., 2000). Young-
strom and Duax (2005) provide a detailed case
example using a nomogram to combine infor-
mation about base rate and family history to
evaluate potential PBD.

Behavior Checklists and Mood Rating Scales

There has been a surge in recent interest in the
potential value of behavior checklists or mood
rating scales as potential aids to improve the
recognition of BD in both children and adults.
Often these instruments are described as
“screening tools,” although, technically,
screening is a relatively narrow role within the
range of possible uses for tools to improve di-
agnosis. Screening, in the most precise sense,
involves collecting inexpensive measures that
are highly sensitive to a disorder, then referring
patients with positive scores on the screening
test for further evaluation. Screening tests need
to be highly sensitive to avoid missing patients
with the target condition. Negative results on a
test with high sensitivity often decisively rule
out the diagnosis (Sackett et al. [2000] suggest
the mnemonic “SnNOut” [on a Sensitive test, a

Negative result helps rule Out a diagnosis]),
whereas positive results tend to be more ambig-
uous, especially for rare disorders such as PBD.
Although most patients with BD would score
high on the test, nonbipolar patients may be so
much more numerous that even fairly spe-
cific tests generate a large number of “false-
positive” results.

For this reason, it is also valuable to have
available tests that are more specific to BD.
These tests set the bar higher, making false-
positive results much less common. As a result,
someone scoring high on a very specific test is
much more likely to have BD (the SpPIn mne-
monic [on a Specific test, a Positive result helps
rule In a diagnosis]; Sackett et al., 2000).
Ideally, clinicians would have multiple tests
available, so that they could pick and choose
more sensitive or specific tests based on which
feature would be more helpful for a given situa-
tion, much as a golfer chooses among a variety
of irons with different properties to use the tool
most suited for the circumstances at hand. Al-
most as useful would be knowledge of the diag-
nostic value of multiple ranges of scores on the
same test, so that the information offered by
extremely low scores could be separated from
indeterminate midrange or very high scores
(Jaeschke et al., 1994b; Sackett et al., 2000).

Child Behavior Checklist and PBD

Systematic investigation of the diagnostic value
of behavior checklists in children began with
an article (Biederman et al., 1995) examining
how well Achenbach’s (1991a) Child Behavior
Checklist (CBCL) distinguished between youth
with research diagnoses of PBD and from
youth with ADHD. More than eight different
research groups on three different continents
have replicated the result that youth with re-
search diagnoses of BD score significantly
higher than youth with ADHD or other com-
parison groups on multiple scales of the CBCL
(Hazell, Lewin, & Carr, 1999; Kahana,
Youngstrom, Findling, & Calabrese, 2003;
Mick et al., 2003; Tramontina, Schmitz,
Polanczyk, & Rohde, 2003; Youngstrom,
Findling, Calabrese, et al., 2004). The profile
of score elevations associated with PBD ap-
pears consistent across research groups (Mick
et al., 2003) and correlates highly with the av-
erage pattern of problems in youth with clinical
diagnoses of PBD (Youngstrom, Youngstrom,
et al., 2005). Because of the extensive replica-
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tion, some have suggested that the CBCL may
be used to identify individuals with PBD, or
that the CBCL profile may be used as a
“proxy” definition of PBD in research or clini-
cal settings in which detailed clinical interviews
were not feasible (Mick et al., 2003). Indeed,
the CBCL profile has been used as an opera-
tional definition of PBD in both behavioral ge-
netics work (Hudziak et al., 2005) and re-
analyses of treatment studies (Galanter et al.,
2003).

Clinically, multiple analyses indicate that the
Externalizing scale score on the CBCL is most
powerfully associated with a bipolar diagnosis.
Although PBD is linked with elevations on
multiple syndrome scales, the Externalizing
score does the best job of any CBCL scale at
identifying BD, and no other scale, or combina-
tion of scales, provides incremental improve-
ment in prediction after researchers control for
Externalizing scores (Kahana et al., 2003;
Youngstrom, Findling, Calabrese, et al., 2004).
This simplifies test interpretation for the practi-
tioner: If concerned about potential PBD, then
the Externalizing score is the main CBCL score
to consider in terms of changing diagnostic im-
pression. The other scales do not add value in
changing the diagnostic formulation, but pro-
vide information about domains of functioning
and areas of impairment that may be important
to address in treatment planning.

Studies that directly evaluate diagnostic effi-
ciency tend to find that the CBCL is highly sen-
sitive to PBD, but not very specific (Young-
strom, Findling, Calabrese, et al., 2004;
Youngstrom, Youngstrom, et al., 2005). This
makes sense, because the CBCL does not in-
clude a mania scale, nor do expert clinicians
believe that a mania scale can be extracted
from the CBCL item pool (Achenbach &
Rescorla, 2001; Lengua, Sadowski, Friedrich,
& Fisher, 2001). The CBCL mostly picks up
the externalizing, disinhibited behavior compo-
nent of manic and mixed states, and most
youth with BD have episodes of these sorts of
behavior. For this reason, low Externalizing
levels on the CBCL lower the likelihood of a bi-
polar diagnosis a lot, ruling out the diagnosis in
most settings (an example of the SnNOut rule
described earlier). However, high CBCL scores
are ambiguous, because they can be associated
with a wide variety of diagnoses. The more di-
verse the range of diagnoses and comorbidities
encountered at a clinical setting, the less spe-
cific are high scores on measures of general

pathology, such as the CBCL (Youngstrom,
Meyers, Youngstrom, Calabrese, & Findling,
2006a).

Estimates of the likelihood ratios attached to
different ranges of CBCL Externalizing scores
have been published for two large samples of
youth ages 5–10 and 11–17 years (Young-
strom, Findling, Calabrese, et al., 2004). These
numbers make it possible for clinicians to use
the nomogram and interpret CBCL scores di-
rectly for their individual patients. Table 6.4 re-
produces the likelihood ratios for the extremely
low and extremely high score intervals for vari-
ous instruments. Table 6.5 presents the PPV es-
timates that would result from high CBCL
scores when used in clinical settings with differ-
ent prevalences. Readers interested in learning
to use the nomogram may practice using the
nomogram to connect different prevalences
with the likelihood ratio associated with the
CBCL score (4.3 for an Externalizing T-score
of 85 or higher, per Table 6.4) and see how
closely they duplicate PPV estimates in Table
6.5. Incorporation of CBCL scores into the
evaluation of PBD has also been illustrated in
detail in a published case example (Young-
strom & Youngstrom, 2005). An important
implication of the PPV estimates in Table 6.5 is
that treating a CBCL “test positive” as a proxy
for PBD will be wrong in most cases drawn
from most settings. Using CBCL Externalizing
(or the “bipolar profile”) as a proxy definition
appears to be a reliable way to identify a group
of youth with similar parent-reported behavior
problems, but the majority of these youth will
not meet strict criteria for a diagnosis of BD.
Clinically, there is no substitute for thorough
evaluation. Research based on proxy defini-
tions cannot be interpreted as if it generalized
to youth with strict diagnoses of BD (Volk,
2006).

Other Behavior Checklists

Various other measures are also in different
stages of development and validation as diag-
nostic aids for PBD. Table 6.4 provides a listing
of available measures as of April 2006, along
with estimates of the area under the curve
(AUC) and some comments about design fea-
tures of studies that might affect clinical usage
of the findings. When designs use comparable
definitions of BD, as well as similar inclusion
and exclusion criteria, the AUC provides a
straightforward comparison of the overall di-
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TABLE 6.4. Areas under the Curve (AUCs) and Likelihood Ratios for Potential Screening Measures
for PBD

Screening measure
(primary reference) AUC

LR+
(score)

LR–
(score) Citation Clinical generalizability

Adolescents (11–18 years)

CBCL Externalizing T-
score (Achenbach,
1991a)

.78
(n = 324)

4.3
(81+)

.04
(<54)

Youngstrom, Findling,
Calabrese, et al. (2004)

High: Bipolar spectrum disor-
der (BPSD) versus all other
diagnoses presenting to aca-
demic outpatient clinic, exclud-
ing pervasive developmental
disorders and IQ < 80.

TRF Externalizing T-
score (Achenbach,
1991b)

.70
(n = 324)

3.8
(77+)

.25
(<46)

Youngstrom, Findling,
Calabrese, et al. (2004)

Same as above.

YSR Externalizing T-
score (Achenbach,
1991c)

.71
(n = 324)

3.0
(77+)

.31
(<49)

Youngstrom, Findling,
Calabrese, et al. (2004)

Same as above.

Parent-GBI—
Hypomanic/Biphasic
(Youngstrom, Findling,
Danielson, &
Calabrese, 2001)

.84
(n = 324)

9.2
(49+)

.06
(<9)

Youngstrom, Findling,
Calabrese, et al. (2004)

Same as above.
Note: Uses 0- to 3-point scale
for scoring.

Parent-YMRS
(Gracious et al., 2002)

.80
(n = 324)
.70
(n = 124)

7.4
(28+)

.20
(<6)

Youngstrom, Findling,
Calabrese, et al. (2004;
Youngstrom, Meyers,
et al. (2005)

Same as above.
Note: Uses 0- to 4-point, 0- to
8-point scoring as per Young et
al. (1978).

Adolescent-GBI—
Hypomanic/Biphasic
(Depue et al., 1981)

.62
(n = 324)
.65
(n = 124)

3.9
(46+)

.33
(<10)

Youngstrom, Findling,
Calabrese, et al. (2004);
Youngstrom et al.
(2005)

Same as above.
Note. Uses 0- to 3-point
scoring.

Parent-MDQ (Wagner
et al., 2006)

~.84
(n < 150)
.75
(n = 124)

3.9
(5+)

.32
(<5)

Wagner et al. (2006);
Youngstrom et al.
(2005)

High
Note: Algorithm used by Wag-
ner et al. (2006) requires co-
occurring and at least moderate
impairment.

Adolescent-MDQ
(Hirschfeld et al., 2000)

~.59
(n < 150)
.63
(n = 124)

1.5
(5+)

.84
(<5)

Wagner et al. (2006);
Youngstrom, Meyers,
et al. (2005)

Note: Hirschfeld’s algorithm
requires co-occurring and at
least moderate impairment;
Youngstrom, Meyers, et al.
(2005) and Wagner et al.
(2006) both found sensitivity
improved by waiving these
requirements.

Adolescent-YMRS
(Youngstrom, Meyers,
et al., 2005)

.50
(n = 124)

— — Youngstrom, Meyers,
et al. (2005)

Very high: BPSD versus all oth-
ers at community mental health
center.
Note: Do not use clinically!

(continued)
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TABLE 6.4. (continued)

Screening measure
(primary reference) AUC

LR+
(score)

LR–
(score) Citation Clinical generalizability

Children (5–10 years)

CBCL Externalizing T-
score (Achenbach,
1991a)

.82
(n = 318)

3.7
(73+)

.07
(<58)

Youngstrom, Findling,
Calabrese, et al. (2004)

High: BPSD versus all other
diagnoses presenting to aca-
demic outpatient clinic, exclud-
ing pervasive developmental
disorders and IQ < 80.

TRF Externalizing T-
score (Achenbach,
1991b)

.57
(n = 318)

1.4
(63+)

.78
(<57)

Youngstrom, Findling,
Calabrese, et al. (2004)

Same as above.
Do not use clinically!

Parent-GBI—Hypomanic/
Biphasic (Youngstrom
et al., 2001)

.81
(n = 318)

6.3
(51+)

.10
(<11)

Youngstrom, Findling,
Calabrese, et al. (2004)

Same as above.
Note: Uses 0 to 3 scoring.

Parent-YMRS
(Gracious et al., 2002)

.83
(n = 318)
.66
(n = 141)

8.9
(35+)

.08
(<7)

Youngstrom, Findling,
Calabrese, et al. (2004);
Youngstrom, Meyers,
et al. (2005)

Same as above.
Note: Uses 0 to 4, 0 to 8 scor-
ing as per Young et al. (1978).

Parent-MDQ (Wagner
et al., 2006)

.72
(n = 141)

— — Youngstrom, Meyers,
et al. (2005)

Very high: BPSD versus all oth-
ers at community mental health
center.

Combined samples (child and adolescent not reported separately)

Parent-CMRS (Pavuluri
et al., 2006)

.91
(n = 100)

13.7
(20+)

.19
(<20)

Pavuluri et al. (2006) Limited: 50 BPSD versus 50
ADHD without mood disorder.

Two-Item Screen
(Tillman & Geller,
2005)

.85
(n = 264)
.70
(n = 500)

5.2*
1.6**

.31*

.32**
Tillman & Geller
(2005); Youngstrom,
Meyers, et al. (2006);
Papolos & Papolos
(2002)

*Tillman and Geller recom-
mend cutting at 9+ for ages 7–
8 years, 8+ for 9–10 years, and
6+ for ages 11–17 years.
**Threshold was chosen to be
statistically optimal for entire
sample.

Child Bipolar
Questionnaire (Papolos
& Papolos, 2002)

Not
reported
(n = 135)

7.1 N/A Papolos, Hennen,
Cockerham, Thode, &
Youngstrom (2006)

Limited: K-SADS validation
group comprised of bipolar
spectrum, ADHD, or no diag-
nosis.

Child Symptom
Inventory (Parent)
(Gadow & Sprafkin,
1994)

No relevant data
published yet

Adolescent version includes
mania scale with DSM-IV
items; mania items added to
research version of child instru-
ment (available from CSI
authors upon request).

Adolescent Symptom
Inventory (Gadow &
Sprafkin, 1994)

No relevant data
published yet

Includes mania scale with
DSM-IV items.

Teacher Symptom
Inventory (Gadow &
Sprafkin, 1999)

No relevant data
published yet

Includes mania scale with
DSM-IV items.

Note. All studies used some version of K-SADS interview by a trained rater, combined with review by a clinician to establish consen-
sus. LR+, change in likelihood ratio associated with a positive test score; LR–, likelihood ratio for a low score. LRs of 1 indicate that
the test result did not change impressions at all. LRs larger than 10 or smaller than .10 are frequently clinically decisive; LRs of 5 or



agnostic efficiency of the tests. It also is possi-
ble to test whether the diagnostic performance
of one test is significantly superior to another
(Hanley & McNeil, 1983). These comparisons
have more statistical power when the instru-
ments are evaluated in the same sample, which
also eliminates a wealth of other, potential con-
founds that might make it otherwise difficult to
compare tests (Pepe, 2003).

Perusal of Table 6.4 indicates that more than
15 published measures include some endorse-
ment that they might be helpful in assessing
PBD. All except the CBCL have been published
since 2001, in keeping with the rising interest
in PBD. Few of the measures have published es-
timates of diagnostic efficiency available. A
more subtle but crucial point is that the major-
ity of the studies have design features that seri-
ously limit the generalizability of findings into
most clinical settings. The most common limi-
tation involves filtering the sample in ways un-
likely to be mirrored in clinical practice. This
could include limiting the bipolar sample to bi-
polar I disorder cases, or to “narrow pheno-
type” cases (as described in Table 6.2). Fo-
cusing on bipolar I disorder would increase the
severity of the manic or mixed symptoms sam-
pled, thus increasing the apparent sensitivity of

the test. Including only narrow phenotype pre-
sentations might also enhance the sensitivity of
measures that include the relevant symptoms
(e.g., requiring periods of elated mood to sat-
isfy inclusion criteria could make measures
asking about elated mood appear more sensi-
tive).

The inclusion and exclusion criteria also of-
ten change sample composition in ways that al-
ter the diagnostic specificity. A common design
in PBD research is use of two comparison
groups: One with no Axis I diagnoses, and an-
other with ADHD but no comorbid mood dis-
order (e.g., Geller, Warner, Williams, &
Zimerman, 1998; Geller, Williams, et al., 1998;
Pavuluri, Henry, Devineni, Carbray, &
Birmaher, 2006; Tillman & Geller, 2005). This
design was initially used to study the phenome-
nology of PBD, and to determine what behav-
iors indicated mania as opposed to normal
childhood behaviors, or behaviors associated
with ADHD—a disorder recognized as sharing
many symptoms that could look like a manic
presentation (Klein et al., 1998). Although the
design makes good sense for phenomenological
research, it distorts the performance of diag-
nostic tests markedly, unless practitioners em-
ploy the test in settings where children without
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TABLE 6.5. Examples of the Effects of Base Rate on the Positive Predictive Value (PPV)
of High Scores on Two Screening Tests for Adolescent BD

Setting
Base
rate

CBCL
externalizing
T-score (LR+) PPV

P-GBI Hypomanic/
Biphasic score

(LR+) PPV

Public high school
(Teplin et al., 2002)

0.6% 85
(4.3)

3% 54
(9.2)

5%

Juvenile detention (Youngstrom, Findling, et al.,
2005)

2% 85
(4.3)

5% 54
(9.2)

16%

Outpatient clinic or community mental health
(Naylor et al., 2002)

6% 85
(4.3)

21% 54
(9.2)

37%

County wards receiving mental health services
(Pliszka et al., 2000)

11% 85
(4.3)

35% 54
(9.2)

53%

Juvenile detention (Blader & Carlson, 2006) 22% 85
(4.3)

55% 54
(9.2)

72%

Acute psychiatric hospitalization (based on Centers
for Disease Control national data for discharge
diagnoses in 2002–2003 (Thayer, 1996)

40% 85
(4.3)

74% 54
(9.2)

86%

Heavily enriched mood disorders study (many pub-
lished analyses of diagnostic tests compare bipolar
cases to an equal number of comparison cases)

50% 85
(4.3)

81% 54
(9.2)

90%

Note. The likelihood ratios associated with a positive test result (LR+) are from Table 4 of Youngstrom, Findling, Calabrese,
et al. (2004).



uncomplicated ADHD or no diagnosis are
systematically excluded. Including children
with comorbid depression or other diagnoses
produces much lower estimates of specificity
(Youngstrom et al., 2006a). However, these
humbler estimates are much more likely to gen-
eralize to clinical settings. These changes in
performance offer concrete examples of why
clinicians must pay attention to the design fea-
tures of studies (Bossuyt et al., 2003) and
weigh the appropriateness of applying findings
to specific patients (Jaeschke, Guyatt, &
Sackett, 1994a, 1994b; Sackett et al., 2000).

In spite of these limitations, several “take
home” messages emerge from the studies re-
viewed in Table 6.4. First, there are promising
diagnostic aids for PBD, at least under “effi-
cacy” types of conditions. Second, measures
that include more content pertaining to mania
(e.g., the General Behavior Inventory [GBI],
with 28 relevant items, or the MDQ, which
asks about all DSM symptoms of mania) are
much more specific to BD. As a consequence,
high scores on these measures generate much
larger likelihood ratios than do high scores on
more general measures of psychopathology.
Put another way, high scores on measures that
systematically assess symptoms of mania are
more powerful tools for helping to rule in PBD,
whereas global measures of externalizing prob-
lems can be quite effective at ruling out PBD.
Third, parent report measures appear to
identify PBD better than do self- or teacher-
reported measures. This holds true across stud-
ies, where parent reports produce AUCs in the
.8–.9 range, compared to AUCs of .5–.7 for
youth and teacher measures. The better perfor-
mance of parent report has also been dem-
onstrated in “head-to-head” comparisons be-
tween parent and youth report on the same
instrument with the Achenbach scales (Young-
strom, Findling, Calabrese, et al., 2004), the
GBI (Youngstrom, Findling, Calabrese, et al.,
2004; Youngstrom, Meyers, et al., 2005), ques-
tionnaire versions of the Young Mania Rating
Scale (Youngstrom, Meyers, et al., 2005), and
the MDQ (Wagner, Findling, Emslie, Gracious,
& Reed, 2006; Youngstrom, Meyers, et al.,
2005). The better performance of the parent re-
port is clearly not limited to a single instru-
ment, or to a single research group’s definition
of PBD. It holds for both adolescents and youn-
ger children. This is an important finding, be-
cause it strongly contradicts the conventional
clinical wisdom that self-report should be the

preferred information source for evaluations
of mood disorder (Loeber, Green, & Lahey,
1990).

Assessment and Treatment Thresholds

Are the combination of base-rate information,
family history, and behavior checklists suffi-
cient to do good case formulation and to begin
treatment of BD? Most clinicians would say
“no.” Adopting these tools and the evidence-
based framework described earlier would
substantially improve the accuracy of clinical
decision making about BD at a public health
level, but it is not clear that these tools are
powerful enough to justify making high-stakes
decisions about individual cases.

Evidence-based medicine offers a helpful
framework for answering the question, “How
much is ‘enough’ confidence to have in a diag-
nosis to justify beginning treatment?” Certain
diagnoses are so improbable that they are not
worth the time and expense of clinical evalua-
tion, even though they are theoretically possi-
ble. For example, the possibility of a heart at-
tack in a 25-year-old is usually so low that it is
not worth screening for it, let alone ordering an
electrocardiogram for all 25-year-olds. How-
ever, for a specific case, other risk factors might
raise the risk to a point that additional assess-
ment makes good sense. If the 25-year-old has
a family history with extensive early-onset
heart disease or is taking a medication known
to increase the risk of cardiac events, then the
probability becomes high enough to merit ad-
ditional assessment, even though the risk is still
likely to be low. This exemplifies crossing a
threshold of risk, below which the risk is so
low that the expenditure of time, resources,
and burden on the patient are not justified, and
above which assessment would have utility.
This has been called the “test/no-test thresh-
old” (Guyatt & Rennie, 2002).

Similarly, there comes a point at which the
diagnosis has been established with sufficient
certainty that additional testing is unlikely to
be helpful, and may actually become harmful
due to the increased expense, burden, and risk
involved for the patient, as well as the risk of
potentially adding contradictory information
that could lower the quality of the overall as-
sessment (Kraemer, 1992). This has been called
the “treatment threshold” (Guyatt & Rennie,
2002). The test and treatment thresholds carve
the range of probability of a diagnosis into
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three segments: (1) below the test/no-test
threshold, where risk is too low to justify the
costs associated with assessment; (2) between
the test and the treatment thresholds; or (3)
above the treatment threshold, where confi-
dence is high enough to discontinue diagnostic
assessment and initiate intervention. If the
probability falls in the midrange, then more as-
sessment is required, until the new findings ei-
ther decrease the probability back below the
test threshold, or increase it beyond the treat-
ment threshold.

Where should the test and treatment thresh-
olds be set? Medical ethicists suggest that the
thresholds should be set based on the costs and
benefits associated with testing and with treat-
ment (Guyatt & Rennie, 2002). There are situ-
ations in which the benefits of treatment are so
high, and the costs and risks of treatment are so
low, that it makes sense to skip assessment and
treat everyone. This is true for many public
health initiatives, such as iodizing table salt re-
gardless of risk for thyroid dysfunction. In
other scenarios, the risks of treatment are high
enough that much greater diagnostic confi-
dence is needed before starting the regimen. In
light of the relative risks associated with atypi-
cal antipsychotic medications or mood stabil-
izers versus stimulant medication (Kowatch,
Fristad, et al., 2005), the treatment threshold
should be higher for a diagnosis of BD than for
a diagnosis of ADHD. Although there are sta-
tistical models for determining the best places
to set the threshold on a diagnostic test when

the costs and benefits (i.e., the “utilities”) are
known (Kraemer, 1992; Swets, Dawes, &
Monahan, 2000), available data about the util-
ities relevant to PBD are not good. Thus it
seems most appropriate for clinicians to talk
individually with families and negotiate jointly
the level of confidence required either to dis-
continue testing or to initiate treatment. Such
discussions are empowering to the patient and
family.

Table 6.5 presents the PPVs associated with
high scores on the CBCL and the parent-
completed GBI. Seen through the lens of the
decision-making framework articulated here,
PPVs for these tests probably fall in the “in-
determinate” range. The PPVs are not high
enough to justify starting high-risk interven-
tions in most clinical settings, but they remain
too high to effectively rule out a bipolar diag-
nosis. In other words, high scores on these tests
are insufficiently accurate to be treated as a
substitute for a diagnosis, but they should raise
a “red flag” to trigger more thorough assess-
ment. Table 6.6 lists other clinical features that
should also provoke further assessment, even
though quantitative risk estimates are not yet
available.

Tests are much more helpful at ruling out
PBD, reducing PBD probability below the test/
no-test threshold. This is largely a function of
the low base rate of PBD in most settings. If a
disorder is already rare, then a test result that
reduces risk is usually decisive. However, be-
cause many available tests are sensitive to PBD,
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TABLE 6.6. Red Flags That Should Trigger Thorough Evaluation of Possible BD

Red flag Description References

Early-onset depression Variously described as onset before age 25,
or prepubertally

Kowatch, Youngstrom,
et al. (2005)

Psychotic features True delusions or hallucinations occurring
in the context of mood

Kowatch, Youngstrom,
et al. (2005)

Episodic aggressive behavior
(including parent reports of
extreme externalizing behavior)

Not specific to bipolar disorder, but most
bipolar youth show this; more episodic
should trigger evaluation to rule out

Hodgins et al. (2002)

Family history of BD Five-fold increase in risk for first-degree
relative; 2.5-fold for second-degree or
“fuzzy” bipolar

Hodgins et al. (2002)

Atypical depression Associated with hypersomnia (vs. insomnia),
increased appetite and weight gain (vs.
decrease), decreased energy, and
interpersonal rejection sensitivity

Benazzi & Rihmer
(2000); Birmaher et al.
(1996)



low scores on them generate highly accurate
negative predictive values (e.g., the SnNOut
rule, or very small likelihood ratios).

Methods for Confirming Diagnosis

Diagnostic Interviews

One of the most powerful tools available for
establishing a diagnosis is diagnostic inter-
views. These run the gamut from unstructured
clinical interviews guided by the intuition and
experience of the clinician, all the way to fully
structured interviews that provide a rigid
framework and clear scripting of the questions
and probes. There are advantages and draw-
backs to either extreme. Unstructured clinical
interviews provide the greatest flexibility to
maintain rapport, to be culturally competent,
and to concentrate on issues that appear re-
lated to the presenting problem, but the price is
lower reliability (i.e., results are unlikely to be
duplicated by another clinician’s interview) and
greater susceptibility to heuristics that under-
mine the validity of decisions (Garb, 1998).
Fully structured interviews offer the mirror im-
age of strengths and weaknesses: Interviews
can be structured to the point that they are de-
livered via computer. Questions are always
asked and probed exactly the same way, maxi-
mizing interrater reliability (i.e., it does not
matter which computer does the interview),
but minimizing the flexibility, cultural compe-
tence, or other advantages offered by involving
clinical judgment in the process.

At present, no fully structured diagnostic in-
terview has demonstrated good validity for di-
agnosing PBD. Some instruments have failed to
detect any cases of PBD in epidemiological
studies (Costello et al., 1996; Shaffer et al.,
1996), raising concerns about their sensitivity
to bipolar diagnoses even when used in clinical
settings where PBD might be reasonably com-
mon. Most published research on PBD has re-
lied one of the several different versions of the
Schedule for Affective Disorders and Schizo-
phrenia for School-Age Children (K-SADS), in-
cluding the Epidemiological version (K-SADS-
E; Orvaschel, 1995), the Present and Lifetime
version (K-SADS-PL; Kaufman et al., 1997), or
the Washington University version (WASH-
UK-SADS; Geller, Zimerman, et al., 2001). The
K-SADS includes a mania module that has been
validated down to at least age 5 (Nottelmann et
al., 2001), and the WASH-U K-SADS includes

extensive additional items potentially related to
depression and mania in children beyond the
core list of DSM symptoms. However, reliable
K-SADS administration requires considerable
training and supervision, and groups may dif-
fer in their conceptualization of symptoms
and behaviors (cf. Geller, Zimerman, Williams,
DelBello, Frazier et al., 2002; Wozniak et al.,
1995). The K-SADS is also too cumbersome to
use clinically. The core module of the PL ver-
sion is nearly 200 pages long, with five addi-
tional supplements; and the WASH-U version is
even more extensive. The complete KSADS in-
terview with parent and child takes anywhere
from 2 to 6 hours. Thus, training, expense, and
burden on the family all mitigate against rou-
tine clinical use of the K-SADS.

The Children’s Interview for Psychiatric
Syndromes (ChIPS; Weller, Weller, Fristad,
Rooney, & Schecter, 2000), a much briefer
semistructured diagnostic interview, has shown
promising validity for mood disorders (Fristad,
Cummins, et al., 1998; Fristad, Glickman, et
al., 1998). It is more likely to be viable for clini-
cal use than the K-SADS due to lower training
demands and briefer administration time. The
ChiPS includes neither sufficient probes to cap-
ture cyclothymia nor some other variants of
BD NOS; and its validity needs to be demon-
strated in the hands of research groups other
than its developers. Still, the combination of
available validity data and the much more
streamlined format makes ChiPS an attractive
candidate, if a semistructured diagnostic inter-
view is desired.

Concentrate on “Handle” Symptoms

Realistically, most practicing clinicians conduct
unstructured diagnostic interviews rather than
adopt one of the structured or semistructured
interviews described earlier. To establish
whether BD is present, it is essential to ask
about all of the DSM symptoms of mania or
hypomania. However, the symptoms are not
equally useful indicators of potential BD (see
Table 6.7). Many symptoms commonly seen in
mania or hypomania (Kowatch, Youngstrom,
et al., 2005) are frequently present in condi-
tions other than BD (Carlson, 1998, 2002;
Klein et al., 1998). Irritable mood, poor con-
centration, and high levels of motor activity are
examples of symptoms that are highly sensitive
but not specific to BD. Their high sensitivity
means that the absence of the symptom may be
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helpful in ruling out a BD (SnNOut at the
symptom level), but the presence of such symp-
toms is by itself ambiguous. Irritability is anal-
ogous to the “fever” or “pain” of child mental
health: It indicates that something is wrong but
does not provide much guidance in deciding
what is wrong.

Other symptoms are more helpful in getting
a “handle” on whether BD is present. Episodes
of abnormally elated, expansive mood are one
such symptom. Although elated mood is not
the most impairing symptom associated with
BD and is rarely high on the list of presenting
problems, it is present in more than 80% of
cases with PBD (Kowatch, Youngstrom, et al.,
2005). Furthermore, elated mood that is no-
ticeably more frequent, more intense, or longer
in duration than would be developmentally ap-
propriate rarely occurs in other child mental
health syndromes (Kowatch, Fristad, et al.,
2005). Grandiosity also appears fairly common
in BD but less frequent in ADHD (Geller,
Zimerman, Williams, DelBello, Bolhofner, et
al., 2002). However, chronic grandiosity or an
inflated but brittle sense of self-esteem is asso-
ciated with CD (which was excluded from
earlier studies of PBD), undermining the speci-
ficity of this symptom in settings in which anti-
social behavior might occur.

Decreased need for sleep, which is not pres-
ent in all cases, is highly specific to PBD and
may be challenging to assess clinically for many
reasons: Self-report is not very accurate about
the onset and offset of sleep periods; parents
may not know when the child is falling asleep
or waking (especially if the parent is asleep at
the time); and children often have televisions or
computers in their room that contribute to
poor sleep hygiene even when mood dysregula-
tion is not a factor. In addition, sleep distur-
bance is more suggestive of BD when individu-
als are not sleeping because they have too much
energy, or when they get less sleep than usual
yet still feel energetic the following day. This
should be distinguished from the insomnia of-
ten seen with unipolar depression, in which a
person wants to sleep but has difficulty falling
asleep despite low energy, due to stress and ru-
mination about problems.

Hypersexuality is another symptom that de-
serves comment. Most children with PBD do
not show hypersexuality (see Table 6.7). In-
deed, hypersexuality is rarely present in pre-
pubertal children outside of the context of ei-
ther sexual abuse or mood disorder. Thus,

hypersexual behavior should trigger careful as-
sessment of both possibilities.

Many other features that clinicians have no-
ticed tend to occur with mood episodes. Table
6.7 (adapted from Youngstrom, Birmaher, &
Findling, under review) lists the DSM-IV-TR
and ICD-10 symptoms of mania, along with
some clinically associated features. Where
available, sensitivity estimates for the symptom
or sign are provided. Quantitative estimates of
specificity are more rare, and the few published
estimates are unlikely to be clinically general-
izable because of the inclusion and exclusion
criteria used. Table 6.7 also offers brief com-
ments about aspects of clinical presentation
that would be more indicative of bipolar than
of nonbipolar diagnoses.

For all of these symptoms, the case for BD is
most compelling when the symptoms occur to-
gether in episodes that are a distinct shift from
the person’s typical functioning. Although not
all authorities agree about the importance of
distinct episodes, episodicity increases confi-
dence in the diagnosis of mood disorders, par-
ticularly when mood episodes have recurred.
The presence of episodes even when symptoms
are prodromal or subthreshold also predicts
later BD (Egeland, Hostetter, Pauls, & Sussex,
2000). Careful assessment of episodicity or
fluctuations in symptom presentation also may
help to clarify otherwise ambiguous symptoms.
ADHD is associated with chronically high en-
ergy and poor concentration, for example.
Hearing about a person suddenly having more
energy than usual for periods of 1–2 weeks at a
time and also difficulty staying focused on
tasks sounds more like a mood disorder and
less like ADHD. Careful evaluation of temper-
ament and developmental history is vital to
establish the backdrop against which these
changes in functioning can be detected (Quinn
& Fristad, 2004).

Mood and Energy Checkups

Prospectively gathering data about mood and
energy over the course of treatment is a valu-
able tool for clarifying whether there are fluc-
tuations suggestive of a mood disorder. This is
a departure from the traditional model of
bunching psychological assessment at the be-
ginning of treatment. Instead, a more “dental
model” of scheduling regular checkups to mon-
itor mood and energy clarifies mood diagnosis
in a way that a single panel of assessment can-
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not. These checkups may be as basic as asking
about changes in mood and energy at each ap-
pointment, or they could use brief checklists.
Brevity is crucial to minimize burden and
increase cooperation. Many instruments that
would be good choices for an initial assessment
battery are poor options for the repetitions
needed to get prospective information.

At the opposite extreme, the “life-charting
method” boils down questions to a bare mini-
mum of two or three items (one rating energy,
another rating mood and possibly distinguish-
ing irritability from “up” or “down” moods),
then has the patient or parent rate the items
several times a day for several weeks or months
(Denicoff et al., 1997). The life-charting method
provides extremely detailed information about
shifts in mood and energy, and it can be a pow-
erful tool for identifying triggers that exacer-
bate mood disturbance. Several excellent ex-
amples of life charts are available at no charge
on the Internet (Google searches on the term
“bipolar life chart” provide multiple hits).
Some families take readily to the life-charting
methodology. Others find it too burdensome.

Methods Not Yet Diagnostically Informative

Many widely used procedures have not yet
demonstrated validity for the assessment of
PBD. Some have not been systematically inves-
tigated yet; others have some preliminary data
available, but nothing that adequately draws
inferences about the diagnostic validity of the
tool applied in clinical settings. There have
been no published evaluations of projective
techniques such as the Rorschach Inkblot Test,
the Thematic Apperception Test, or kinetic
family drawing, despite a clinical lore that PBD
might be associated with gory content (Popper,
1990). There also are no published studies with
objective personality inventories yet. Without
rigorous research, it is impossible to tell how
helpful assessment results on any of these in-
struments might be in determining a bipolar di-
agnosis. Even face-valid results might occur
frequently enough in nonbipolar cases to un-
dermine the diagnostic value, much as the
ubiquity of irritable mood offsets its high sensi-
tivity to PBD. Other tests have shown statisti-
cally significant differences between bipolar
and nonbipolar groups, including some neuro-
psychological and affective processing tasks
(Dickstein et al., 2004, 2005; Henin et al.,
2006; Rich, Bhangoo, et al., 2005; Rich,

Schmajuk, et al., 2005). However, these studies
typically obtain effect sizes smaller than would
be needed to classify individuals accurately
based on test results, and they have used tight
inclusion and exclusion criteria that increase
internal validity (which is important for these
novel investigations). Thus, clinicians attempt-
ing to use the same tools in clinical settings
with fewer inclusion and exclusion criteria ob-
tain even more modest results, further weaken-
ing the chances of a test contributing accurately
to diagnostic formulation. Given the current
evidence base:

1. There is no value added by administering
any of these tests to aid in the differential
diagnosis of PBD. Although many of these
tools might demonstrate validity in future
studies, at present they can only be consid-
ered unproven.

2. If these tests already have been given as part
of an assessment battery, they should not be
interpreted as changing the diagnostic for-
mulation with regard to PBD.

3. These tests should only be added to an as-
sessment battery in youth diagnosed with
BD if the test serves some other, additional
clinical purpose, such as ascertaining ap-
propriate educational placement.

Cross-Informant Agreement and Implications
for Impairment

A common issue in child assessment occurs
when a parent (often the mother) reports lots
of concerns about the child’s behavior that do
not appear to be corroborated by other per-
spectives, such as youth self-report or ratings
provided by teachers. Clinicians are frequently
worried that the parent might be hypervigilant
or have unrealistic expectations about appro-
priate behavior, that ineffective parenting styles
might be creating behavior problems that oth-
erwise are well managed in the classroom and
other settings, or that the parent’s anxiety or
depression might be biasing reports about the
child’s behavior (Richters, 1992). When parent
and youth perceptions differ, clinicians tend to
give more weight to youth report about inter-
nalizing problems, because youth have direct
access to their own feelings (Loeber et al.,
1990). Discrepancies between parent, teacher,
and youth descriptions of behavior problems in
PBD tend to be large (Hazell et al., 1999;
Kahana et al., 2003; Youngstrom, Findling,
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Calabrese, et al., 2004), raising concerns about
both the accuracy of parent report and stability
of behavior across settings (Thuppal, Carlson,
Sprafkin, & Gadow, 2002).

Importantly, results have consistently dem-
onstrated that parent appraisals of mood and
behavior identify bipolar cases significantly
better than do self- or teacher reports (Findling
et al., 2002; Hazell et al., 1999; Kahana et
al., 2003; Wagner et al., 2006; Youngstrom,
Findling, Calabrese, et al., 2004; Youngstrom,
Meyers, et al., 2005), even when predicting re-
search diagnoses made on the basis of direct in-
terviews of both the parent and child, as well as
clinical observation. The greater validity of
parent report persists in spite of high rates of
mood disorder in the reporting parent in many
of these samples, and in spite of the high levels
of their own distress reported by parents
(Youngstrom, Findling, & Calabrese, 2004).

The lower validity of teacher compared to
parent reports appears to be due partly to the
tendency of teachers to focus on increased mo-
tor activity and poor concentration, then to at-
tribute these behaviors to ADHD (Abikoff,
Courtney, Pelham, & Koplewicz, 1993). In
fact, teachers do no better than chance at
distinguishing between children with BD
and those with ADHD (Youngstrom, Findling,
Calabrese, et al., 2004) when using the
Achenbach Teacher’s Report Form (TRF;
1991b). Teachers might do better identifying
bipolar cases using instruments that include
item content more specific to mania, although
some important behaviors, such as decreased
need for sleep, are unlikely to be observed at
school.

At least three factors undermine the validity
of youth self-report: (1) Children and adoles-
cents are often less cognitively capable of com-
pleting questionnaires, and less psychologically
minded than adults; (2) social desirability ef-
fects might make youth minimize endorsement
of irritable mood or hypersexuality; and (3)
mania and hypomania tend to be more distress-
ing to people around the affected person,
rather than to the person him- or herself, and
mood symptoms often are associated with a re-
duction in insight into one’s own behavior
(Dell’Osso et al., 2002; Pini, Dell’Osso, &
Amador, 2001; Youngstrom, Findling, &
Calabrese, 2004).

Agreement among informants about cases
with PBD is actually higher than typically be-
lieved. According to both themselves and their

teachers, affected youth experience more
behavior problems than would be expected
based on the level of problems described by the
parent (Youngstrom, Meyers, Youngstrom,
Calabrese, & Findling, 2006b). Interrater
agreement appears to be even higher when fo-
cus is on mood symptoms in particular instead
of behavior problems generally (Youngstrom,
Findling, & Calabrese, 2004), so there is likely
to be even more cross-situational consistency
than current measures reveal. Even so, there
appears to be a dose–response relationship,
such that when manic symptoms are reported
by more informants and in more settings,
global functioning and objective measures of
behavior on an inpatient unit all indicate pro-
gressively more severe impairment (Carlson &
Youngstrom, 2003).

TREATMENT TARGETS: PROCESS
AND OUTCOME MEASURES

Symptom Reduction

There are many rating instruments that mea-
sure symptoms during the course of treatment.
Some are better suited for baseline and out-
come evaluation; others are more suitable for
monitoring progress during the course of
treatment. It is worth bearing in mind that
tools may play a valuable monitoring function
without being top-tier outcome measures. The
life-chart methodology or session-by-session
checkups on mood and energy are cases in
point. These are unlikely to be primary out-
come measures, but they provide helpful
weekly feedback about progress and setbacks
in the course of treatment.

Clinician-Rated Measures of Symptom Severity

For clinical trials, the primary outcome mea-
sures are clinician-rated assessments of the se-
verity of manic and depressive symptoms. The
industry standards have been the Young Mania
Rating Scale (YMRS; Young, Biggs, Ziegler, &
Meyer, 1978) and the Child Depression Rating
Scale—Revised (CDRS-R; Poznanski, Miller,
Salguero, & Kelsh, 1984). The YMRS was
originally designed for use with adults on an in-
patient unit, with ratings completed by staff
nurses based on direct observation of behavior
over an 8-hour shift. With children and adoles-
cents, YMRS ratings are typically based on cli-
nician interviews with the child and the pri-
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mary caregiver, and the reference period is
usually extended to cover the past 2 weeks in-
stead of 8 hours. Although the item anchors
and weights were developed for use with inpa-
tient adults, no adaptations have been made
to make the anchors more developmentally
appropriate for children or adolescents. The
YMRS also includes some items covering be-
haviors that are not DSM symptoms of mania,
and it omits other core symptoms (e.g.,
grandiosity or increased engagement in plea-
surable but risky acts). In spite of these short-
comings, the YMRS has demonstrated consid-
erable evidence of validity in youth (Fristad,
Weller, & Weller, 1992, 1995; Youngstrom,
Danielson, Findling, Gracious, & Calabrese,
2002). Even so, 2 of the 11 items on the YMRS
are so weak as to lower the internal consistency
of an already short scale. One of these is the
“bizarre appearance” item, and the other is the
item rating “lack of insight.” Both items are
also problematic in parent-report versions of
the YMRS (Gracious, Youngstrom, Findling,
& Calabrese, 2002; Youngstrom, Gracious,
Danielson, Findling, & Calabrese, 2003). The
calibration of YMRS scores across sites may
also be different, such that similar clinical
presentations earn widely divergent scores
(Youngstrom, Findling, et al., 2003).

In contrast, the CDRS-R was developed spe-
cifically for use with children and adolescents,
and the initial validation samples comprised
youth (Poznanski et al., 1984).The CDRS-R in-
cludes 17 items rated on either a 1- to 5-point
or 1- to 7-point scale, with higher scores signal-
ing greater severity. Ratings are based on inter-
views with both the caregiver and the youth,
with three items rated entirely on the basis of
direct observation during the course of the
youth interview. Strengths of the CDRS-R in-
clude its being designed specifically for youths,
with developmentally appropriate anchors and
validation samples; its high internal consis-
tency (alphas often exceed .90); and its demon-
strated sensitivity to treatment effects. Limita-
tions of the CDRS-R are that it does not cover
all DSM symptoms of depression, that it fails
to distinguish between psychomotor agitation
and retardation, that it does not assess both
hypersomnia and insomnia (particularly prob-
lematic inasmuch as hypersomnia may denote
bipolar depression), and that its scores also
might depend substantially on the rater rather
than on the severity of depression.

The degree to which clinician ratings are sus-

ceptible to variations in clinical judgment poses
a major challenge not only for multisite trials
but also for independent clinicians attempting
to use the measures in their own practice. With-
out using standardized videotapes or training
vignettes, a clinician has no means of knowing
whether his or her perceived sense of mood se-
verity corresponds with other clinicians’ per-
ceptions. In a recent study using videotapes,
large differences were found between the scores
assigned by American, Indian, and British
psychiatrists (in descending order of average
ratings) (Mackin, Targum, Kalali, Rom, &
Young, 2006). The fact that so much variance
in scores depends on the rater and not the diag-
nosis or the severity of illness obscures poten-
tial similarities across sites and studies. This
state of affairs also means that we should not
put great faith in commonly used rules of
thumb, such as a YMRS score of 13 or higher
to connote hypomania, or 16 or higher to des-
ignate moderate mania.

Newer measures of mania and depression,
such as the K-SADS Mania Rating Scale and K-
SADS Depression Rating Scale (Axelson et al.,
2003), are designed to provide more thorough
coverage of mood content, more consistent an-
chors and item score ranges, and other psycho-
metric advantages. They represent a definite
improvement over the prior generation of rat-
ing scales, but have not yet reached the tipping
point at which their technical merits outweigh
the inertia of the backlog of publications using
the more familiar instruments. No clinician-
rated instrument will resolve the problems as-
sociated with rater effects (e.g., different cali-
bration across sites or raters) without requiring
calibration against a standard set of training
tapes, as is done with measures such as the Psy-
chopathy Checklist—Revised (Hare, 1991).

Parent-Rated Measures of Severity and Outcome

Parent checklists are much easier to deploy in a
standardized fashion across sites and clinics
than are clinician-rated instruments. Training
costs are lower, and susceptibility to idiosyn-
cratic clinical interpretations of behaviors is
also lessened. As yet there is no established
front-runner for parent-reported symptom out-
come measures. The CBCL often shows little
improvement over the course of treatment,
possibly because ratings cover a 6-month win-
dow, and acute clinical trials tend to be much
shorter in length. The CBCL may also be ham-
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pered by the lack of scales with content specific
to mood disorders. The MDQ focuses on
symptoms of mania, but because it uses a sim-
ple present–absent format, it may not gather
enough information about severity to be sensi-
tive to treatment effects. The parent GBI has
proven highly sensitive to treatment effects in
open-label studies (Cooperberg, 2001; Young-
strom, Cooperberg, Findling, & Calabrese,
2003), showing large effects on both the
manic–mixed and the depression scales. How-
ever, the reading level (roughly 12th grade) and
the burden imposed by the GBI (10 pages of
questions in 12-point font) hinder its utility as
an outcome measure in clinical settings. Parent-
rated YMRS scores appear less sensitive to
treatment effects, in part due to the lower
reliability of the instrument. Other parent-
reported measures, such as the Child Bipolar
Questionnaire (Papolos & Papolos, 2002) and
the Child Mania Rating Scale (Pavuluri et al.,
2006) (see Table 6.4) have not yet been evalu-
ated as outcome measures.

Youth Self-Report Measures

As documented earlier, youth self-report, from
a diagnostic perspective, does not efficiently
identify BD. Youth might seek treatment for
the depressed phase of illness, but they are very
unlikely to self-refer for treatment during the
manic, mixed, or hypomanic phases of illness.
As a result, treatment referrals are often made
by a concerned adult instead of the adolescent.
It follows that the baseline levels of symptoms
typically are lower when assessed via self-
report than via collateral informants, because
referrals are usually driven by the collateral
perspective. The lack of initial insight and
lower self-rated severity at baseline limit the
room for improvement during therapy, ensur-
ing that self-report will look like a relatively in-
sensitive method for quantifying outcomes.
Studies gathering both youth and parent report
on the same measures have confirmed this
expectation (Youngstrom, Cooperberg, et al.,
2003).

Other Collateral Informants

Although there is a broad spectrum of possible
informants about psychosocial functioning in
youth, including siblings, peers, and teachers,
among others, relatively little has been done to
date in terms of collecting outcome data.

Outcome Benchmarks

“Social validation” provides an important set
of methods for demonstrating meaningful clini-
cal improvement (Kazdin, 1977). This involves
confirming with parents, teachers, peers, or
other significant individuals in the youth’s life
that they see observable improvement in the
symptoms or functioning. Social validation
also emphasizes the use of ecologically valid
indicators of functioning. For PBD, these indi-
cators might include improved school atten-
dance, better grades, fewer disciplinary inci-
dents, increases in the number of friends, or
similar social, educational, or vocational gains.

A complementary system for measuring clin-
ically significant change developed by Jacob-
son, Roberts, Berns, and McGlinchey (1999;
Jacobson & Truax, 1991) has gained popular-
ity among research-oriented clinicians. This ap-
proach to clinical significance involves using a
relevant psychometric measure, then showing
(1) that the scores change enough for clinicians
to be confident that an individual patient really
is improving given the precision of the instru-
ment, and (2) that the scores have moved past a
benchmark compared to clinical and nonclini-
cal score distributions. The advantages of this
approach to clinical significance include its
feasibility, its strong psychometric underpin-
nings, and its reliance on empirically defined
benchmarks (Jacobson et al., 1999). It also
clearly focuses on whether treatment is helping
each individual patient rather than on the way
that effect sizes describe the average outcome
for an aggregate of cases. The big drawback to
the Jacobson and colleagues approach is that it
requires psychometric information that is typi-
cally not reported in technical manuals or arti-
cles. Specifically, determination of “reliable
change” requires knowledge of the standard er-
ror of the difference score for the measure.
With regard to the three benchmarks, setting
the threshold for getting the patient away from
the clinical distribution requires having norms
for a clinical population, or at least a mean and
standard deviation for a representative clinical
sample. Similarly, it is only possible to deter-
mine whether a patient has moved back into
the nonclinical range of functioning (defined
here as scoring within two standard deviations
of the nonclinical mean) by having nonclinical
norms available. The third threshold, crossing
closer to the nonclinical than to the clinical
mean, requires information about both the
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clinical and nonclinical distributions to calcu-
late a weighted average.

To make it more practical for clinicians to
apply the Jacobson and colleagues approach,
Cooperberg (2001) meta-analyzed studies with
relevant data on measures frequently used with
PBD, generating pooled estimates of the mean
and standard deviation for each measure in
samples of youth with and without BD. The
standard error of the difference was calculated
with use of the standard error of the measure.
Table 6.8 presents the standard error of the dif-
ference, allowing calculation of Jacobson’s Re-
liable Change Index, but it also presents the
number of change points needed to ensure 90
or 95% confidence (two-tailed) that the patient
is improving. For most clinicians, the critical

scores are more useful, because they do not re-
quire computation. Table 6.8 also presents the
benchmark values for moving away from the
clinical distribution (“A”), back into the non-
clinical range (“B”), or moving closer to the
nonclinical than to the clinical average (“C”).

In addition, Table 6.8 presents similar esti-
mates for the CBCL and the Ohio Scales,
based on the published standardization sam-
ples. These reference numbers are based on
large and well-described samples. The “clini-
cal” ranges for these measures are based on
outpatient referrals, with or without a bipolar
diagnosis, whereas the estimates for the mood-
specific measures are based on an aggregate of
multiple smaller samples with research diagno-
ses of mood disorder.
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TABLE 6.8. Clinically Significant Change Benchmarks with Common Instruments and Mood
Rating Scales

Measure

Cut scoresa
Critical change

(unstandardized scores)

A B C 95% 90% SEdifference

Benchmarks based on published norms

Beck Depression Inventory
BDI Mixed Depression 4 22 15 9 8 4.8

CBCL T-scores (2001 norms)
Total 49 70 58 5 4 2.4
Externalizing 49 70 58 7 6 3.4
Internalizing n/a 70 56 9 7 4.5
Attention Problems n/a 66 58 8 7 4.2

TRF T-scores (2001 norms)
Total n/a 70 57 5 4 2.3
Externalizing n/a 70 56 6 5 3.0
Internalizing n/a 70 55 9 7 4.4
Attention Problems n/a 66 57 5 4 2.3

YSR T-scores (2001 norms)
Total n/a 70 54 7 6 3.3
Externalizing n/a 70 54 9 8 4.6
Internalizing n/a 70 54 9 8 4.8

Benchmarks based on bipolar spectrum samples (Cooperberg, 2002)

Young Mania Rating Scale (Clinician-Rated) 6 2 2 12 10 6.2

Child Depression Rating Scale—Revised n/a 40 29 8 7 4.0

Parent GBI, Hypomanic/Biphasic Scale 7 19 15 8 7 4.2
Parent GBI, Depression Scale n/a 18 13 7 6 3.6

Adolescent GBI, Hypomanic/Biphasic Scale n/a 32 19 8 7 4.4
Adolescent GBI, Depression Scale n/a 47 27 10 9 5.2

a A, away from the clinical range; B, back into the nonclinical range; C, closer to the nonclinical than to the clinical mean.



Adherence

Nonadherence to treatment is a major issue
when working with BD in children and adoles-
cents, as well as adults. Patients frequently re-
fuse to take medications, or they take them in-
consistently due to attitudes about illness and
treatment, concern about the side effects of the
medications, or a lack of understanding about
the recurrent nature of the illness. Consistent
attendance at therapy appointments is also a
difficulty, with the chaotic family environment
often creating obstacles to compliance. It is
crucial that practitioners monitor adherence to
treatment recommendations. Psychoeducation
about the nature of PBD, the potential benefits
of medication and other treatment compo-
nents, as well as potential side effects to moni-
tor, has been demonstrated to improve ad-
herence substantially, thus improving overall
outcomes as well (Fristad, Gavazzi, et al.,
2003; Fristad, Goldberg Arnold, & Gavazzi,
2003).

Quality of Life and Positive Aspects of Functioning

There is growing recognition that treatment
should attend to improving quality of life and
positive aspects of functioning versus focusing
solely on symptom reduction. With children
and adolescents, it is important to promote so-
cial and educational development, in addition
to ameliorating problem behaviors. If a formal
measure of quality of life is desired, then the
two best-validated instruments currently avail-
able appear to be the KINDL (Ravens-Sieberer
& Bullinger, 1998) and the Pediatric Quality of
Life Scale (Varni, Seid, & Rode, 1999) based
on a recent review (Harding, 2001). Whether
or not a formal quality-of-life measure is used,
clinicians should assess peer relationships, fam-
ily functioning, and academic performance. Bi-
polar illness tends to have a detrimental effect
on all of these areas of functioning, and inter-
ventions that address these deficits have a tre-
mendous impact on both reducing the burden
and improving the prognosis.

Differential Treatment
Planning and Treatment Utility

Several factors deserve comment relative to
how assessment may contribute to treatment
planning. First, the distinction between unipo-

lar and bipolar depression is important to
make. Although the symptoms and presenting
complaints of bipolar depression may appear
similar to unipolar depression, the treatment
response can be quite different. Antidepressant
medications may be overactivating in BD, trig-
gering mania or possibly increasing suicide risk
(Carlson, 2003; Geller et al., 1993; Kowatch,
Fristad, et al., 2005). Similarly, cognitive or so-
cial activation strategies need to be qualified to
avoid the risk of not only lifting the person’s
depression but also triggering a mania episode
(Newman et al., 2002). Besides avoiding unin-
tended harmful effects, recognition of bipolar
depression also suggests positive strategies that
may be effective, including improved sleep
hygiene and avoidance of self-medication of
symptoms (Danielson et al., 2004).

Repeated assessment of mood and energy,
whether by brief “checkups” at the beginning
of each session, repetitions of a brief mood
checklist, or via the life-charting method, is a
powerful tool to discern whether there is an
ebb and flow suggestive of a mood disorder or
a more chronic condition. Once the case con-
ceptualization includes a mood disorder, these
repeated assessments become a valuable means
of monitoring progress and identifying “trig-
gers” that can worsen mood and functioning.
Although there are many generic triggers, such
as stress or sleep disruption, others will be
more subtle or unique to the individual. These
assessments are also valuable in learning the
signs that indicate potential “roughening” or
relapse (Sachs, 2004).

Clinicians also need to be alert to the fre-
quent lack of insight into behavior, and the fre-
quent differences in perspective, between the
parent and the youth in bipolar illness. Many
youth are not self-referred for treatment, and if
their behaviors are driven by manic or mixed
states, then they may perceive the problem as
being other people’s, not their own. What ap-
pears to be irritable mood to observers seems
more like parents and teachers are “hassling,”
“nagging,” or otherwise provoking the youth.
Sometimes it may be possible to increase in-
sight, but this is more often accomplished after
the mood states are stabilized.

A final issue to consider in case formulation
revolves around the “classic,” or episodic, ver-
sus “chronic” presentation. Although this is
not currently recognized as a formal distinction
in DSM-IV-TR or ICD-10, the episodic versus
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chronic distinction is becoming a recurrent
theme in the literature, both in youth and in
adults. Youth with a more episodic presenta-
tion may have a better response to lithium and
higher likelihood of a good prognosis (Ghaemi
et al., 2002). Youth with the more chronic pre-
sentation, which may account for a large por-
tion of youth diagnosed as “bipolar,” show a
poorer response to lithium, more comorbidity,
and equal or higher levels of impairment. It is
unclear whether this presentation is on the bi-
polar spectrum, or whether it represents a dis-
tinct syndrome. Most people with this presen-
tation appear to continue to show chronic
mood lability, suggesting that this might be the
juvenile presentation of BPD (see Shiner, Chap-
ter 17, this volume) in at least some cases. In-
terestingly, there is debate about whether BPD
itself might be on the bipolar spectrum, repre-
senting the extreme of mood cycling or in-
stability (MacKinnon & Pies, 2006). Besides
indicating changes in pharmacotherapeutic ap-
proach, the episodic–chronic distinction may
prove important for psychotherapy as well,
perhaps suggesting that techniques drawn from
dialectical behavioral therapy (Linehan, 1993)
might be helpful in addressing the affective in-
stability in the more chronic presentation.

OTHER ISSUES IN CASE FORMULATION

Developmental Factors

Developmental factors influence the assess-
ment process in important ways. The younger
the individual, the more conservative practi-
tioners should be about applying a diagnosis of
BD. On the one hand, genetic and environmen-
tal risk factors promoting development of BD
may have been present since before birth, so it
would be an error to assume dogmatically that
BD cannot occur until after onset of puberty,
and the hormonal cascade involved in puberty
itself may be starting at unexpectedly young
ages in some cases. However, the evidence also
points to BD being more rare prepubertally,
and other conditions that are much more com-
mon in children may also could account for
mood lability. Normal development involves
testing of limits, tantrums, and some aggres-
sion, and all these may interact powerfully with
the family environment and parenting to pro-
duce coercive cycles of aggressive behavior
(McMahon & Frick, 2005; Patterson, De-
Baryshe, & Ramsey, 1989). Additionally, many

other childhood disorders, including anxiety
disorders, pervasive developmental disorders,
and unipolar depression, frequently have irrita-
ble mood and poor frustration tolerance as
part of their presentation. The behavioral ge-
netics literature sometimes described potential
“phenocopies,” or processes that produce a
similar looking set of behaviors, but for dif-
ferent etiological reasons. These potential
“phenocopies” may be more common than
“true” PBD in most clinical settings.

Comorbidity is another challenge in case for-
mulation. It is not parsimonious to diagnose a
child with both anxiety and explosive, irritable
mood as having both disorders, unless it can be
shown that the two appear at separate times in
at least some of the person’s life (APA, 2000).
Nor is it prudent from a risk management per-
spective to start simultaneously medications
for both “comorbid” conditions; instead, the
assessment process should clarify which prob-
lems are “primary”—in the sense of producing
the biggest therapeutic gains and reductions in
burden—and concentrate on alleviating them
first. “Comorbidity” in the initial presentation
might provide some useful distinctions about
treatment selection in the future, but at present
it seems to be more of a marker of severity.
From a case formulation perspective, “comor-
bidity” may also provide a shorthand for a list
of topics to revisit later in treatment, to “mop
up” whatever has not resolved along with
treatment of the primary problems.

Developmental stage changes the sources of
information available for the assessment pro-
cess, and also perhaps the weight that should
be assigned to different perspectives. Younger
children are able to fill out self-report question-
naires, and older youth may have difficulty de-
pending on reading level. Youngsters also are
less psychologically minded and often have dif-
ficulty both tolerating formal, semistructured
diagnostic interviews and providing meaning-
ful responses. Because referrals are usually
driven by parental concerns, youth are fre-
quently less motivated to cooperate in the in-
terview. For all of these reasons, some groups
and clinicians have not always interviewed
youth under 12 years of age (e.g., Wozniak et
al., 1995). Others have argued strongly that it
is crucial to interview directly even young chil-
dren, because they often provide different an-
swers than their parents (Tillman et al., 2004).
At a minimum, it seems like good practice to
meet with children to understand their con-
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cerns, to assess their motivation for treatment,
and also to make behavioral observations that
can (1) corroborate or disconfirm parent report
about mood and energy, (2) provide a sense of
whether deficits in cognitive ability, a pervasive
developmental disorder, or some other medical
factor might be contributing to the mood dys-
regulation, and (3) gather some initial informa-
tion about how the child responds interperson-
ally.

With adolescents, parent reports still remain
valuable, but self-reports become more viable.
Clinicians need to be sensitive to different
mechanisms that might underlie apparent dis-
agreements, including low insight and motiva-
tion contributing to adolescent underreporting
or parent stress leading to overreporting. With
adolescents, more thorough assessment of sub-
stance use should be a prominent feature of
case formulation, and it should be revisited
over the course of treatment, because mood
disorders are linked to greatly increased risk of
alcohol and drug use. Discussions about sexual
activity may also be necessary; the impulsivi-
ty and fluctuating self-esteem associated with
mood disorder contribute to risk of pregnancy,
sexually transmitted infection, and poorer
choices of partners.

Ethical and Legal Issues

The assessment and treatment of PBD raises
multiple ethical and legal issues, three of which
are especially salient:

1. Who is responsible for seeking and accept-
ing treatment?

2. How do we proceed when a parent report
does not appear to agree with other sources
of information?

3. How do we ethically treat a potentially le-
thal condition that is difficult to recognize,
in the absence of clear data about the long-
term risks and benefits of different interven-
tions? Does it make sense to try to treat
prodromal BD?

First, the issue of responsibility for seeking
and adhering to treatment is particularly com-
plicated in PBD. In addition to the routine
complexity of working with child patients in
the legal custody of a parent or other caregiver
(who ultimately is responsible for seeking and
approving of treatment), BD often compro-
mises patients’ insight into their behavior. Fur-

thermore, many symptoms of mania are not
distressing to the patient, whereas they are an-
noying or threatening to people around the pa-
tient. Hypomania and mania often feel pleas-
ant, or at least not pathological, to the affected
individual, yet these mood states can cause
considerable social disruption. Behavior that
feels “spontaneous” and “alive” to the youth
can be perceived as obnoxious or threatening
by others. The consequence is that youth with
mania usually do not recognize their own
mood disturbance, and instead project the
blame for interpersonal conflict onto others.
This lessens their motivation to participate in
therapy, and it raises ethical concerns about
continuing to treat them even when they are ac-
tively opposed to therapy. It also challenges
conventional definitions of “impairment” em-
phasizing that the symptoms are causing dis-
tress (Wakefield, 1997).

Cross-informant agreement raises a second,
related set of issues. Clinicians are often unim-
pressed by the level of agreement between par-
ents and other informants. Given the heritable
nature of BD, affected youth run a high risk of
having affected parents as well. Clinicians are
justifiably concerned about the possibility that
a parent’s own mood state might bias his or
her description of the child’s behavior. This
undoubtedly occurs. However, countervailing
trends need to be considered as well. As de-
scribed earlier, these include the tendency for
lack of insight to undermine the validity of self-
report for mania, and the fact that most
teacher-rated instruments do not include mania
scales. Clinicians also need to bear in mind that
most referrals are initiated by a parent, which
means that the parent will on average be
the most concerned party (“regression to the
mean” produced by selecting cases based on
one informant that is imperfectly correlated
with other informants) (Campbell & Kenny,
1999). Many legitimate cases of PBD are re-
ferred by parents who themselves experience
epochs of substantial mood disturbance. Clini-
cians need to balance recognition that adult
mood can influence ratings of child behavior
and the fact that parent report appears to be
one of the most valid indicators of PBD, even
when the adult also is affected by mood dis-
order (Youngstrom, Findling, & Calabrese,
2004).

Finally, there is the issue of how early in the
course of illness to treat BD. Arguments for
early intervention include the potential for
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better treatment response, possible neuropro-
tective effects that could lessen or avert the
physiological and cognitive changes evident in
recurrent illness, reduced risk of relapse, and
the hope of better long-term functioning and
quality of life (Chang, Steiner, et al., 2003).
These potential benefits need to be weighed
against the risks associated with early treat-
ment, including the unknown long-term effects
of medication, as well as the stigma of labeling
people as having a mental illness and how this
affects their relationships. Attempting to iden-
tify and treat BD at its earliest stages increases
the challenge to differentiate between patho-
logical mood states and typical functioning.
Implicitly, arguments for early intervention
lower the “treatment threshold” by accepting
milder and fuzzier presentations as reasonable
treatment targets. The case for prevention or
early intervention is strengthened if there are
low-cost or low-risk strategies that might help,
such as changes in diet. Without more research
about preventive techniques, as well as the
long-term effects of more acute treatments, the
best strategy might be “watchful waiting,”
with at-risk families documenting the emo-
tional and behavioral functioning of children
periodically as they grow up. With younger
children, disruptive and aggressive behavior
may demand treatment, but neither a PBD la-
bel nor pharmacological interventions should
be used lightly.

CONCLUSION

BD in adolescence and childhood remains a
controversial topic. Practitioners should be ag-
nostic about the possibility of diagnosing it.
Agnosticism implies being somewhat skeptical
but open to the possibility, and looking for con-
vincing data. Families are not well served by
misdiagnosis in either direction.

Assessment of BD presents numerous chal-
lenges, such as a fluctuating presentation, com-
plicated diagnostic criteria, and high rates of
comorbidity. The hurdles to accurate recogni-
tion only grow higher with younger cases. At
the same time, rapid progress has been made in
demonstrating the validity of the diagnosis, un-
derstanding the associated burden, and learn-
ing about the prognosis over at least 4 years of
follow-up. The field has also made gains in the
number and quality of assessment tools avail-

able for diagnosis and for measuring progress
and outcomes with children and adolescents.

The assessment model I have advocated in
this chapter is heavily influenced by the rec-
ommendations of evidence-based medicine
(Guyatt & Rennie, 2002; Sackett et al., 2000)
and represents a different perspective than tra-
ditional approaches to psychological assess-
ment. The information about the relative per-
formance of tests and the clinical features
associated with BD is valuable regardless of
whether practitioners adopt other, more novel
procedures, such as using the nomogram for es-
timating risk. There also are clear take-home
messages, including some that counteract con-
ventional wisdom about assessment, such as
the importance of involving a parent or other
familiar adult in the assessment of manic symp-
toms, compared to the relatively lower validity
of self- or teacher-report. However, employing
the rest of the evidence-based methods I have
described here will help to make the best use of
the assessment tools available, and to strike the
balance between being open to the possibility
of PBD yet avoiding overdiagnosis of a rare yet
popularized condition.
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C H A P T E R 7

Adolescent Suicidal and Nonsuicidal
Self-Harm Behaviors and Risk

David B. Goldston
Jill S. Compton

Suicidal and nonsuicidal self-harm behaviors
are a serious public health problem among

youth in the United States. Suicide is the third
leading cause of death among 10- to 24-year-
olds after accidents and homicide and accounts
for a greater number of deaths than the next
three leading causes of death (cancer, heart dis-
ease, congenital anomalies) combined within
this age group (Centers for Disease Control
and Prevention [CDC], 2006). Suicide also of-
ten leaves a traumatic toll on survivors (Jordan
& McMenamy, 2004). In addition, about 1 in
12 high school students may be expected to at-
tempt suicide yearly (Grunbaum et al., 2004).
These nonlethal attempts result in a large pro-
portion of adolescent psychiatric emergencies
(Peterson, Zhang, Santa Lucia, King, & Lewis,
1996) and represent a significant burden on the
health care system. Attempts are obviously as-
sociated with not only risk of physical injury,
but also greater risk of repeat nonlethal sui-
cidal behavior and eventual death by suicide
(Goldston et al., 1999; Joiner et al., 2005;
Leon, Friedman, Sweeney, Brown, & Mann,
1989; Lonnqvist & Ostamo, 1991). Although
suicide deaths are often thought to be a per-
manent solution to the transient problems
faced in youth, with proper identification
and treatment, suicide should be preventable.

Nonetheless, despite increasing knowledge
about the prevalence, course, and risk factors
for suicidal behaviors, clinicians’ ability to pre-
dict precisely who (on an individual level) is at
risk for suicide, and when they are at risk, often
is limited. Careful assessment of suicidal and
nonsuicidal self-harm behaviors and risk can
help clinicians better recognize and minimize
the chances of future self-harm behaviors, and
evaluate efforts to prevent or reduce suicidal
behaviors.

Nonsuicidal self-harm behavior may be dif-
ferentiated from suicidal behavior in that the
former is not associated with intent to die.
Nonsuicidal self-harm behavior, such as self-
mutilation, has also become increasingly preva-
lent in adolescent populations (Laye-Gindhu &
Schonert-Reichl, 2005). Nonsuicidal self-harm
behavior is especially concerning in school set-
tings, where such behavior sometimes occurs
among groups of peers. Teachers and counsel-
ors recognize increased rates of these behaviors
but often are ill-equipped to deal effectively
with self-harming youth. There also appears
to be an overlap between nonsuicidal self-
harming behavior and suicidal behavior in ado-
lescents (Laye-Gindhu & Schonert-Reichl,
2005). We hope that better assessment of
nonsuicidal self-harm behavior and its func-
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tions (Nock & Prinstein, 2004, 2005) can im-
prove our efforts at understanding the pro-
cesses that are associated with and maintain
this behavior, and ultimately help in prevention
and treatment efforts.

PREVALENCE OF SUICIDAL
AND NONSUICIDAL SELF-HARM

Prevalence estimates for suicide deaths across
the lifespan, but especially in younger age
groups, may be conservative given the likeli-
hood that suicide deaths may be misclassified
as accidental or undetermined causes of death
(Mohler & Earls, 2001). The misclassifica-
tion bias notwithstanding, the developmental
trends in suicide rates are clear. Suicide deaths
are very rare prior to age 15, increase between
age 15 and 19, and are still more prevalent in
young adulthood (CDC, 2007). For the year
2003, reported prevalence rates for suicide
deaths in the United States were 1.3 per
100,000 for 10- to 14-year-olds, 8.2 per
100,000 for 15- to 19-year-olds, and 12.5 per
100,000 for 20- to 24-year-olds. Although the
overall rates of youth suicide have decreased
since 1995, contemporary rates of suicide
among 15- to 24-year-olds continue to be con-
siderably higher than estimates reported in the
1950s (National Center for Health Statistics
[NCHS], 2002). Reports show that suicide
among adolescents and young adults ages 15–
24 declined substantially from 1995 to 2004
for young men (from 22.0 to 16.8 per 100,000)
but not for young women (from 3.7 to 3.6 per
100,000) (CDC, 2006; NCHS, 2002). These
trends for reduced suicide deaths among males
have been viewed with cautious optimism, be-
cause the factors associated with decreasing
suicide rates are not well understood. Hypothe-
ses discussed in the literature include better rec-
ognition and treatment of depression in youth
(especially in light of increased use of antide-
pressants, such as selective serotonin reuptake
inhibitors), co-occurring decreases in substance
use among younger cohorts, proportionately
reduced use of firearms in suicide attempts,
and a favorable socioeconomic climate in the
United States during the period in question
(Berman, 2003; Shaffer, Pfeffer, & the Work-
group on Quality Issues, 2001).

Prevalence rates of suicidal ideation, suicide
attempts, and nonsuicidal self-harm vary as a
function of assessment method (e.g., anony-
mous self-report questionnaires vs. face-to-face

psychiatric diagnostic interviews) and opera-
tional definitions of the terms (Meehan, Lamb,
Saltzman, & O’Carroll, 1992). Nonetheless, it
appears that suicide attempts are relatively un-
common before puberty, with rates of less than
1% for 5- to 11-year-olds (Lewinsohn, Rohde,
Seeley, & Baldwin, 2001). Rates of suicide at-
tempts increase rapidly with the onset of pu-
berty, however. Anonymous self-report data
from adolescents, collected as part of the Youth
Risk Behavior Survey (YRBS) by the CDC, in-
dicate that 8.4% of high school students in the
United States endorsed having attempted sui-
cide in the previous year, 2.3% reported mak-
ing an attempt that required medical attention,
13.0% reported having made a specific plan to
attempt suicide, and 16.9% reported seriously
considering a suicide attempt in the same time
frame (CDC, 2006).

Prevalence studies of nonsuicidal self-harm
behavior among adolescents in the community
are rare, and estimates vary considerably. For
example, results from two studies with large
representative samples of adolescents indicated
nonsuicidal self-harm rates of 5.1 and 6.9%
(Patton et al., 1997; Rodham, Hawton, & Ev-
ans, 2004). However, even these estimates are
much lower than those in a recently published
report showing that 15% of adolescents in a
school-based sample of over 400 students re-
ported engaging in self-harm behavior (Laye-
Gindhu & Schonert-Reichl, 2005). Other re-
search studies with slightly older samples of
college undergraduates have yielded findings
consistent with these higher figures and report
prevalence estimates of 14 to 38% of students
engaging in self-harm behavior (Favazza, 1992;
Gratz, Conrad, & Roemer, 2002).

Adolescent and young adult males are more
likely than females to die by suicide, whereas
adolescent and young adult females report
higher rates of nonsuicidal self-harm. Accord-
ing to data for the year 2004, there were 1.8
male suicide deaths for every female suicide
death among children 10–14 years old, 3.6
male deaths for every female death in 15- to
19-year-olds, and 5.8 suicide deaths among
males for every suicide death among females
ages 20 to 24 (CDC, 2007). Moreover, the in-
crease in suicide deaths among young people
from the 1950s through the 1990s was also
primarily attributable to increases in suicides
among males. Specifically, the rate of suicide
among 15- to 24-year-old males was 6.5/
100,000 in 1950 and 18.4/100,000 in 1998
(NCHS, 2002). By contrast, the rate for fe-
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males in the same age range was 2.6/100,000 in
1950 and 3.3/100,000 in 1998 (NCHS, 2002).

Gender differences emerge in the opposite
direction when nonfatal suicide attempts and
nonsuicidal self-harm behavior are examined
among adolescents and young adults. In a
longitudinal study of a community sample,
Lewinsohn and colleagues (2001) found few
gender differences in suicide attempters be-
fore age 12, but from age 12 through late
adolescence, girls were more likely than boys to
attempt suicide for the first time. At young
adulthood, gender differences in incidence of
suicide attempts dissipated, although females
still tended to have higher rates than males
(Lewinsohn et al., 2001). Higher rates of at-
tempts among females also were found among
high school students taking the YRBS (CDC,
2006) and in epidemiological studies with
adults (Weissman et al., 1999). In a similar
manner, data from a large study of high school
students in Canada indicated that adolescent
girls reported more nonsuicidal self-harm be-
havior than did adolescent boys (Laye-Gindu
& Schonert-Reichl, 2005). Gender differences
in adolescents’ nonsuicidal self-harm behavior
appear to be especially evident in clinical sam-
ples (Nixon, Cloutier, & Aggarwal, 2002).

Prevalence rates also differ among different
ethnic and racial groups; such differences are
presumed to reflect differences in culture and
the socioenvironmental context of these behav-
iors (Goldston, Molock, et al., under review).
For the years 1999 to 2004, the highest rates of
suicide deaths for 10- to 24-year-olds were
found among American Indian and Alaska Na-
tives (19.3 and 5.5 per 100,000, for males
and females, respectively; CDC, 2007). Among
males, the lowest rate was found among Asian
American and Pacific Islanders (6.5/100,000;
CDC, 2007). Among females, the lowest rates
were found among African Americans and
Latinas (1.4 and 1.7 per 100,000, respectively;
CDC, 2007).

Among nonlethal self-harm behaviors,
YRBS data indicate that the highest rates of
suicide attempts among females occur among
American Indians, and Latinas (yearly rates of
21.8%1 and 14.9%, respectively—Crosby, per-
sonal communication, January 2005; CDC,
2006). The highest rates of attempts for males
were found for American Indians (13.9%;

Crosby, personal communication, January
2005). No comparable data regarding ethnic
differences in nonsuicidal self-harm behavior
were available.

METHODS AND MOTIVES
OF SELF-HARM BEHAVIORS

The primary methods used for suicide for 10-
to 24-year-olds in 2004 were firearms (47.0%),
hanging or suffocation (37.4%), poisoning or
overdose (8.2%), and falls or jumping (2.4%;
CDC, 2007). Since 1990, there has been an in-
crease in the proportion of suicides by hanging
or suffocation (from 19.6%) and a decrease in
the proportion of suicides by firearms (from
64.5%) among young people (CDC, 2007).
Males accounted for 82% of the suicide deaths
among people ages 10–24 in 2003, and com-
pared to their female counterparts, used more
firearms (51.3 vs. 27.4%) and less poisoning
(6.1 vs. 18.0%; CDC, 2007).

Although the most common methods for at-
tempting nonlethal suicide are ingestion and
cutting, more than half of male adolescents’
suicide attempts are by alternative means, such
as guns, hanging, and other methods (Brent,
1987; Lewinsohn, Rohde, & Seeley, 1996;
Spirito, Stark, Fristad, Hart, & Owens-Stively,
1987). By definition, suicide attempts are asso-
ciated with at least some desire to die, but sui-
cidal behavior often is associated with ambiva-
lence and mixed motives. For many, suicide
represents a way to get relief from difficult
emotional states, to escape problems, to get
back at others, or to make others feel sorry for
their behavior (Boergers, Spirito, & Donald-
son, 1998; Hawton, Cole, O’Grady, & Os-
born, 1982; Kienhorst, DeWilde, Diekstra, &
Wolters, 1995).

The most common method of nonsuicidal
self-harm behavior is cutting with a sharp im-
plement; other forms include burning, hitting,
pinching, scratching, and biting (Ross &
Heath, 2002). Teenagers engage in self-harm
behavior for a variety of reasons: to cope with
difficult feelings (e.g., depression and anxiety);
to relieve unbearable tension, express frustra-
tion or anger, get revenge; to feel physical pain
when other pain is unbearable; to distract at-
tention away from unpleasant memories; to
punish oneself, stop suicidal ideation, or avoid
a suicide attempt; to stop feeling alone and
empty; to gain control; and to stop feeling
“numbed out” (Nixon et al., 2002). Additional
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findings suggest that nonsuicidal self-harm
behavior among adolescents is typically an
impulsive rather than well-planned act, and of-
ten occurs among adolescents whose friends
engage in similar behavior patterns (Nock &
Prinstein, 2005).

CO-OCCURRENCE WITH PSYCHIATRIC DISORDERS

Although there are rare instances in which sui-
cide deaths occur without concurrent psycho-
pathology, suicidal and nonsuicidal self-harm
behaviors are thought to be so closely related
to psychiatric illness that such behaviors are
incorporated into the diagnostic criteria as
symptoms of illness themselves (Brent, Perper,
Moritz, & Allman, 1993). DSM-IV-TR (Amer-
ican Psychiatric Association [APA], 2000) cri-
teria for major depressive disorder (MDD), for
example, include recurring thoughts of death;
suicidal ideation, with or without a plan; and
suicide attempts as possible symptoms. Both
suicidal and nonsuicidal self-harm behaviors
are among the criteria accepted for borderline
personality disorder (BPD; although the val-
idity of diagnosing personality disorders in
adolescents has been questioned; see Shiner,
Chapter 17, this volume, for a discussion of
personality disorders in adolescents). Despite
the fact that suicidal and nonsuicidal self-harm
behaviors often occur in the midst of mental
health or substance use disorders, it is impor-
tant to note that most adolescents with psychi-
atric disorders do not engage in suicidal or
nonsuicidal self-harm behaviors.

Depressive and Anxiety Disorders

Studies in which the parents of adolescents
who died by suicide (i.e., psychological autopsy
studies) are interviewed have identified psychi-
atric disorders, especially depressive disorders,
as primary risk factors for suicide (Shaffer,
Gould, et al., 1996). These findings are con-
sistent with data from longitudinal research
with community-dwelling 9- to 16-year-olds in
which depression with comorbid anxiety disor-
ders or comorbid disruptive behavior disorders
is strongly associated with suicidal thoughts
and behavior (Foley, Goldston, Costello, &
Angold, 2006). Similarly, in a longitudinal
study of formerly psychiatrically hospitalized
adolescents, Goldston, Daniel, and colleagues
(under review) found that MDD and general-

ized anxiety disorder (GAD) are strongly
related to suicide attempts, and that this rela-
tionship strengthens as individuals get older.
When viewed prospectively, MDD is the psy-
chiatric disorder that was most strongly predic-
tive of repeat suicidal behaviors among hospi-
talized adolescents (Goldston et al., 1999).
Finally, studies indicate that suicide risk is
greater for adolescents with longer durations of
illness (Brent, Kolko, Allan, & Brown, 1990)
and shorter time to relapse compared to
nonsuicidal adolescents (Lewinsohn, Clarke,
Seeley, & Rhode, 1993).

Depression also appears to be related to
nonsuicidal self-harm behaviors among adoles-
cents (Garrison, Addy, McKeown, & Cuffe,
1993), and many teenagers report engaging in
self-harm behaviors specifically to cope with
their depression (Nixon et al., 2002). Adoles-
cents with a history of both suicidal and
nonsuicidal self-harm behavior have more de-
pression than peers who have attempted sui-
cide but have never engaged in nonsuicidal self-
harm behavior (Guertin, Lloyd-Richardson,
Spirito, Donaldson, & Boergers, 2001).

Substance Use Disorders

Among formerly psychiatrically hospitalized
adolescents followed into young adulthood,
the likelihood of suicide attempts was greater
during episodes of substance use disorders, and
the relationship between suicide attempts and
substance use disorders strengthened as adoles-
cents got older (Goldston, Daniel, et al., under
review). Nonetheless, the relationship between
substance abuse and suicidal self-harm behav-
ior is complicated. The literature supports the
notion that this relationship varies depending
on age of onset, progression, severity or fre-
quency, and level of substance use impair-
ment, and that serious substance abuse is more
likely to be associated with suicidal behavior
(Goldston, 2004). For example, Esposito and
Clum (2002) found that among high-risk youth
in the schools, suicidal thoughts were related to
the more severe drug and alcohol dependence
disorders, but not significantly related to drug
and alcohol abuse disorders. In addition, the
relationship between substance abuse and
suicidality is found more consistently in youth
with more serious suicidal behaviors (Esposito-
Smythers & Spirito, 2004; Goldston, 2004).
For instance, Gould and colleagues (1998)
found that suicide attempts, but not suicidal
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ideation, were associated with substance use
disorders in an epidemiological sample. Both
substance abuse and suicidal behaviors are as-
sociated with significant psychiatric comor-
bidity (e.g., Armstrong & Costello, 2002),
prompting researchers to consider whether an
independent relationship exists between ado-
lescent self-harm behavior and substance abuse
in the presence of co-occurring disorders such
as depression (e.g., Esposito & Clum, 2002;
Gould et al., 1998). In a case–control study,
Brent and colleagues (1993) found that sub-
stance use disorders without mood disorders
increased the risk of suicide three-fold, but in
the presence of depression, the risk of suicide
increased 17-fold.

The relationship between substance abuse
and nonsuicidal self-harm behavior is less well
studied. In a recent study, self-harm behavior
among adolescents was most commonly an
impulsive act that did not include the use of al-
cohol or drugs (Nock & Prinstein, 2005).

Disruptive Behavior Disorders

Disruptive behavior disorders also have been
found to be associated with suicidal behaviors.
For example, in a psychological autopsy case–
control study, Shaffer, Gould, and colleagues
(1996) found that disruptive behavior disor-
ders were present among 50% of the adoles-
cents who died by suicide. For adolescent
males, but not females, the rates of conduct
and oppositional disorders were greater than
those observed in matched control subjects.
However, disruptive behavior disorders were
often comorbid with other disorders and did
not appear to be independently related to sui-
cide among adolescent males after the research-
ers controlled for the presence of past attempts
and other diagnoses, such as mood and sub-
stance use disorders. In another psychological
autopsy study, Brent and colleagues (1988)
found no significant difference in the rates of
disruptive behavior disorders of adolescent sui-
cide victims and hospitalized suicidal adoles-
cents. However, the adolescents who died by
suicide did have higher rates of affective disor-
ders with nonaffective comorbidity, including
conduct disorder. In a review of the literature,
James, Lai, and Dahl (2004) found that
attention-deficit/hyperactivity disorder (ADHD)
appeared to be modestly related to increased
rates of suicide, especially among young males;
this relationship appeared to be partially attrib-

utable to commonly associated comorbid con-
ditions, including mood and conduct disorders.

In terms of nonlethal suicidal behavior,
Goldston, Daniel, and colleagues (1999; under
review) found that ADHD and conduct disor-
der were proximal risk factors for suicide at-
tempts, but disruptive behavior disorders by
themselves were not predictive of subsequent
suicide attempts among formerly hospitalized
adolescents. In addition, in a community sam-
ple, Gould and colleagues (1998) found that
oppositional defiant disorder and conduct dis-
order were more common among youth who
reported suicidal thoughts or attempts than
among nonsuicidal adolescents. In another
community study, Foley and colleagues (2006)
found that disruptive behavior disorders were
proximally related to suicidal thoughts and be-
haviors but primarily associated with risk
when comorbid with depressive disorders.

In a follow-up study, Barkley and Fischer
(2005) found that young adults diagnosed as
hyperactive during childhood were more likely
than comparison young adults to have consid-
ered suicide, to have made a suicide attempt, to
have been hospitalized for suicidal behavior
during their high school years, and to have con-
sidered suicide as an option after high school.
Among the “grownup” hyperactive children,
Barkley and Fischer found that the increased
risk for suicide attempts was associated with
lifetime histories of MDD, conduct disorder,
and greater severity of ADHD.

RISK AND PROTECTIVE FACTORS

Aside from psychiatric and substance use disor-
ders, a number of other factors have been
found to be associated with risk for suicidal
and nonsuicidal self-harm behaviors. Most of
the research regarding risk and protective fac-
tors has been cross-sectional in nature. Al-
though informative about associations with
self-harm behavior, these studies do not neces-
sarily shed light on the degree to which these
factors are associated with risk for subsequent
self-harm. Given the low base rate of suicide
even among those at high risk, it is difficult
to predict suicide accurately as an outcome.
Moreover, risk and protective factors may dif-
fer in different risk or population groups be-
cause of different base rates of self-harm and
risk factors. Risk and protective factors also
may differ over time, or over the course of de-
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velopment, though research on these possibili-
ties has been limited. Research on risk and pro-
tective factors also has often not differentiated
between factors associated with short- and
long-term risk for suicidal behavior (Hawton,
1987).

Both suicidal and nonsuicidal self-harm be-
haviors often occur in the context of immediate
triggers or precipitants (proximal risk factors)
and factors that may be associated with longer
term risk (distal risk factors) (Moscicki, 1999).
Although knowledge of proximal risk factors
provides information about when individuals
are at risk for suicidal or self-harm behavior,
such knowledge does not necessarily provide
information about who is at risk. Alternatively,
distal risk factors may provide information
about who is at risk for suicidal or nonsuicidal
self-harm behavior, but not about when those
individuals are at risk. In the following section,
we review several groups of proximal and dis-
tal risk factors associated with suicidal and
nonsuicidal self-harm behavior.

Previous Self-Harm Behavior

One obvious and pervasive concern for parents
and providers of adolescents who engage in
suicidal behavior is whether these acts will be
repeated and ultimately lead to serious injury
or death. Similar to other human behavior, a
history of engaging in suicidal behavior is the
best predictor of future suicide behavior, even
after considering the effects of multiple risk
factors (Joiner et al., 2005). Among adoles-
cents, for instance, the number of prior suicide
attempts has been found to be a strong predic-
tor of future suicidal behavior (Goldston et al.,
1999). Similarly, previous suicide attempts
have been associated with significantly higher
risk for repeated behavior among adults, with a
suicide attempt increasing future risk by about
32% (Leon et al., 1989).

Some have argued that sensitization pro-
cesses may account for increased risk associ-
ated with past suicidal behavior (Beck, 1996;
Joiner, 2002). For example, previous experi-
ence with self-harm behavior may affect the ca-
pacity to participate in that behavior again in
the future or sensitivity to cues associated with
suicidal behavior. Alternatively, it is possible
that the increased risk is associated with behav-
ioral processes; for example, self-harm behav-
ior may be associated with reinforcing conse-
quences, such as reduction of painful affect,

that may increase the likelihood of its recur-
rence when in the presence of similar cues
(Goldston, 2004; Goldston et al., 1999). An-
other possibility, which is not mutually exclu-
sive, is that a subset of individuals is at risk for
recurrent suicidal behaviors by virtue of histor-
ical, psychopathological, biological, environ-
mental, or temperamental characteristics. Such
individuals may simply be qualitatively differ-
ent, or have different developmental trajecto-
ries, than individuals who engage in single
attempts. In this regard, it is notable that out-
patient children and adolescents with repeated
suicide attempts had higher rates of sexual
abuse, run-away behavior, and drug and alco-
hol use than first-time attempters (Mandell,
Walrath, & Goldston, 2006; Walrath et al.,
2001). In a similar manner, Esposito, Spirito,
Boergers, and Donaldson (2003) found that
adolescents presenting for emergency care after
a repeat suicide attempt had more affective dis-
orders, severe depressive symptoms, anger, dis-
ruptive behavior disorders, hopelessness, and
self-mutilation than did adolescents with single
attempts.

Although some researchers have noted that
nonsuicidal self-harm behavior has addictive
qualities (Nixon et al., 2002), the degree to
which this behavior portends risk for future
nonsuicidal self-harm or suicidal behaviors
among adolescents has not been evaluated in
prospective studies.

Impulsivity

Suicides among children and adolescents often
are impulsive acts that correspond to recent
stressors or crises (Hoberman & Garfinkel,
1988), and suicidal children have been found
to have poorer impulse control than their non-
suicidal peers (Pfeffer, Hurt, Peskin, & Siefker,
1995). Impulsivity may be a relatively stable at-
tribute of individuals, or it may reflect changes
in cognitive or emotional states that result in a
decreased ability to show restraint (Corruble,
Damy, & Guelfi, 1999; Tice, Bratslavsky,
& Baumeister, 2001; Weyrauch, Roy-Byrne,
Katon, & Wilson, 2001). Nock and Prinstein
(2005) have demonstrated that nonsuicidal
self-mutilation among adolescents is typically
an impulsive act. The degree to which impul-
sivity portends risk for future self-harm behav-
ior is unclear.

Dougherty and colleagues (2004) have dem-
onstrated that laboratory methods may be used
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to quantify different facets of impulsivity and
their relationship to suicidality. For example,
stop tasks may be used to assess aspects of
impulsivity related to the ability to inhibit on-
going behavior. These tasks reveal increased
impulsivity among adolescents with suicidal
ideation (Dougherty, Mathias, Marsh, Moeller,
& Swann, 2004; Mathias, Dougherty, Carrizal,
& Marsh, 2003) and repeated suicide attempts
(Prevette, Mathias, Marsh, & Dougherty,
2005). Continuous performance tasks may be
used to assess aspects of impulsivity related
to the accurate initiation of behavior. Adult
suicide attempters show increased impulsivity
on this task (Dougherty, Mathias, Marsh,
Papageorgiou, et al., 2004; Horesh, 2001).
Finally, delay-discounting procedures may be
used to assess the ability to tolerate delay for a
larger reward. On these tasks, adolescents with
suicidal thoughts evidence increased impulsivi-
ty (Mathias et al., 2003).

Hopelessness

Hopelessness is a sense of extreme pessimism
about the future. In his eloquent writings on
the phenomenology of suicide, Shneidman
(1996) has suggested that hopelessness is the
common cognitive state among individuals
who engage in suicidal behaviors. Hopelessness
typically is associated with a sense of futility
about life, or a viewpoint that problems will
never be solved, or that life circumstances will
never change. The negative view of the future is
also a central tenet of the cognitive model
of depression (Beck, Rush, Shaw, & Emery,
1979). Hopelessness has been found to predict
repeat suicide attempts among adolescents fol-
lowing psychiatric hospitalization (Goldston et
al., 2001), and it also appears to be associated
with suicide intent (Nock & Kazdin, 2002;
Spirito, Sterling, Donaldson, & Arrigan,
1996). Nonetheless, some researchers question
the degree to which hopelessness is associated
with suicidal ideation or behavior after con-
trolling for depression (Asarnow & Guthrie,
1989; Goldston et al., 2001; Nock & Kazdin,
2002).

Adolescent suicide attempters with a history
of nonsuicidal self-mutilation have been noted
to have more hopelessness than adolescent at-
tempters without self-mutilation (Guertin et
al., 2001). In addition, hopelessness has been
found to be associated with the negative
reinforcement function of nonsuicidal self-

mutilation (i.e., the degree to which such
behavior is engaged in to relieve negative
moods or affect) (Nock & Prinstein, 2005).

Reasons for Living

Clinicians working with suicidal patients often
focus on helping patients recognize or develop
new reasons for living. In one sense, it is intu-
itive that patients who have adequate reasons
to continue living or have faith in their ability
to cope generally do not take steps to end their
lives. Indeed, there is evidence among previ-
ously hospitalized adolescents that individuals
who endorse more reasons for living and, par-
ticularly, greater survival and coping beliefs,
make fewer repeat suicide attempts over time
(Goldston et al., 2001). Survival and coping be-
liefs also have been found to be negatively
associated with hopelessness, dysfunctional at-
titudes, and suicidal thoughts, as well as esti-
mates of future suicidal behavior (Cole, 1989b;
Goldston et al., 2001). Jobes and Mann (1999)
have suggested that the balance between rea-
sons for living and reasons for dying is an im-
portant consideration in understanding risk for
suicidality.

Problem-Solving Ability

Shneidman (1996) stated, “The common pur-
pose of suicide is to seek a solution. Suicide is
not a random act. It is never done without pur-
pose. It is a way out of a problem, a dilemma, a
bind, a difficulty, a crisis, an unbearable situa-
tion” (p. 130). This observation underscores
the importance of problem-solving ability in
the understanding of suicide and suicide risk.
Shneidman also described the common percep-
tual state associated with suicide to be one of
constriction, in which suicidal individuals often
see suicide as their only option and are unable
to identify other alternatives to this course of
action. It is unclear whether the problem-
solving deficits commonly observed among sui-
cidal individuals are transient (state-like) or
more stable over time (trait-like; Schotte,
Cools, & Payvar, 1990). In addition, problem-
solving difficulties may also be associated with
hopelessness. For example, in the World Health
Organization European (WHO/EURO) multi-
center study on suicidal behavior, it was noted
that passive–avoidant problem solving, charac-
terized by “taking a gloomy view of the situa-
tion,” a feeling of being “unable to do any-
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thing,” and “the tendency to resign oneself to
the situation,” was associated with repetitive
instances of self-harm behavior (McAuliffe et
al., 2006). In a review of adolescent studies,
Speckens and Hawton (2005) noted that in
many studies, suicidal adolescents have more
social problem-solving deficits than do
nonsuicidal adolescents, but many of these dif-
ferences appear to be accounted for (mediated)
by depression and hopelessness.

Childhood Sexual Abuse

Childhood sexual abuse is a well-documented
risk factor for many negative short- and long-
term outcomes, and suicidal ideation and
behavior are not exceptions. For example, in
one study, adolescents and young adults who
made medically serious suicide attempts were
6.5 times more likely to have histories of sexual
abuse than case–control subjects in the com-
munity (Beautrais, Joyce, & Mulder, 1996). In
a study of hospitalized youth, physical (non-
sexual) and sexual abuse were associated with
a higher number of past suicide attempts
(Shaunesey, Cohen, Plummer, & Berman,
1993). In the National Comorbidity Study
(NCS) sexual abuse was associated with histo-
ries of suicide attempts, even after considering
other risk factors (Molnar, Berkman, & Buka,
2001). Moreover, concordance between parent
and child in suicide attempts has been found to
be more likely in the presence of parent and
child sexual abuse (Brent et al., 2002).

There also is strong evidence of a relation-
ship between childhood sexual abuse and
nonsuicidal self-harm behavior (Briere & Gil,
1998; Santa Mina & Gallop, 1998; Zlotnick et
al., 1996). In a study of adults, van der Kolk,
Perry, and Herman (1991) found that earlier
histories of trauma were associated with more
cutting behavior. In a review focusing on self-
injury among adults, Gratz (2003) suggested
that there is much stronger evidence for an in-
dependent relationship between nonsuicidal
self-harm behaviors and sexual abuse than for
other forms of abuse.

Sexual Orientation

Young people who identify as gay, lesbian, or
bisexual (GLB) appear to be at increased risk
for suicidal behavior compared to heterosexual
youth. Data from the YRBS indicated that GLB
adolescents, or those unsure of their sexual ori-

entation, were more likely than heterosexual
youth to attempt suicide (Garofalo, Wolf,
Wissow, Woods, & Goodman, 1999). Simi-
larly, data from the National Longitudinal
Study of Adolescent Health indicated that ho-
mosexual adolescents were at higher risk for
suicidality, although this risk may have been
mediated by common risk factors such as de-
pression and hopelessness (Russell & Joyner,
2001). In a recent study, D’Augelli and col-
leagues (2005) found that in a sample of GLB
adolescents, over half of the suicide attempts
were related to sexual orientation. Factors
associated with higher likelihood of attempts
included parental psychological abuse, being
considered gender-atypical in childhood by
parents, and parental efforts to discourage
GLB behaviors. Suicide attempts also were re-
lated to sexual victimization and loss of friends
due to sexual orientation, and tended to oc-
cur after recognition of homosexual feelings
but before disclosure to parents (D’Augelli,
Hershberger, & Pilkington, 2001; Hershberger,
Pilkington, & D’Augelli, 1997). Nonetheless,
in one psychological autopsy study, adolescents
who died by suicide did not appear to have in-
creased minority sexual orientation (Shaffer,
Fisher, Parides, & Gould, 1995), although it
could be simply the case that informants were
unaware of victims’ sexual orientation or feel-
ings.

Accessibility to Firearms

Presence of firearms in the home has been
found to be more common among adolescents
who die by suicide than by adolescents hospi-
talized for suicidality (Brent et al., 1988). In a
recent case–control study, Grossman and col-
leagues (2005) found that the practices of lock-
ing up guns and ammunition, and storing guns
unloaded, separately from ammunition, were
associated with reduced firearm injuries and
suicide attempts among children and adoles-
cents. Parents, however, are often reluctant to
remove guns from the homes to protect suicidal
youth, even after counseling in this regard
(Brent, Baugher, Birmaher, Kolko, & Bridge,
2000).

Family Psychiatric History

Suicidal behavior tends to run in families. Rela-
tives of individuals who have engaged in sui-
cidal behavior or died by suicide are themselves
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at higher risk for suicidal behavior (Brent,
Bridge, Johnson, & Connolly, 1996), and there
is greater concordance among monozygot-
ic than among dizygotic twins for suicidal
behavior (Roy & Segal, 2001; Roy, Segal,
Centerwall, & Robinette, 1991). The children
of adult suicide attempters are approximately
six times more likely to engage in suicidal
behavior than the children of adults who have
not made suicide attempts (Brent et al., 2002).
Although there is evidence that relatives of ad-
olescents who have attempted or died by sui-
cide have higher rates of psychiatric disorders
than relatives of nonsuicidal adolescents (Wag-
ner, 1997), the rates of family psychiatric disor-
ders are comparable to those for similar-age
peers in treatment settings. In contrast to what
is known about familial risk of suicidal behav-
ior, little research has documented associations
between nonsuicidal self-harm behaviors and
family psychiatric history.

Life Stress

Clearly, life stress is an obvious and overarch-
ing proximal risk factor for suicide. One study
found that the great majority (80%) of adoles-
cents who attempted suicide had experienced
a major life stress in the prior 3 months
(Heikkinen, Aro, & Lonnqvist, 1994). These
findings have been replicated by research
showing increased rates of stressful life events
among adolescents and young adults in the 3
months prior to death by suicide, and more
specifically, in the week prior to death (Cooper,
Appleby, & Amos, 2002). Life events associ-
ated with increased risk for suicidal behaviors
often include interpersonal difficulties, con-
flicts, or losses, and environmental conse-
quences such as disciplinary action or legal
problems (Adams, Overholser, & Spirito,
1994; Beautrais, Joyce, & Mulder, 1997;
Gould, Fisher, Parides, Flory, & Shaffer, 1996).
Some adolescents, however, do not report pre-
cipitants for their suicidal behavior (Beautrais
et al., 1997), and the occurrence of life events
may be related to young people’s poor
problem-solving skills or psychiatric difficul-
ties.

The relationship between stressful life events
and nonsuicidal self-harm behavior is less well
documented. Garrison and colleagues (1993)
found that nonsuicidal self-harm behaviors are
also significantly correlated with the presence
of undesirable life events. In clinical settings,

interpersonal precipitants often appear to be
associated with nonsuicidal self-harm behav-
iors.

Social Support

Shneidman (1996) has stated, “Suffering is half
pain and half being alone with that pain. For
some people, suicide is feeling entirely alone”
(p. 119). In this regard, among high-risk ado-
lescents in school, suicidal youth were found to
have lower perceived social support from fami-
lies, teachers, or friends than their nonsuicidal
peers (Esposito & Clum, 2003). In particular,
suicide attempters in one study were more
likely than nonattempters to report that they
would not go to a family member for assistance
(O’Donnell, Stueve, Wardlaw, & O’Donnell,
2003). The relationship between social support
and suicidality may differ by gender. For in-
stance, peer support tends to increase as youth
get older, and girls report more peer support
than do boys. However, among girls in a hospi-
talized sample, perceived family support was
related to hopelessness, depression, and sui-
cidal thoughts, whereas among boys, peer sup-
port was most strongly related to depression
and suicidal thoughts (Keer, Preuss, & King,
2006).

FUNCTIONAL IMPAIRMENT AND OUTCOMES

Suicidal adolescents evidence functional im-
pairment in a variety of areas. For example, as
assessed with the Child and Adolescent Func-
tional Assessment Scale (CAFAS; Hodges &
Wong, 1996), youth suicide attempters in out-
patient settings showed greater impairment
than their peers in home and school role per-
formance, behavior toward others, and moods
and emotions (Mandell et al., 2006). Repeat
suicide attempters had the most impairment in
moods and emotions, behavior toward others,
and thinking.

Six months after entering treatment, suicidal
youth continued to have difficulties in a num-
ber of areas of functioning (Mandell et al.,
2006). For example, repeat suicide attempters
were at higher risk than other youth for contin-
uing to have problems in thinking and in
behavior toward others, and first-time suicide
attempters were at risk for continuing impair-
ment in the home and substance use problems
6 months later. Repeat suicide attempters also
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were at increased risk for developing severe
functional impairment in the areas of behavior
toward others, moods and emotions, and self-
harm. First-time attempters were primarily at
risk for greater impairment in the area of self-
harm 6 months later.

These varied areas of impairment dovetail
with results from a review by Spirito, Boergers,
and Donaldson (2002), indicating that youth
often continue to have relational problems, dif-
ficulties with parents, and substance abuse,
behavioral, and school problems following sui-
cidal behavior. With particular reference to
school impairment, youth who died by suicide
were noted to have more school suspensions
and failing grades than comparison youth in
the community (Gould et al., 1996). Moreover,
Daniel and colleagues (2006) found that sui-
cidal ideation and attempts were related to
reading disabilities and eventual dropout from
school. In contrast to suicidal behavior, little is
known about the various areas of impairment
or of the prognosis for adolescents with non-
suicidal self-harm behaviors.

Summary

In this section, we have reviewed many factors
associated with suicidal ideation and self-harm
behavior among youth, including psychiatric
factors (e.g., depressive disorders), cognitive
factors (e.g., problem-solving ability, hopeless-
ness), temperament (e.g., impulsivity), familial
factors (e.g., family history of suicidal behav-
ior), historical factors (e.g., history of suicide
attempts, history of abuse), and facets of the
environment (e.g., stressful life events, accessi-
bility of firearms). We also have reviewed fac-
tors that may protect youth against suicidal
behavior, such as perceived reasons for living.
The large number of potential risk and protec-
tive factors may be daunting for clinicians
working with multiproblem youth and trying
to gauge or monitor both immediate and long-
term risk. The large number of risk factors is
partially a reflection of the current state of re-
search in this area; most studies have focused
on univariate relationships between risk or
protective factors and self-harm behaviors.
This univariate view of risk factors underscores
that there are likely many interventions that
prevent suicide and nonsuicidal self-harm
behavior, but this approach provides limited in-
formation about which factor(s) are most im-
portant, for whom, and in what context. The
factors often overlap; it is possible that some

may simply be correlates of others (e.g., hope-
lessness may be an indicator of depression),
and some combinations of risk factors may be
particularly important in portending later risk,
or may portend risk for some, but not all,
youth. Integrative models of risk and multi-
variate models regarding the evolution of risk
over time are needed to help guide clinical
practice, to help identify the most robust risk
factors for particular individuals, and to guide
assessment with more precision. In studies that
have taken a multivariate approach, some of
the strongest risk factors for future suicidal
behavior across samples include diagnosis of
depression (Goldston et al., 1999; Lewinsohn,
Rohde, & Seeley, 1994) and past suicide at-
tempts (Goldston et al., 1999; Joiner et al.,
2005; Lewinsohn et al., 1994). Past suicidal
behavior may also interact with other risk fac-
tors in contributing to risk. For example, in a
clinically ascertained sample, Goldston and
colleagues (1999, 2001) found that risk factors
such as hopelessness and diagnosis of depres-
sion are more highly predictive of repeat than
of first-time suicide attempts. As we describe in
the next section, there are multiple approaches
to assessment, and factors to be assessed de-
pend in part on the intended purpose of an as-
sessment.

PURPOSES OF ASSESSMENT
OF SELF-HARM BEHAVIOR AND RISK

There are several purposes for assessing sui-
cidal and nonsuicidal self-harm and risk, but
the end goal is always the prevention of future
suicidality and self-harm behavior. The first
goal in suicide assessment is to identify immi-
nent risk for self-harm behavior. Assessment of
imminent risk helps to facilitate adequate mon-
itoring and clinical intervention to diffuse cri-
ses and ensure immediate safety. Many suicidal
crises are short-lived (Simon et al., 2001);
hence, the importance of taking steps to diffuse
such crises and ensure safety in the short run
cannot be underestimated.

A second purpose of assessment is to predict
future self-harm behaviors. Several approaches
have been developed for estimating risk of fu-
ture self-harm behavior. Unfortunately, how-
ever, despite cross-sectional correlations with
histories of self-harm behaviors, it is still not
clear that most assessments of “risk” actually
predict (in a temporal or longitudinal sense) fu-
ture self-harm behaviors. The prediction of
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self-harm behavior is an important part of
many suicide prevention and treatment efforts
with at-risk populations.

A third purpose of assessment related to
suicidality and self-harm is that of treatment
planning. In this regard, it is important to
understand the functional context in which
self-harm behavior occurs, including the pre-
cipitants or triggers for the behavior, the associ-
ated vulnerability and protective factors, the
nature of the self-harm behavior itself, and the
intrapersonal and environmental consequences
of self-harm behavior. Functional analyses of
suicidal and nonsuicidal self-harm behavior
provide very useful information about possible
targets for intervention. It is also important to
identify whether the self-harm behavior occurs
in the context of a psychiatric or substance use
disorder, and to examine whether functional
commonalities exist among self-harm and
other problem behaviors, so that one can
develop integrated treatment approaches. Fur-
thermore, in recognition of the broader cul-
tural context of self-harm behavior, it is impor-
tant to assess the cultural nuances related to the
specific precipitants, vulnerability and protec-
tive factors, expression, and consequences of
suicidal and nonsuicidal self-harm behaviors
for any given patient.

The last purpose of self-harm assessment is
treatment monitoring. Ongoing assessment of
suicidal and nonsuicidal self-harm ideation and
behavior, and of risk and protective factors,
provides information about the effectiveness of
current interventions. Pharmacotherapy with
antidepressant medications, for example, has
been linked to small increases (about 2%) in
self-harm adverse events for some youth (U.S.
Food and Drug Administration [FDA], 2004;
Treatment of Adolescent Depression Study
[TADS] Team, 2004). Hence, it is particularly
important to monitor self-harm behavior con-
tinuously when medications have been pre-
scribed for emotional or behavioral problems.

USING A COMMON LANGUAGE

Professionals dealing with suicidal and non-
suicidal self-harm behavior have often used
varied and inconsistent language to refer to key
terms. As a result, it has been difficult for clini-
cians to compare findings across studies or
even to communicate effectively (e.g., Garri-
son, Jackson, Addy, McKeown, & Waller,
1991; Goldston, 2003; Lewinsohn, Garrison,

Langhinrichsen, & Marsteller, 1989). For ex-
ample, many studies in the literature have
focused only on suicidal behavior associated
with medical consequences (e.g., Beautrais,
2003). Nonetheless, in the college sample of
Meehan and colleagues (1992), 10% of stu-
dents stated that they had attempted suicide
sometime in their life, 5% said that they had
experienced illness or injury because of a sui-
cide attempt, and 3% stated that they had re-
ceived medical attention because of suicidal
behavior. Hence, studies that focus exclusively
on suicidal behavior resulting in serious medi-
cal consequences may be very informative in
their own right, but they may not adequately
characterize the entire population of individu-
als engaging in suicidal behaviors. Addi-
tionally, most studies examining the predictive
validity of clinical characteristics of suicidal
behavior among adolescents have not found
factors such as stated intent to be predictive of
future suicidal behavior (Spirito, Lewander,
Levy, Kurkjian, & Fritz, 1994).

In an article likening inconsistencies in the
use of terms to describe suicidal behaviors to a
“Tower of Babel,” O’Carroll, Berman, Maris,
and Moscicki (1996) summarized the findings
of a workshop whose task it was to provide
recommendations about the ways suicidal
terms are operationally defined. In this recom-
mended nomenclature, suicide was defined as
“death from injury, poisoning or suffocation
where there is evidence (either explicit or im-
plicit) that the injury was self-inflicted and that
the decedent intended to kill himself/herself”
(pp. 246–247). A suicide attempt was opera-
tionally defined as “a potentially self-injurious
behavior with a non-fatal outcome, for which
there is evidence (either explicit or implicit)
that the person intended at some (non-zero)
level to kill himself/herself. A suicide attempt
may or may not result in injuries” (O’Carroll et
al., 1996, p. 247). The phrase “some (non-
zero) level to kill himself/herself” is an im-
plicit acknowledgment of the ambivalence
that accompanies much suicidal behavior
(Shneidman, 1996). Suicidal ideation was de-
fined as “any self-reported thoughts of engag-
ing in suicide-related behavior” (O’Carroll et
al., 1996, p. 247).

Beyond this recommended nomenclature,
several self-harm behaviors may be difficult
to classify or characterize (Goldston, 2004).
For example, adolescents sometimes make
“aborted suicide attempts.” The term “aborted
suicide attempts” refers to occasions in which
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adolescents make preparations for suicide but
decide not to follow through with their in-
tentions (Barber, Marzuk, Leon, & Portera,
1998). For example, an adolescent may start to
make an attempt by putting a noose around his
neck and preparing to jump, but then at the last
minute, decide that he is scared, or that the
problem is not worth dying over. As described
by Barber and colleagues (1998), “The essen-
tial characteristics of an aborted attempt are 1)
intent to kill oneself, 2) a change of mind im-
mediately before the actual attempt, and 3)
absence of injury” (p. 385). Among adults,
aborted suicide attempts appear to be more
common among patients who have histories of
actual suicide attempts than among patients
without such histories (Barber et al., 1998).

Another example of suicidal behavior that
does not fall neatly into the nomenclature of
O’Carroll and colleagues (1996) is the “inter-
rupted suicide attempt.” In contrast to aborted
suicide attempts, interrupted suicide attempts
occur when an individual starts to attempt sui-
cide, but the attempt is interrupted or pre-
vented by others, or by external circumstances
(Steer, Beck, Garrison, & Lester, 1988). For ex-
ample, a suicidal adolescent may be getting
ready to attempt suicide by holding a knife
against her wrist, when a parent or friend ar-
rives and takes the knife away. As noted previ-
ously (Goldston, 2004), interrupted suicide at-
tempts may be particularly common among
adolescents who still live in their parents’
homes, where their suicide attempts have a
high likelihood of being discovered. In adult
patient samples, individuals whose suicide at-
tempts have been interrupted are at increased
risk for eventually dying by suicide compared
to patients whose suicide attempts were not in-
terrupted (Steer et al., 1988). It is not clear
why individuals whose attempts are discovered
should be at higher risk, but it may be that cli-
nicians do not consider their behaviors to be as
serious as those of individuals whose attempts
are uninterrupted (Steer et al., 1988).

Passive suicide attempts represent another
form of suicidal behavior. In passive suicidal
behavior, adolescents may not take adequate
precautions to save themselves when their lives
are in danger, or necessary steps to prevent
their demise. Adolescents with diabetes, for ex-
ample, sometimes are persistently noncompli-
ant with their medical regimen, despite health
consequences. Although not all lack of adher-
ence to the medical regimen is associated with

suicidality, Goldston, Kovacs, Ho, Parrone,
and Stiffler (1994; Goldston et al., 1997) have
noted an association between serious noncom-
pliance and suicidal ideation and attempts.

Other suicidal youth may try to provoke
peers, adversaries, or authorities to inflict harm
upon them. Such behaviors, first described by
Wolfgang (1959), are referred to as “victim-
precipitated homicide.” In contemporary soci-
ety, such provocations may occur in the context
of gang-related activity in urban areas or in-
volve provocations of law enforcement offi-
cials. Such behaviors may be more common
among groups in which suicide is associated
with stigma.

Often confused with suicidal behaviors are
nonsuicidal self-harm behaviors. There may be
some similarities in the motives for nonsuicidal
and suicidal self-harm behaviors, and certainly
some youth engage in both forms of self-harm
behaviors (Boergers et al., 1998; Nixon et al.,
2002). Nonetheless, nonsuicidal self-harm be-
havior is not meant to end one’s life. There
have been suggestions, particularly by re-
searchers studying adult clinical samples, that
suicidal and nonsuicidal self-harm behaviors
may sometimes be difficult to distinguish or
classify (Isometsa & Lonnqvist, 1999). How-
ever, in most cases, nonsuicidal and suicidal
self-harm behavior can be distinguished by ask-
ing respondents whether “any part of them”
wanted to die when they engaged in this behav-
ior.

WEIGHING DIFFERENT SOURCES OF INFORMATION

Given that suicidal behaviors are prevalent
among adolescents and associated with a num-
ber of psychiatric disorders, it is important to
inquire about the history of suicidal behavior,
even when suicidal behavior is not the immedi-
ate referring problem. Likewise, in schools and
other settings in which “gatekeepers” such as
schoolteachers, coaches, or clergy may have
contact with distressed youth, it is important
for there to be recognition of the problem of
suicide among young people. Gatekeepers who
work with youth need to be comfortable asking
about suicidality if they suspect that an individ-
ual is either considering or may already have
attempted suicide. Direct inquiry (interview-
ing) is an appropriate method for asking about
history of suicidal thoughts and behavior, and
is the most commonly used approach. None-
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theless, it is striking that even trained mental
health professionals are sometimes reluctant to
ask a youth about suicidality. Professionals
may not ask direct questions because of their
own anxiety and apprehension about what
they might need to do should they find out that
someone is suicidal. Clinicians may also fear
that by asking about suicide, they communi-
cate an idea that the young person has not al-
ready had and may now consider and act upon.
As a recent study pointed out, however,
presenting suicidal adolescents with screening
questions about suicidality does not increase
rates of suicidal ideation or distress (Gould et
al., 2005). In fact, the most vulnerable adoles-
cents actually experienced some diminution in
level of distress after being asked suicide-
related questions (Gould et al., 2005). More-
over, as Fremouw, Perczel, and Ellis (1990)
have pointed out, suicidal thoughts and behav-
ior are common among individuals who are de-
pressed, and queries about suicidality may
communicate that clinicians recognize and un-
derstand the experience. Clinicians may actu-
ally run a greater risk when they do not ask
about suicidal thoughts and behavior, because
this omission may inadvertently reinforce ado-
lescents’ sense of alienation or the perception
that no one really understands their experience.

For inquiries about suicidal behavior, adoles-
cents should generally be relied upon more
heavily than their parents or other adult infor-
mants. Suicidal behaviors, and certainly sui-
cidal thoughts, are often not discussed with
others, and several studies have found that
youth tend to report suicidal behaviors that
their parents know nothing about (Breton,
Tousignant, Bergeron, & Berthiaume, 2002;
Foley et al., 2006; Klimes-Dougan, 1998;
Velez & Cohen, 1988; Walker, Moreau, &
Weissman, 1990). For example, in a commu-
nity survey, parents only correctly identified 6
of 59 adolescents who had reported suicidal
thoughts, and 2 of the 36 adolescents who
had attempted suicide (Breton et al., 2002).
Similarly, in the Great Smoky Mountains epi-
demiological study (Foley et al., 2006), 69% of
reports of suicidality consisted of positive re-
ports by youths and negative reports by adults.
It is sometimes the case that parents “miss” or
misinterpret their child’s suicidal behaviors ei-
ther by not taking these behaviors seriously,
believing that suicidal behaviors (or threats)
are merely intended for instrumental purposes
(e.g., to avoid punishment), failing to believe

that their child would want to kill him- or her-
self, or by simply being unaware of the
behaviors (Goldston, 2003). Parental inaccura-
cies in perception of suicidal behavior also may
be related to a lack of understanding of the fact
that much adolescent suicidal behavior is asso-
ciated with ambivalence and mixed motives.
For example, it may be the case that adoles-
cents simultaneously “want their way” in an
argument with parents, want to avoid disci-
pline, and also want to die because they feel so
miserable.

Occasionally, reports of suicidality may not
accurately reflect the level of distress experi-
enced by an adolescent (Goldston, 2003). For
example, an adolescent may deny feeling sui-
cidal (and minimize other signs of distress) in
an emergency room setting to avoid uncom-
fortable feelings or being hospitalized. There-
fore, it is important for clinicians to consider
alternative data sources, in addition to verbal
reports, when evaluating suicide risk, particu-
larly in an emergency setting. Similarly, adoles-
cents may deny suicidality because they wish to
be secretive about their intent or may desire to
avoid unwanted attention or embarrassment.
Thus, rapport with adolescents is especially im-
portant in eliciting accurate reports of suicidal
behavior.

In contrast, sometimes there are occasions in
which adolescents overreport suicidality. Com-
munication of high suicide intent when it does
not accurately reflect the feelings experienced
by the adolescent may be associated with his or
her desire to “mend” relationships (e.g., avoid
breaking up), to be hospitalized, or to be taken
out of a home environment that is experienced
as intolerable (Goldston, 2003). Nonetheless,
as pointed out by Goldston, Daniel, and Ar-
nold (2006), “Child and adolescent report is
certainly very important, but it should never
preempt the judgment of a clinician. Clinicians
should always err on the side of caution in
making judgments about the risk of suicidal
behavior; conversely, clinicians should be ex-
traordinarily careful to not be dismissive of ad-
olescent self-reports of suicidal ideation or
behavior” (pp. 360–361).

STRATEGIES FOR ELICITING INFORMATION
ABOUT SELF-HARM IN INTERVIEW

Shea (1999) has described several useful in-
terviewing techniques that elicit information
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about suicidality. For example, individuals
sometimes deny having a history of suicidality
at first, but report suicidal behavior when
asked follow-up questions about specific meth-
ods. In one example with adults, Barber,
Marzuk, Leon, and Portera (2001) asked psy-
chiatric inpatients about their past suicidal
behavior, including aborted suicide attempts.
When following up with the same patients after
the initial assessment, Barber and colleagues
found that 44% of adults who previously de-
nied a history of aborted suicide attempts even-
tually reported such an attempt in response to
specific queries.

In this regard, it also is very important to ask
for concrete information or examples of sui-
cidal behavior. For example, if a patient reports
that he or she has attempted suicide “three or
four times” in the past, it is useful to elicit as
much information as possible about each sui-
cide attempt, including approximate date, the
method used, and the precipitants and conse-
quences. This provides contextual information
about the patterns of suicidal behavior that the
clinician can use for treatment planning and
understanding the current episode of suicidal
behavior.

Normalization is another interviewing tech-
nique that is sometimes useful in the interview
with suicidal patients (Shea, 1999). Although
suicidality is often thought of as a difficult sub-
ject to discuss, framing questions about self-
harm behavior in ways that minimize shame or
embarrassment may help to “normalize” the
topic. For example, the clinician may ask about
suicidal behavior by prefacing the inquiry with
a statement, such as “A lot of times when peo-
ple are very upset, depressed, or feeling hope-
less, they will think about wanting to attempt
suicide. In the last week, how often have you
had thoughts like that?”

Other useful techniques that elicit informa-
tion about self-harm behavior include the gen-
tle assumption and the amplification assump-
tion (Shea, 1999). With the gentle assumption,
the clinician implicitly makes an assumption
that the patient has either thought about self-
harm or has engaged in self-harm behavior
(rather than asking the individual “whether”
he or she has thought about or engaged in self-
harm). For example, rather than asking a de-
pressed adolescent, “Have you ever thought
about suicide?”, the clinician might ask,
“When was the last time that you thought
about killing yourself?” Similarly, rather than

asking an adolescent whether he or she has
made a suicide attempt in the past, the clinician
might ask how many suicide attempts he or she
has made.

Using the amplification assumption, the cli-
nician may try to make the adolescent feel
more comfortable reporting self-harm behavior
by assuming a degree of self-harm behavior
that probably exceeds what the adolescent has
experienced. For example, in assessing non-
suicidal self-harm, rather than asking the ado-
lescent how often he or she cuts him- or herself,
the clinician might ask, “In the last week, how
many days have you cut on yourself at least five
separate times?” Most self-harming adoles-
cents do not engage in self-harm behavior at
this frequency, so they may then feel more com-
fortable reporting rates that more closely re-
semble the actual frequency of their self-harm.

ASSESSMENT OF IMMINENT SUICIDALITY

One of the most important clinician tasks is to
evaluate whether a patient is at imminent risk
for suicidal behavior. Youth are generally con-
sidered to be at imminent risk when they state
that they intend to kill themselves, feel that
they can no longer keep themselves safe, or un-
able to say that they will refrain from attempt-
ing suicide, or cannot agree to a collaboratively
developed safety plan.

Alternatively, the same conclusion may be
reached by a clinician who thinks that despite
what the adolescent says, his or her past behav-
ior, history, and the nature of the current crisis
suggest that the individual is at extraordinarily
high risk of attempting suicide in the near fu-
ture. When someone is thought to be at immi-
nent risk for suicide, the clinician should first
take immediate therapeutic steps to reduce this
risk. However, if such efforts are not successful,
the clinician may recommend hospitalization
or another form of treatment that provides the
monitoring necessary to ensure safety and pre-
vent suicidal behavior.

Safety Plans as a Form of Assessment

Clinicians sometimes use various forms of no-
suicide contracts in the hope that these will re-
duce immediate risk of self-harm behavior.
Such contracts typically entail an explicit ver-
bal or written statement that patients will not
attempt to harm themselves within a specified
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period of time, or will tell someone if they feel
that they cannot keep themselves safe. In the-
ory, no-suicide contracts may have several ad-
vantages, including the fact that they represent
a collaboration for safety between patient and
clinician, encourage the patient to take respon-
sibility for his or her own safety, entail a formal
commitment not to engage in self-harm, and
emphasize the clinician’s concern about the pa-
tient’s safety (Lee & Bartlett, 2005; Range et
al., 2002). Nonetheless, the therapeutic value
of no-suicide contracts has not been estab-
lished. In fact, in the state of Minnesota, a
“ ‘no-harm contract’ was in place in almost ev-
ery completed suicide occurring in an acute
care facility” (Office of the Ombudsman for
Mental Health and Mental Retardation, State
of Minnesota, 2002). In addition, questions
have been raised about whether no-suicide con-
tracts may discourage patients from talking
about suicidality, and encourage clinicians to
become less vigilant in ongoing risk monitoring
(Lee & Bartlett, 2005; Range et al., 2002). For
these reasons, it is recommended that patients
and therapists develop a collaborative safety
plan in lieu of written or formal contracts. A
safety plan differs from a no-suicide contract in
that it outlines the steps agreed upon to ensure
the safety of the patient in a suicidal crisis.

It is instructive that no-suicide contracts
were originally developed as a method to assess
suicide risk (Drye, Goulding, & Goulding,
1973). To the extent that patients cannot col-
laboratively develop a plan for safety and agree
to refrain from efforts to kill themselves, they
are by definition at imminent risk for suicidal
behavior. Hence, regardless of whether clini-
cians use formal no-suicide contracts or de-
velop safety plans, the fact that patients can or
cannot agree to such terms provides important
information about whether they are able to
keep themselves safe.

Tasks for Assessing Imminent Suicidality

Bradley and Rotheram-Borus (1990) outlined
five specific tasks (typically taking 20–30 min-
utes) to evaluate imminent danger of suicide
among adolescents. The first task of the immi-
nent danger assessment is to ascertain whether
the adolescent is able to make positive state-
ments about him- or herself; that is, adoles-
cents should be able to recognize at least three
positive attributes about themselves, their
world, or at least about their interactions with

their therapist. Because most suicidal individu-
als tend to be entrenched in a negative and
hopeless style of thinking, this task helps the
clinician to evaluate the degree to which ado-
lescents are in this negative mindset.

The second task in the assessment of immi-
nent risk is to assess adolescents’ capacity to
assess their own feelings. In this regard,
Rotheram (1987) suggests using a “feelings
thermometer,” wherein the adolescent can rate
his or her feelings on a 0- to 100-point scale.
The adolescent should be able to label both
comfortable and uncomfortable feelings, and,
specifically, should be able to label situations in
which he or she has felt suicidal. To the degree
that adolescents are able to recognize how they
feel when they are becoming suicidal, they pre-
sumably will be better able to tell someone or
take appropriate precautions to avoid acting
on suicidal thoughts.

The third task used by Rotheram (1987) to as-
sess current risk for suicide is to observe whether
the adolescent is able to develop plans for coping
with situations that have previously been (or
might potentially be) associated with suicidal
thoughts and feelings. This task is particularly
useful in an emergency setting in which adoles-
cents may state that they are no longer suicidal to
avoid hospitalization or to stop further talk
about the incident in front of family members. In
their immediate desire to escape the situation,
many adolescents may say that they are no lon-
ger suicidal, without having developed viable
plans for dealing effectively with the situations
that precipitated their suicidal behavior.

The fourth important task in the imminent
danger assessment is the identification of three
support individuals (Bradley & Rotheram-
Borus, 1990). In this task, adolescents should
be able to identify at least three individuals
they can contact or speak with in the event that
they are feeling suicidal or cannot keep them-
selves safe. The identification of support indi-
viduals is not only an assessment in and of itself
(e.g., it is informative when individuals have so
little perceived support that they cannot name
three support people), but it also helps in the
development of the therapeutic safety plan.

The fifth task in the evaluation of imminent
danger is, of course, the solicitation of an
agreement from the adolescent not to kill him-
or herself, and an agreement to tell someone if
he or she feels unable to stay safe. Rotheram
(1987) suggests that “failure to perform these
tasks is a behavioral indication of imminent
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danger; coping skills to ward off suicidal ten-
dencies are not available” (p. 108).

Although these tasks are extremely useful in
assessing risk, the clinician should consider
other factors as well in evaluating whether
someone is at imminent risk of self-harm.
These factors include the youth’s history, in
particular, his or her history of suicidal behav-
ior and adherence to safety agreements (e.g.,
reliability in letting others know when he or
she feels suicidal), as well as parental history
and capability of monitoring the adolescent
and maintaining a safe environment in the
home (e.g., making sure the adolescent does
not have access to firearms when he or she is
acutely suicidal). The final judgment of the cli-
nician in assessing imminent danger to self
should be made on the basis of all available in-
formation.

STANDARDIZED INSTRUMENTS FOR ASSESSING
SELF-HARM BEHAVIORS AND RISK

There are a variety of instruments to screen and
assess for suicidal or self-harm behavior among
youths. Nonetheless, Prinstein, Nock, Spirito,
and Grapentine (2001) have demonstrated that
the agreement between different assessment in-
struments, methods, and sources of informa-
tion in the assessment of suicidality is not al-
ways good. Hence, it behooves the clinician or
researcher to obtain information from multiple
sources, or to use multiple methods, basing fi-
nal determination of clinical status on all avail-
able information.

One advantage to the use of standardized in-
struments is that they might help offset the un-
reliability of clinician judgment. For example,
in a review of psychiatric assessments in an
emergency setting, Way, Allen, Mumpower,
Stewart, and Banks (1998) found that judg-
ments about whether patients represented a
“danger to themselves” were only modestly
consistent among different clinicians (intraclass
correlation coefficient = .44). Use of standard-
ized instruments also may aid in the identifica-
tion of suicidality that might otherwise not be
detected (Malone, Szanto, Corbitt, & Mann,
1995). For example, hospital records of an
adult sample indicated that clinicians failed to
identify or document 12 of 50 instances in
which patients were found to be depressed and
to have histories of suicide attempts according
to research assessments (Malone et al., 1995).

In considering instruments for assessing
suicidality and risk among young people,
Goldston (2003) recommended that four sets
of question be asked. First, what is the level of
precision in the definitions of suicidality? For
example, are questions about suicidal thoughts
separate from questions about thoughts of
wanting to die or thoughts about death? Simi-
larly, are there separate questions regarding
suicidal and nonsuicidal self-harm behavior?
Second, are items that assess whether the ado-
lescent has engaged in suicidal behavior differ-
ent or confounded by questions of degree of in-
tent or the clinical characteristics of suicidal
behavior? Instruments sometimes are designed
to identify only suicidal behavior associated
with “serious intent,” despite the fact that find-
ings regarding the relationship between intent
and lethality among youth have not been con-
sistent (DeMaso, Ross, & Beardslee, 1994;
Lewinsohn et al., 1996; Nasser & Overholser,
1999; Plutchik, van Praag, Picard, Conte, &
Korn, 1989). Third, is it clear from the queries
that suicidal behavior is associated with “non-
zero” intent to kill oneself? In this regard, que-
ries assessing suicidality are sometimes worded
so broadly (e.g., “Have you ever tried to hurt
or harm yourself?”) that they can elicit infor-
mation about both suicidal and nonsuicidal
self-harm. Finally, do questions about suicide
attempt focus only on suicidal behavior that re-
sults in injury or requires medical attention? In
the O’Carroll and colleagues (1996) recom-
mended nomenclature, a suicide attempt by
definition, does not have to result in injury;
rather, it simply needs to be associated with the
potential of injury. Restricting the focus to sui-
cide attempts with injury excludes a subset of
suicidal behavior, and the differences between
suicide attempts that do and do not result in in-
jury are not clear.

Detection Instruments

Detection instruments specifically assess cur-
rent suicidality or self-harm behaviors, or one’s
history of such behavior. Some detection in-
struments focus on the assessment of suicidal
behavior or thoughts but not on nonsuicidal
self-harm or vice versa. In addition, some in-
struments focus on a continuum of severity of
suicidality, whereas others focus on the pres-
ence or absence of self-harm behaviors or
thoughts. Among the instruments used for de-
tecting self-harm behaviors or thoughts are

320 Part III. Mood Disorders and Suicide Risk



semistructured and structured psychiatric diag-
nostic instruments that have queries about self-
harm, interviews developed specifically for as-
sessing self-harm, self-report questionnaires or
behavior checklists that include items assessing
suicidality, or self-report questionnaires that
focus solely on thoughts of self-harm or self-
harm behaviors.

Although most psychiatric diagnostic inter-
views contain questions about suicidal ideation
and attempts, two instruments in particular
stand out because of the extent of their use and
the amount of data available regarding their
psychometric characteristics, the Schedule for
Affective Disorders and Schizophrenia for
School-Age Children—Epidemiological version
(K-SADS-E) and the Diagnostic Interview
Schedule for Children (DISC; see Goldston,
2003, for a comprehensive review of instru-
ments for assessing suicidal behaviors and risk
among children and adolescents).

The K-SADS-E (Orvaschel, 1994), a
semistructured diagnostic interview for chil-
dren and adolescents, provides interviewers the
flexibility to clarify answers or ask questions
beyond the required queries (Ambrosini,
2000). Interviewers for the K-SADS-E and
other versions of the K-SADS are typically
trained clinicians (Ambrosini, 2000). Because
of the flexibility for additional questioning and
clarification, and the use of clinicians as inter-
viewers, the K-SADS-E can provide a system-
atic approach to assessment of psychiatric his-
tory in initial evaluations in clinical as well
as research settings. The K-SADS-E typically
takes between 2.5 and 3 hours to administer
(Ambrosini, 2000) and has been used with
youth in clinical (Brent et al., 1998), incarcer-
ated (Rohde, Mace, & Seeley, 1997), and com-
munity (Lewinsohn et al., 1996) samples. The
latest version of the K-SADS-E includes sepa-
rate questions about recurrent thoughts of
death, suicidal thoughts, suicide attempts, total
number of past attempts, and nonsuicidal self-
harm behavior. The query regarding suicide at-
tempts (“Did you try to kill yourself?”) is
straightforward and implies a non-zero intent
to kill oneself, without any reference to a re-
quirement that the behavior results in injury.
The question about suicidal ideation (thoughts
about hurting or killing oneself) is so general
that it likely elicits reports of thoughts of both
suicidal and nonsuicidal self-harm.

The items regarding current thoughts of
death and suicidal ideation, and past suicide at-

tempt have high levels of interrater reliability
(Lewinsohn, personal communication, Septem-
ber 1999). The suicidality items of the K-
SADS-E have demonstrated concurrent valid-
ity, as reflected in associations with depression,
poor coping skills, pessimism, and higher levels
of suicidal ideation (Lewinsohn, Rohde, &
Seeley, 1993; Rohde et al., 1997). In addition,
these items have been found to be predictive of
future suicidal behavior (Lewinsohn et al.,
1994).

The DISC (Shaffer, Fisher, Lucas, Dulcan, &
Schwab-Stone, 2000), a highly structured psy-
chiatric diagnostic interview, has been used to
evaluate suicidality in community- and school-
based samples (Gould et al., 1998), clinical
samples (Brent et al., 1986; Campbell, Milling,
Laughlin, & Bush, 1993; King et al., 1997),
and incarcerated samples (Kempton & Fore-
hand, 1992) of youth. Although the structured
format of the DISC makes possible its adminis-
tration by individuals who do not necessarily
have a clinical background, some training is re-
quired. The DISC takes approximately 1.5 to 2
hours for assessment of youth and approxi-
mately 1 hour for each informant (Shaffer et
al., 2000).

The DISC has queries about thoughts of
death, suicidal ideation, suicide plans, the asso-
ciation of suicidal thoughts with dysphoria,
and lifetime number of suicide attempts. The
DISC does not have queries about nonsuicidal
self-harm behaviors, and the question asking
the respondent whether he or she has “seri-
ously” thought about suicide may yield conser-
vative rates of suicidal thoughts. Although
there is a separate question about suicide at-
tempts requiring medical attention, the defini-
tion of “suicide attempts” is not confounded
with a requisite degree of medical lethality or a
requirement of injury. Moreover, the test–retest
reliability of questions about suicide attempts
is good to very good (Shaffer, personal commu-
nication, October 1999). In addition, DISC
queries about suicidality have good concurrent
validity, as evidenced by associations with
“caseness” defined by cutoff scores on scales of
suicidal ideation (King et al., 1997; Prinstein et
al., 2001). Reports of current suicidal ideation
and lifetime history of attempts were found
to be related to subsequent suicidal behavior
(Shaffer, personal communication, October
1999).

Interviews focused solely on assessment of
suicidality or self-harm behaviors include the
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Lifetime Parasuicide Count (LPC; Linehan &
Comtois, 1997) and the Suicidal Behaviors In-
terview (SBI; Reynolds, 1989, 1990). The LPC
was developed for adults and may be used to
assess number of discrete episodes of both sui-
cidal and nonsuicidal self-harm behaviors, al-
though the instrument does not assess thoughts
associated with self-harm. For most respon-
dents, the LPC probably takes approximately
15 minutes or less (although administration
time may vary with how well respondents re-
member the episodes and the number of self-
harm episodes). Self-harm behaviors assessed
with the LPC are classified as being associated
with no intent to die (nonsuicidal self-harm), or
with ambivalence and/or intent to die (both of
the latter are considered to be suicide at-
tempts). Relatively little psychometric informa-
tion is available regarding the LPC, but it has
been used in clinical settings, and adolescents
with MDD, borderline personality disorder,
and/or three or more Axis I psychiatric disor-
ders were found to have more suicidal behav-
iors, as assessed with the LPC, than youth
without these conditions (Velting & Miller,
1998).

The SBI, a 20-question semistructured inter-
view, has been used with high-risk youth identi-
fied through screening evaluations in both
school and clinical settings (Reynolds &
Mazza, 1999). There are separate questions in
the SBI about thoughts of wishing to be dead,
thoughts of wanting to kill oneself, suicide
attempts, and nonsuicidal self-harm behav-
ior. The items regarding suicide attempts are
consistent with the O’Carroll and colleagues
(1996) nomenclature. The SBI has been found
to have very high interrater reliability and in-
ternal consistency (Reynolds, 1990; Reynolds
& Mazza, 1993), as well as considerable con-
current validity, as reflected in associations
with number of past attempts, distress, and
measures of depression (Champion, Carey, &
Hodges, 1994; Reynolds, 1990; Reynolds &
Mazza, 1999).

Depression questionnaires also often have
items about suicidal thoughts that can be used
as screens for the presence of suicidal ideation.
For example, both the Beck Depression Inven-
tory (BDI; Beck & Steer, 1987), which is appro-
priate for adolescents, and the Children’s De-
pression Inventory (CDI), which is appropriate
for children, have items assessing suicidal
thoughts in the last 2 weeks. Both items assess
severity of suicidal ideation, from no suicide

ideation to thoughts of wanting to kill oneself
(with no intent to do so), to a desire to kill one-
self, if given the chance. These scales have been
used in both community and clinical settings
(Ivarsson, Gillbert, Arvidsson, & Broberg,
2002; Joiner, Rudd, Rouleau, & Wagner, 2000;
Overholser, Adams, Lehnert, & Brinkman,
1995; Steer, Kumar, Ranieri, & Beck, 1998).
Overholser and colleagues (1995) developed
items that can be appended to the copyrighted
version of the CDI to assess for previous sui-
cidal behavior as well. This is particularly im-
portant, because suicidal thoughts may wax
and wane over time, but past history of suicide
attempts is one of the best predictors of future
suicidal behavior (Joiner et al., 2005).

Several questionnaires of note have been
developed specifically to assess severity of sui-
cidal ideation or suicidal behaviors. The 14-
item Suicidal Behaviors Questionnaire (SBQ-
14) was developed to assess suicidal thoughts
and behavior in adults (Linehan, 1996). A very
brief, four-item version of the SBQ, the Suicidal
Behaviors Questionnaire for Children (SBQ-
C), was developed for use with children (Cot-
ton & Range, 1993). Questions from the SBQ
have been used with student (Cole, 1989a,
1989b; Osman et al., 1998), incarcerated
(Cole, 1989b), and clinically ascertained sam-
ples (Kashden, Fremouw, Callahan, &
Franzen, 1993; Osman et al., 1996). The SBQ-
C has been used with children from both com-
munity and clinical settings (Payne & Billie,
1996). The SBQ-14 includes questions about
frequency and intensity of suicidal ideation,
suicide threats, suicide attempts and
nonsuicidal self-harm behavior, and expecta-
tions about suicidal behavior. However, the ini-
tial question about suicidal ideation treats sui-
cidal thoughts and suicide attempts as a
continuum; one of the choices on this rating
scale (“I attempted to kill myself, but I do not
think I really meant to die”) may be confusing
in that suicide attempts are by definition con-
sidered to be associated with some intent to
die. Items from the SBQ-14 have been shown
to have concurrent validity, as reflected in cor-
relations with rated reasons for living, de-
pression, hopelessness, and impulsivity scales
(Cole, 1989a, 1989b; Kashden et al., 1993;
Osman et al., 1996, 1998). The four SBQ-C
items are very similar to the items in the SBQ-
14 that are used to assess suicidal thoughts and
attempts, frequency of suicidal thoughts, tell-
ing others about suicidal thoughts, and expec-
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tations of suicide. However, the SBQ-C also
includes the aforementioned potentially con-
fusing query (from the SBQ-14) about suicide
attempts without intent to die. The SBQ-C has
been found to be internally consistent and
scores on the SBQ-C have been found to be
associated with depression and hopelessness
scores (Payne & Billie, 1996).

The Beck Scale for Suicide Ideation (BSS;
Beck & Steer, 1991), a questionnaire based on
the interview-format Scale for Suicide Ideation
(Beck, Kovacs, & Weissman, 1979), is one of
the most widely used measures of suicidal idea-
tion and includes items assessing passive sui-
cidal ideation (when respondents state that
they do not think they would take steps to save
themselves if in harm’s way). The scale also has
one item assessing history of attempts. The BSS
has been found to be internally consistent in
clinical samples of adolescents (Kumar & Steer,
1995; Steer, Kumar, & Beck, 1993), but it is
not clear whether it has been used with com-
munity samples. Severity scores on the BSS are
predictably related to constructs such as de-
pression, hopelessness, and another measure
of suicidal thoughts (Kumar & Steer, 1995;
Reinecke, DuBois, & Schultz, 2001; Steer et
al., 1993).

The Suicidal Ideation Questionnaire (SIQ)
was developed for use with high school youth,
and the Suicidal Ideation Questionnaire—
Junior (SIQ-JR), for use with junior high
school (grades 7, 8, and 9) youth (Reynolds,
1988). Both scales assess a continuum of sever-
ity of thoughts of death to active suicidal idea-
tion. Cutoffs on these scales denote clinically
suicidal thoughts. One limitation of the scales
when used as stand-alone screeners is that they
do not include any items assessing suicidal or
nonsuicidal self-harm behaviors. These reli-
able, highly internally consistent scales have
been used in multiple clinical and nonclinical
(primarily school) settings (Dick, Beals, Man-
son, & Bechtold, 1994; Hewitt, Newton, Flet,
& Callander, 1997; Pinto, Whisman, & Mc-
Coy, 1997; Reynolds, 1988; Reynolds &
Mazza, 1999). The scales have been well vali-
dated, as exemplified by correlations with de-
pression, hopelessness, reasons for living, sui-
cide attempts, and scores on other suicidality
measures (Hewitt et al., 1997; King, Raskin,
Gdowski, Butkus, & Opipari, 1990; Mazza,
2000; Pinto & Whisman, 1996; Pinto,
Whisman, & Conwell, 1998; Reinecke et al.,
2001; Reynolds, 1988). SIQ-JR scores also

have been found to predict later suicide at-
tempts (King et al., 1995).

The Functional Assessment of Self-Harm
(FASM; Lloyd, Kelley, & Hope, 1997) is a self-
report instrument used to assess types and fre-
quency of self-harm behavior (e.g., cutting and
carving on oneself, pulling hair, biting self,
“erasing skin,” picking at wound, hitting self
on purpose) during the past year. Questions on
this instrument assess whether the self-harm
behaviors are nonsuicidal or suicidal in nature,
whether the respondent was using alcohol or
drugs while engaging in self-harm, whether the
self-harm was impulsive, and age of first self-
harm. For treatment planning purposes, the
scale additionally includes questions about the
different anticipated functions of the self-harm
behavior. The FASM has been used both with
clinical and nonclinical samples of adolescents,
and its scales have adequate internal consis-
tency (Guertin et al., 2001; Lloyd et al., 1997;
Nock & Prinstein, 2004, 2005).

Assessment in Prediction of Suicidality

Assessment of risk for future suicidality is also
an important task for the practicing clinician.
Risk assessment instruments are developed pri-
marily to assess risk of future suicidality or to
screen for individuals who may be at risk for
suicidality. Despite the availability of a number
of risk assessment instruments to assist clini-
cians in assessing risk, it is notable that many
clinicians who work with suicidal clients do
not routinely incorporate assessment instru-
ments into their practice (Jobes, Eyman, &
Yufit, 1995). Perhaps the most important func-
tion of a risk assessment instrument is the de-
gree to which it is actually predictive of later
suicidal behavior (i.e., has established predic-
tive validity; Goldston, 2003). Many available
risk assessment instruments have been shown
to have only cross-sectional, rather than pre-
dictive, associations with suicidal behaviors.
Nonetheless, not every factor associated with
suicidal thoughts or behavior at a single point
in time is related to later suicidal behavior.

Risk assessment instruments include several
self-report questionnaires. Some of these focus
on specific constructs associated with vulnera-
bility and protective factors for suicidal behav-
ior, whereas others include combinations of
different risk and protective factors. With re-
gard to self-report questionnaires, some of the
most promising instruments focus on the as-
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sessment of cognitive states associated with
suicidality. For example, the Beck Hopelessness
Scale (BHS; Beck & Steer, 1988; Beck,
Weissman, Lester, & Trexler, 1974; Steer &
Beck, 1988), which was developed for adults,
has also been used with adolescents in school
and clinical settings for the assessment of pessi-
mism or hopeless attitudes about the future
(Brent et al., 1997, 1998; Goldston et al., 2001;
Osman et al., 1998; Rotheram-Borus &
Trautman, 1988). The BHS has been found to
be internally consistent in samples of clinically
ascertained suicidal adolescents (Steer et al.,
1993), and to have a wealth of concurrent va-
lidity, as reflected in associations with assess-
ments of depression, fewer reasons for living,
and history of suicide attempts (Goldston et al.,
2001; Osman et al., 1998; Reinecke et al.,
2001). Most importantly, among outpatient
adults, the BHS has been found to predict later
suicide over a 20-year period of time (Brown,
Beck, Steer, & Grisham, 2000), and in formerly
hospitalized adolescents and adults in clinical
settings, higher BHS scores have been found to
predict repeat suicide attempts (Brittlebank et
al., 1990; Goldston et al., 2001; Scott, House,
Yates, & Harrington, 1997). Higher BHS
scores also have been found to be associated
with earlier discontinuation of treatment for
depression among adolescents (Brent et al.,
1997).

A child version of the BHS for youth as
young as ages 6–13, the Hopelessness Scale for
Children (HSC), has been developed (Kazdin,
Rodgers, & Colbus, 1986) for assessments
with children and adolescents in school and
clinical settings (Asarnow & Guthrie, 1989;
Cole, 1989a, 1989b; Hewitt et al., 1997;
Kashani, Suarez, Allan, & Reid, 1997; Nock &
Kazdin, 2002; Reifman & Windle, 1995). Par-
ticularly in clinical samples, the HSC has been
found to be highly internally consistent
(Kazdin et al., 1986; Spirito, Williams, Stark,
& Hart, 1988). Similar to the BHS, a number
of studies have documented the relationship
between hopelessness assessed with the HSC
and depression and fewer reasons for living
(Asarnow & Guthrie, 1989; Cole, 1989a,
1989b; Pinto et al., 1998). However, findings
are mixed pertaining to whether HSC scores
are related to indices of suicidality cross-
sectionally after controlling for depression
(Asarnow & Guthrie, 1989; Cole, 1989a;
Myers, McCauley, Calderon, Mitchell, et al.,
1991; Nock & Kazdin, 2002). In one study of

hospitalized adolescents, HSC scores were
found to predict suicide attempts within
18 months (Brinkman-Sull, Overholser, &
Silverman, 2000). However, HSC scores were
not related to subsequent suicidality in another
study (Myers, McCauley, Calderon, & Treder,
1991).

As mentioned earlier, perceived reasons for
living have been found to be a protective factor
against suicide. The 48-item Reasons for Living
Inventory (RFL-48), originally developed for
assessing perceptions of reasons for not killing
oneself in adult populations (Linehan,
Goodstein, Nielsen, & Chiles, 1983), has also
been used with adolescents (Goldston et al.,
2001). Additional versions of this scale have
been developed, including two versions specifi-
cally for use with adolescents: the Reasons for
Living Inventory for Adolescents (RFL-A;
Osman et al., 1998), and the Brief Reasons for
Living Inventory for Adolescents (BRFL-A;
Osman et al., 1996). Each version of the RFL
has different subscales. However, on the RFL-
48, the items on the Survival and Coping Be-
liefs subscale have the highest internal consis-
tency (Pinto et al., 1998), and seem to be most
highly related (in cross-sectional analyses) to
suicidality, after controlling for severity of de-
pression and hopelessness (Cole, 1989b). In a
longitudinal study of formerly psychiatrically
hospitalized adolescents, higher RFL-48 Sur-
vival and Coping Beliefs subscale scores were
associated with fewer repeat suicide attempts
over the course of the follow-up (Goldston et
al., 2001). In cross-sectional studies, many of
the subscales of the RFL-A and the BRFL-A
were also predictably associated with con-
structs such as estimated suicide probability,
suicidal ideation, and hopelessness (Gutierrez,
Osman, Kopper, & Barrios, 2000; Osman et
al., 1996, 1998). However, these latter RFL
versions have not been demonstrated to be pre-
dictive of future suicidality (Goldston, 2003).

The BHS, HSC, and various versions of the
RFL questionnaires are but a few of myriad
risk assessment instruments available (Gold-
ston, 2003). However, these questionnaires are
among the very few that have demonstrated
predictive validity, and, in at least some sam-
ples, scores on these questionnaires have been
shown to predict later suicidal behavior. In ad-
dition, these questionnaires are brief and can
be administered easily in school or clinical set-
tings, typically taking 5–10 minutes for com-
pletion. Importantly, hopelessness and reasons
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for living in particular have the additional ad-
vantage of being easily targeted in treatments
for suicidality. For example, a clinician may use
cognitive therapy to help modify the maladap-
tive negative thoughts associated with hope-
lessness, and a variety of clinical approaches to
strengthen existing reasons for living or de-
velop new reasons for living.

A number of multistage screening proce-
dures have been developed to assess suicide
risk. Multistage approaches are advantageous
insofar as screening with single instruments of-
ten results in unacceptable numbers of false
positives (individuals identified as being “at
risk” who are not at serious risk). Screening as-
sessments are an integral part of suicide pre-
vention efforts that focus on identifying indi-
viduals at risk in order to provide referrals to
treatment or indicate selective prevention ef-
forts. The first multistage suicide assessment
system includes the Columbia Suicide Screen
and the DISC (Shaffer & Craft, 1999; Shaffer,
Wilcox, et al., 1996). The Columbia Suicide
Screen is an 11-item self-report instrument that
assesses suicide attempts and suicidal ideation,
negative mood, substance abuse, and whether
the respondent has a self-perceived need for
treatment and is or is not receiving treatment
(Shaffer et al., 2004). The algorithm for identi-
fying risk on the Columbia Suicide Screen with
the best balance between sensitivity and speci-
ficity yielded 75% sensitivity and 83% specific-
ity (Shaffer et al., 2004). However, the 8-day
test–retest reliability of this algorithm was only
in the “fair” range (Altman, 1991), largely due
to symptom attenuation (reduction of symp-
toms reporting at a second assessment). As
noted by Shaffer and colleagues (2004), the sig-
nificance of the drop-off in responding at a sec-
ond assessment point is unclear, as is whether
the initial or second assessment time points
were more “valid.” Because of these questions
and the possibility for a large number of false
positives when screening large groups of stu-
dents (as is typically done with the Columbia
Suicide Screen), it is recommended that the
DISC be used as a second-stage screening to
identify appropriate students (Shaffer et al.,
2004). On the basis of these results, the clini-
cian can meet individually with at-risk students
to determine whether they need referrals
for treatment. The Columbia Suicide Screen
method is being increasingly disseminated and
is capable of identifying many at-risk students
in need of services. It is less clear whether refer-

ral to treatment actually reduces their risk for
suicidal behavior, and studies are currently un-
derway to examine this possibility. One practi-
cal concern that is sometimes voiced about
large-scale screenings for suicide risk, such as
the Columbia Suicide Screen, is that the num-
ber of students identified may potentially over-
whelm school counselors’ offices. Hence, it is
important to ensure that resources are in place
to meet the needs of newly identified at-risk
students, and that referrals for treatment are
available for students in need.

A second multistage screening assessment in-
cludes the Evaluation of Suicide Risk among
Adolescents and the Imminent Danger Assess-
ment (Bradley & Rotheram-Borus, 1990;
Rotheram, 1987; Rotheram-Borus, 1989). The
first-stage screening instrument may be used to
help identify adolescents who are suicidal or at
risk for suicidal behavior. This instrument
includes a number of questions about both
suicidality (e.g., lifetime suicide ideation and
attempts, recent suicide attempts, exposure to
suicidal behavior), and symptoms of depres-
sion and conduct disorder. Individuals who
screen positive in the first-stage evaluation may
then be evaluated with the Imminent Danger
Assessment, described earlier in the section on
assessing imminent risk of suicide. Interrater
reliability for this set of assessment procedures
was found to be very high (Rotheram-Borus &
Bradley, 1991). These screening procedures
have been used in settings with high-risk ado-
lescents, including runaway teenagers, GLB
teenagers, and teenagers who present for
crisis services (Rotheram-Borus & Bradley,
1991; Rotheram-Borus, Hunter, & Rosario,
1994; Rotheram-Borus, Walker, & Ferns,
1996).

A third multistage screening assessment in-
cludes the High School Questionnaire (with the
embedded Suicide Risk Screen [SRS]) and the
Measure of Adolescent Potential for Suicide
(MAPS) (Eggert, Thompson, & Herting, 1994;
Eggert, Thompson, Herting, & Nicholas,
1995; Thompson & Eggert, 1999). In the first
part of this assessment, adolescents are asked
to complete the High School Questionnaire.
Embedded within it are items assessing current
suicidal thoughts and behavior, depression, and
alcohol or substance use. Individuals who are
considered at risk on the basis of the initial
screen are then administered the MAPS via
computer. The MAPS, a 2-hour assessment,
covers “direct suicide risk factors” (e.g., sui-
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cidal thoughts, suicidal behaviors, exposure to
suicide, preparation for suicide), “related risk
factors” (e.g., depression, hopelessness, sub-
stance abuse, school dropout risk), and protec-
tive factors (e.g., self-esteem, support from oth-
ers, sense of personal control). This screening
system has been used to identify students
thought to be at high risk for engaging in sui-
cidal behavior in the schools (Eggert et al.,
1994, 1995; Thompson & Eggert, 1999;
Thompson, Eggert, & Herting, 2000; Thomp-
son, Eggert, Randell, & Pike, 2001). Classifica-
tions of risk made with the SRS were found to
be differentially and predictably related to both
an independent measure of suicidal ideation
and clinicians’ judgments of risk (Thompson &
Eggert, 1999). Ratings on the MAPS scales had
correlations ranging from .52 to .79 with a
scale of “suicide potential” (Eggert et al.,
1994). Although this screening assessment is
advantageous because of its assessment of mul-
tiple risk behaviors and its integration with a
brief supportive intervention, difficulties may
be encountered in its implementation or in sus-
taining its use in the school systems because of
the large number of false positives associated
with the first stage of screening (Hallfors et al.,
2006).

The final multistage assessment combines
the SIQ and the SBI (Reynolds, 1991). This
multistage assessment differs from the others
insofar as it focuses primarily on suicidal
thoughts and suicidal behaviors rather than
other risk and protective factors. Both of the
instruments used in this multistage assessment
have excellent psychometric properties and
were described previously. However, Reynolds
has suggested that screenings with the SIQ
alone can result in an unacceptable number of
false positives; for example, approximately
10% of screened adolescents tend to score
above the cutoff (Reynolds, 1991). Hence, it is
useful to follow up with more detailed assess-
ment of suicidality and risk in individuals iden-
tified as suicidal in the initial screen. A poten-
tial difficulty with this approach is that the
initial screen (the SIQ) assesses suicidal
thoughts but not suicidal behavior (Goldston,
2003). Given that suicidal ideation may fluctu-
ate over time, even among individuals with his-
tories of suicidal behaviors, this screening ap-
proach may miss adolescents at high risk for
subsequent suicidality by virtue of their past
suicidal behaviors (Goldston, 2003).

Assessment of the Clinical Characteristics
of Self-Harm Behaviors

The clinical characteristics of suicide attempts
(e.g., stated intent, medical lethality) are often
considered to be good indicators of risk for fu-
ture suicidal behavior by treatment providers.
For example, in a survey of psychologists,
Peruzzi and Bongar (1999) found that “medi-
cal seriousness of past attempts” was rated the
most important or critical factor by psycholo-
gists in estimating the degree of risk for suicidal
behavior in a hypothetical patient with major
depression. As described by Goldston (2003), a
number of instruments assess clinical charac-
teristics of suicidal behavior, such as intent or
medical lethality. These instruments may be
useful for descriptive purposes, in particular,
for capturing the “topography” of suicidal
behavior, such as methods, degree of planning,
and so on—information that may be of use in
treatment planning. In some cases, clinical
characteristics have been found to be related to
later suicidal behaviors in adult populations.
However, the relationship between clinical
characteristics of suicidal behavior and either
the occurrence of future suicidal behavior
among adolescents or the clinical characteris-
tics of future suicidal behavior has not yet been
demonstrated empirically (Goldston, 2003).

Examples of two instruments that assess
clinical characteristics of suicidal behavior are
the Beck Suicide Intent Scale (SIS; Beck,
Schuyler, & Herman, 1974) and the Lethality
of Suicide Attempt Rating Scale (Smith, Con-
roy, & Ehler, 1984). The SIS is administered as
a semistructured interview and is considered by
its authors to be appropriate for both adoles-
cents and adults (Steer & Beck, 1988). The SIS
comprises two parts—one assessing the objec-
tive intent associated with a suicide attempt,
and the other assessing subjective intent. The
part that assesses objective intent focuses on as-
pects of the suicidal behavior or context that
can be observed, such as precautions taken
against discovery, amount of planning, com-
munications to others, and whether a suicide
note was left. The section assessing subjective
indications of intent includes the perceived seri-
ousness of the suicide attempt and whether the
respondent expected to die. The SIS has been
used in clinical settings with adolescents who
attempt suicide (Groholt, Ekeberg, & Haldor-
sen, 2000; Hawton, Kingsbury, Steinhardt,
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James, & Fagg, 1999; Kingsbury, 1993; Nock
& Kazdin, 2002; Spirito et al., 1994, 1996)
and has been shown to have good interrater re-
liability (Brent et al., 1988). The subjective por-
tion of the scale, in particular, was found to be
internally consistent (Spirito et al., 1996). In
one study, the two sections of the SIS were not
strongly associated (Kingsbury, 1993), raising
questions about the degree to which they are
tapping into the same construct. SIS scores
have concurrent validity, as evidenced by corre-
lations with hopelessness, depression severity,
and suicidal ideation constructs (DeMaso et
al., 1994; Enns, Inayatulla, Cox, & Cheyne,
1997; Nock & Kazdin, 2002; Spirito et al.,
1996). Among adults, suicide intent in previous
suicide attempts, as assessed with the SIS, has
been found to be related to eventual death
by suicide (Harriss, Hawton, & Zahl, 2005;
Suominen, Isometsa, Ostamo, & Lonnqvist,
2004), although the positive predictive value of
intent as a predictor was low (Harriss et al.,
2005). In adolescents, intent did not differenti-
ate between single and repeat attempters in a 1-
year follow-up (Hawton et al., 1999), nor was
it related to repeat suicide attempts in a 3-
month follow-up (Spirito et al., 1994).

The Lethality of Suicide Attempt Rating
Scale (Smith et al., 1984), a clinician-rated
scale of degree of medical lethality resulting
from suicide attempts, has been used with ado-
lescents in various settings (Lewinsohn, Rohde,
& Seeley, 1993; Lewinsohn et al., 1994, 1996)
and has demonstrated both good interrater re-
liability (Nasser & Overholser, 1999; Smith et
al., 1984) and 6-month test–retest reliability
(Nasser & Overholser, 1999). Higher ratings of
medical lethality have been found to be related
to more severe depression (Lewinsohn et al.,
1996) and indications of higher suicide intent,
such as taking precautions to prevent discov-
ery, not communicating with others about the
attempt, and higher expectations of death asso-
ciated with attempts (Nasser & Overholser,
1999). Nonetheless, the predictive validity of
the Lethality of Suicide Attempt Rating Scale
with adolescents has yet to be examined.

ASSESSMENT FOR TREATMENT MONITORING

Several instruments may be used in clinical set-
tings to monitor the process of treatment and
clinical outcomes. For example, if the purpose

of an intervention is to reduce the severity of an
adolescent’s suicidal thoughts, detection instru-
ments may be used to monitor the course of
suicidality or the effectiveness of the interven-
tion. Additionally, it may be the case that an
adolescent who is not suicidal at the beginning
of an intervention needs to be monitored for
the emergence of suicidality, because he or she
is depressed or is receiving medications. Close
monitoring is particularly important in con-
junction with pharmacotherapy given recent
findings of self-harm adverse events associated
with antidepressant medications in youth
(FDA, 2004; TADS Team, 2004). Finally, risk
factors associated with suicidality are some-
times the target of treatment. For example,
treatment may focus on the reduction of a fac-
tor, or set of factors, such as hopelessness. One
of the most important considerations in choos-
ing an instrument for treatment monitoring is
sensitivity to changes in clinical status.

The two detection instruments that have
been used most commonly for treatment moni-
toring are the BSS and the SIQ, both of which
have been described previously (Beck & Steer,
1991; Reynolds, 1988). The BSS assesses sui-
cidal ideation over the last week, whereas the
SIQ assesses suicidal thoughts over the last
month. With both the BSS and the SIQ, the cli-
nician should also monitor suicide attempts
since the last assessment. The SIQ does not in-
clude an item regarding self-harm behavior,
and the single item regarding past attempts on
the BSS may not be sensitive to recurrent sui-
cidal behaviors.

The BSS was used successfully in a quasi-
experimental study of dialectical behavior ther-
apy (DBT) to demonstrate pre- to posttreat-
ment reductions in suicidal ideation (Rathus &
Miller, 2002). The SIQ was used to compare
the effectiveness of DBT and treatment as usual
(TAU) in an inpatient setting; both DBT and
TAU resulted in significant reductions in sui-
cidal ideation (Katz, Cox, Gunasekara, &
Miller, 2004). No differences were found in
SIQ suicidal ideation scores between adoles-
cents randomized to routine care and those in
routine care plus home visits and family inter-
vention, although scores decreased in both
groups over time (Harrington et al., 1998).
However, in subgroup analyses, there were
lower suicidal ideation scores in the experimen-
tal group condition relative to those in the rou-
tine care alone for youth without major depres-
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sion; there were no treatment effects for youth
with major depression (Harrington et al.,
1998). In an open trial of fluoxetine for depres-
sion in adolescents, the medication resulted in
significant reductions in SIQ-assessed suicidal
thoughts for seven of the eight patients (Colle,
Belair, DiFeo, Weiss, & LaRoche, 1994). In the
TADS, 439 adolescents were randomized to
four conditions: fluoxetine (and general sup-
port), placebo (and general support), cognitive-
behavioral therapy, and combined fluoxetine
and cognitive-behavioral therapy (TADS Team,
2004). Twelve weeks after the initiation of
treatment, suicidal ideation, as assessed with
the SIQ-JR, had been reduced in all four condi-
tions. However, there were differences in the
rates of reductions of suicidal ideation, with
the combination treatment group evidencing
greater rates of change than the placebo group,
and the other two groups evidencing rates of
change that did not differ significantly from
placebo (TADS Team, 2004).

Hopelessness is a risk factor that has been
targeted in different interventions, with the
goal of reducing suicidality. A suicide preven-
tion intervention in Israel resulted in reductions
in hopelessness as assessed with the BHS for
targeted students in some, but not all, schools
in which the intervention was used (Orbach &
Bar-Joseph, 1993). Formerly hospitalized sui-
cidal teenagers receiving individual and family
therapy evidenced reductions in BHS scores
from initial assessments to 6-month follow-up
later; similar changes in hopelessness were not
evident for teenagers who declined treatment
(Pillay & Wassenaar, 1995). Hopelessness as
assessed with the HSC did not differ as an out-
come between suicidal adolescents randomized
to routine care and those randomized to rou-
tine care plus an in-home family intervention
(Harrington et al., 1998).

ASSESSMENT FOR TREATMENT PLANNING
PURPOSES: THE FUNCTIONAL ANALYSIS

There is much heterogeneity among youths
who engage in self-harm behavior, and it is un-
likely that a single intervention approach will
be effective with every adolescent. Developing
a functional analysis for an individual who is
suicidal or self-harming is useful for under-
standing the context of self-harm behavior and
may be helpful in developing an individualized,
targeted treatment plan. One approach to

the development of a functional analysis
is the S-O-R-C (stimulus–organism–response–
consequences) model described by Goldfried
and Sprafkin (1976). In the S-O-R-C model,
the S refers to the discriminative stimuli or trig-
gers thought to be associated with the behavior
of interest (self-harm behavior). The O refers
to vulnerability or protective factors that are
specific to the organism or individual. These
factors may moderate or mediate the relation-
ship between the precipitants in the environ-
ment and the likelihood of a response of inter-
est (suicidal or nonsuicidal self-harm behavior)
occurring. For example, it may be the case that
an adolescent attempts suicide in the aftermath
of a breakup with a romantic partner. Clearly,
not every adolescent attempts suicide when
breaking off a relationship, so there must be
factors that increase or decrease the likelihood
of suicidal behavior occurring in the presence
of those environmental events. The R in the S-
O-R-C model represents the response of inter-
est, in this case, suicidal or nonsuicidal self-
harm behavior, and the topography of the
responses (e.g., methods). The C in the model
represents consequences that occur after an in-
dividuals engages in the self-harm behavior.

To illustrate how the functional analysis may
be used in treatment planning, consider the S
part of the model. The most common precip-
itants for suicidal behavior in adolescents are
interpersonal loss or conflict and disciplinary
or legal action (Adams et al., 1994; Beautrais et
al., 1997; Gould et al., 1996). With informa-
tion about the specific precipitants, the clini-
cian can help the adolescent anticipate such sit-
uations and develop strategies for coping with
or avoiding problematic situations. Alterna-
tively, the clinician can help the adolescent as-
certain whether the initial precipitating crisis
has been resolved or is likely to recur, and plan
steps to ensure that there is not a recurrence of
these difficulties (e.g., family therapy to reduce
the likelihood of arguments in the home).

With regard to the O part of the model, there
are a number of risk and protective factors for
suicidal behaviors, as described earlier in this
chapter. With knowledge of these risk and pro-
tective factors on an individual basis, the clini-
cian may focus on helping the adolescent to de-
crease risk and enhance protective factors. For
example, an adolescent may evidence markedly
poor problem-solving skills in the face of high
levels or distress, and may fail to perceive that
behavioral options other than continued mis-
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ery or suicide exist. In such a case, the clinician
can focus on problem-solving ability, working
with the adolescent specifically to develop fa-
cility in generating and adopting alternative so-
lutions to different problems. The clinician
may try to reduce dysregulation of mood by
focusing on associated cognitions with
cognitive-behavioral approaches, or may focus
on problematic patterns in relationships and
role transitions that contribute to distress with
interpersonal approaches. Alternatively, the cli-
nician may help the adolescent to recognize or
develop reasons for living, to plan for the fu-
ture, or to participate in activities that may lead
to increased positive social support.

Information about the response (self-harm
behavior) itself can provide potentially useful in-
formation for treatment planning purposes. For
example, with regard to information about the
methods used, no research, to our knowledge,
has demonstrated that individuals are more
likely to choose the suicide method they used
previously relative to other methods. However,
the fact that the youth has used this method pre-
viously does let the clinician know that this
method is in the youth’s behavioral repertoire;
there no longer is any doubt that the youth is
capable of using this method to engage in self-
harm. Similarly, suicidal thoughts and prepara-
tory behaviors antecedent to actual suicide at-
tempts may provide useful information about
what the adolescent is considering, or how he or
she goes about planning for suicide. The clini-
cian may incorporate such information into
safety planning, for example, restricting access
to certain methods. For example, if an adoles-
cent has thought about or tried to wreck a car as
a way to attempt suicide, it makes sense to re-
strict access to the automobile and to driving,
until theadolescent is no longer feeling suicidal.

Last, there are always consequences (the C in
the functional analysis) following self-harm
behavior. To the extent that the self-harm
behavior results in a reduction in negative
mood (e.g., relief or catharsis), the response
will have been negatively reinforced. To the ex-
tent that self-harm behavior results in attention
or support from peers or family that otherwise
was not available, or to the extent that a diffi-
cult situation becomes resolved (because every-
one realizes how “upset” the individual is), the
response will be positively reinforced. In both
cases, from a behavioral perspective, the re-
sponse (self-harm) is more likely to occur when
the individual is once again in the presence of

the discriminative stimuli, because of the rein-
forcing consequences. To this end, the therapist
may work to reduce sources of positive atten-
tion for self-harm behavior or to help the ado-
lescent develop new behaviors that yield the
same consequences of support or relief.

The Functional Analysis
and Psychiatric Comorbidities

As described by Goldston (2004), when sui-
cidal or self-harm behavior is comorbid with
psychiatric disorders, for treatment planning
purposes it often is useful to identify the func-
tional similarities of the co-occurring prob-
lems. For example, to varying degrees, suicidal
behavior may have antecedents, risk and pro-
tective factors, or consequences similar to the
other problem behaviors. To the extent that
such functional commonalities may be identi-
fied, chances of developing an integrated treat-
ment approach increase and interventions may
be selected to impact multiple problem areas.

An example of a functional analysis focusing
on the similarities between suicidal behaviors
and substance abuse is presented in Figure 7.1.
The information presented in the boxes is the
actual functional analysis (the precipitants, risk
and protective factors, consequences, etc.). In
the circles are examples of interventions that
may be used to target different aspects of the
functional analysis to reduce suicidal and sub-
stance use behaviors. The arrows from the cir-
cles to the boxes illustrate targeted aspects of
the context of the problem behaviors.

As an illustration, for a particular teen, the
antecedents of both suicidal behaviors and sub-
stance use may be chronic arguments with par-
ents. Based on this analysis, the clinician can
choose an intervention that focuses on reduc-
ing the pattern of conflict between the adoles-
cent and parents. The adolescent may have
poor problem-solving skills that make it diffi-
cult to choose alternative behaviors in stressful
situations. The clinician may provide problem-
solving training or help the adolescent to antic-
ipate difficult situations, so that he or she can
plan accordingly. To the extent that an adoles-
cent engages in both substance use and self-
harm behaviors to reduce negative affect (i.e.,
“self-medicates”), the clinician can focus on
helping him or her to learn new coping strate-
gies (e.g., relaxation techniques, meditation) to
reduce or to help the adolescent “let go” of un-
pleasant feelings or increase positive feelings.
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The Functional Analysis
and Cultural Considerations

A number of cultural differences and nuances
in the context of suicidal behavior should be
considered in assessment. These cultural differ-
ences in suicidal behavior and its context may
also be described with the functional analytic
model (Goldston et al., under review). For ex-
ample, in terms of triggers, Asian Americans

may experience “loss of face” when they do
not meet expectations for their behavior or
they “upset group harmony” (Zane & Mak,
2003). Loss of face in turn can be associated
with depression and suicidal behavior. In an-
other example, Zayas, Lester, Cabassa, and
Fortuna (2005) noted that among Latinas, the
precipitants for suicidal behavior often occur in
the context of the family and may manifest as
conflicts between the culture of origin and ma-
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jority culture in areas such as role expectations
and socialization (e.g., the centrality of the
family, independence, dating).

In terms of vulnerability and protective fac-
tors, numerous examples of cultural nuances
and differences should be considered in assess-
ment related to suicidal risk. For example,
among Native Americans, a sense of loss due to
a history of forced relocations, suppression of
traditional language and religion, and attempts
at forced acculturation (e.g., boarding schools)
is believed to be associated with hopelessness
or demoralization (Brave Heart, 1998; 1999;
Duran & Duran, 1995; O’Nell, 1993). Con-
versely, enculturation, or the degree to which
an individual is involved in his or her tradi-
tional native activities or religion, or with tribal
elders or extended family (Whitbeck, Adams,
Hoyt, & Chen, 2004) may help to protect
against mental health problems or suicidality
(Goldston et al., under review). Similarly,
among African Americans and other ethnic
groups, perceived discrimination and racism
may be associated with increased stress (Clark,
Anderson, Clark, & Williams, 1999), and in-
creased risk factors for suicidal behavior, such
as hopelessness and increased substance use
(Gibbons, Gerrard, Cleveland, Wills, & Brody,
2004; Nyborg & Curry, 2003; Wong, Eccles,
& Sameroff, 2003). Nonetheless, the cultural
cohesion of stable African American communi-
ties and extended family may help to impart a
greater sense of ethnic identity, which in turn
protects against various problem behaviors
(Wong et al., 2003). Among both Latino and
Asian American communities, acculturative
stress may result in discrepancies in values, ex-
pectations for behaviors, and roles between the
country of origin (or the parents’ country of or-
igin) and the majority culture. Such conflicts
may increase distress and risk for suicidal
behavior (e.g., Hovey, 2000a, 2000b).

The reactions to suicide and suicidal behav-
ior in different cultures vary. For example, it
has been noted that African American women
sometimes “normalize” distress (Brown, Abe-
Kin, & Barrio, 2003) and associated problems
such as depression, considering such difficulties
to be a “normal” part of day-to-day living that
may be overcome through hard work and
determination (Breland-Noble, 2004). Asian
American families may be reluctant to talk
about suicide because they fear the shame it
will bring to the family (Morrison & Downey,
2000). Latino families may interpret suicidal

behaviors as part of a cultural syndrome asso-
ciated with distress, ataques de nervios (Zayas
et al., 2005). In each of these cases, the cultural
context tends to mitigate against seeking pro-
fessional help for suicidal behaviors. Hence,
careful assessment of the cultural context and
reactions to suicidal behavior is critical to de-
velop culturally relevant treatment plans to en-
gage and retain individuals from diverse back-
grounds.

ETHICAL CONSIDERATIONS IN ASSESSMENT AND
MONITORING OF SUICIDAL PATIENTS

Careful assessment and monitoring of suicidal
behaviors and risk are ethically mandated in
clinical care. Berman, Jobes, and Silverman
(2006) have pointed out that in general, two
major issues are associated with liability in the
care of suicidal patients. The first is foresee-
ability; that is, it is incumbent upon the health
care provider to evaluate risk for suicidality
by obtaining relevant history, current suicidal
thoughts and intent, and information about
risk factors for suicidal behaviors. This infor-
mation should come from multiple sources, if
possible, but particularly from direct interview
and assessments with the adolescent patient
and his or her parents or guardians. Foresee-
ability refers not only to the assessment of sui-
cidal behaviors and risk at an initial assess-
ment, but particularly for patients who are
currently suicidal or thought to be at risk, also
to an ongoing process of risk assessment.

In the second issue of liability, reasonable
care (Berman, Jobes, & Silverman, 2006), the
clinician should take appropriate and adequate
steps to ensure development of a treatment
plan to reduce the patient’s suicidality and as-
sociated problems. This treatment plan should
include steps by the clinician to assess safety is-
sues and to develop an adequate safety plan
that includes monitoring younger patients and
removing means for attempting suicide. If the
patient is not responding to treatment, the cli-
nician should evaluate adequacy of the treat-
ment approach. The instruments described in
this chapter can help in the assessment of prog-
ress or adequacy of treatment over time. Rea-
sonableness of care also refers to the ethical
mandate not to abandon patients, particularly
high-risk or suicidal patients.

As described earlier, one of the most impor-
tant tasks for a clinician is the assessment of
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imminent risk for suicidal behaviors. In this
regard, when an adolescent is imminently
dangerous to him- or herself, confidentiality
should be broken to ensure that parents or
guardians are informed of the situation, and
the patient is monitored adequately. The break-
ing of confidentiality when patients pose a dan-
ger to themselves is consistent with the ethical
guidelines of the American Psychological Asso-
ciation and the American Psychiatric Associa-
tion. In terms of reasonableness of care, clini-
cians should try to resolve crises or decrease
distress without higher levels of care, but refer-
ral for evaluation of the need for hospitaliza-
tion is sometimes necessary to ensure that the
patient remains safe.

BEST-PRACTICES APPROACH TO EVALUATING
SUICIDALITY IN CLINICAL PRACTICE

To summarize, there are multiple purposes
and considerations in assessing suicidal and
nonsuicidal self-harm behaviors and risk. Far
too often, suicidal and nonsuicidal self-harm
behaviors are simply not assessed, even in clini-
cal settings, for a variety of reasons. This lack
of assessment, particularly with youth known
to have psychiatric, behavioral, or substance
use difficulties, and especially with youth sus-
pected of having depression or a high level of
distress, is negligent and even dangerous.
Hence, the first “best practice recommenda-
tion” is that self-harm behaviors and ideation
about self-harm be routinely assessed in all
youth in clinical settings, or known to have
behavioral, emotional, or substance abuse
problems, regardless of whether the “present-
ing problem” described by the youth or parents
concerns suicidality. For youth with depres-
sion, a high degree of problem severity (e.g., as
indicated by comorbidities or psychiatric hos-
pitalization), a history of self-harm behavior
(no matter how remote), or for youth receiving
pharmacological treatment for depression,
continued and ongoing monitoring of self-
harm behavior and risk is recommended.

Youth often report considerably more self-
harm behavior or thoughts of self-harm than
adults in their lives report about them. Hence,
a second best-practice recommendation is that
assessment of suicidal behavior and risk should
always include direct reports from youth them-
selves. Ideally, suicide assessments should in-
clude multiple methods (e.g., interview, ob-

servations, questionnaires) and multiple infor-
mants, but reports of the youth should always
be considered. Granted, there may be occasions
in which youth deny suicidal intent or provide
“mixed signals” about their risk or suicidal in-
tent; in such cases, the clinicians should always
err on the side of safety and of being conserva-
tive, because the risks of not acting in such a
matter (e.g., someone killing themselves) are
simply too high.

In assessing imminent risk of self-harm, par-
ticularly in emergency settings, a third best-
practice recommendation is that the clinician
should consider youth reports not only about
suicide intent (because he or she may be deny-
ing suicidality out of embarrassment or a desire
to avoid hospitalization) but also about avail-
able support individuals, and whether the ado-
lescent can articulate credible alternatives to
suicidal behavior if crises continue or recur.
Other factors that should be considered include
youth history of self-harm, and parents’ ability
to monitor the youth and maintain a safe envi-
ronment in the home.

A fourth best-practice recommendation is
that when specific interviews, screens, or ques-
tionnaires are used to help in the detection of
suicidality, clinicians use instruments that are
known to be valid and to be reliable. Such de-
tection instruments include diagnostic inter-
views such as the DISC and the K-SADS, inter-
views focused specifically on self-harm such as
the SBI, and questionnaires such as the BSS and
the SIQ. The latter two instruments have also
proven to be useful in treatment monitoring.

A fifth best-practice recommendation is that
when clinicians use “risk assessment” instru-
ments to evaluate risk or self-harm behavior, the
chosen instruments should be reliable and have
predictive validity (which far too often is not the
case). Available instruments that assess risk vari-
ables, such as hopelessness and severity of de-
pression, and protective variables, such as per-
ceived reasons for living, have demonstrated
predictive validity with youth. In assessing risk,
the clinician also should remember that many
“detection instruments” have predictive validity
insofar as past suicidal behavior is one the best
predictors of future suicidal behavior. Informa-
tion about clinical characteristics of past suicidal
behavior, such as medical lethality or stated in-
tent, should not be considered in risk assess-
ments until such time that those clinical charac-
teristics have actually been shown in prospective
studies to portend higher risk among youth.
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A sixth and final best-practice recommenda-
tion is that rather than a be-all and end-all, as-
sessment of self-harm is part of a process that
includes therapeutic action. For example, if a
clinician determines that an adolescent is at im-
minent risk of suicidality, his or her obligation
is to help ensure the safety of the adolescent, ei-
ther by reducing risk or by referring the adoles-
cent to a setting where he or she can be moni-
tored more closely. If the clinician finds that a
youth in treatment has thoughts about self-
harm, he or she has an obligation to address
these thoughts, to discuss safety considerations
with both the adolescent and caretaker, and to
develop a plan for reducing these thoughts and
risk. If a youth continues to be suicidal, despite
therapeutic efforts, the clinician has an ethical
obligation to examine the adequacy of the
treatment approach.

SUMMARY AND DIRECTIONS
OF FUTURE ASSESSMENTS

For the reduction and prevention of adolescent
self-harm behaviors, clinicians need to recog-
nize and assess risk for self-harm and history of
engaging in these behaviors. Careful clinical as-
sessment is often useful in identifying youth at
risk and in monitoring treatment progress. In
this regard, it is notable that far fewer instru-
ments are available for detecting the presence
of nonsuicidal self-harm than for assessing the
presence or severity of suicidal self-harm. It
also is striking that against the backdrop of the
large number of risk assessment instruments
for suicidality, no instruments, to our knowl-
edge, have been developed specifically to assess
risk for nonsuicidal self-harm behaviors. To the
extent that there is overlap between suicidal
and nonsuicidal self-harm behaviors and their
motivations (with the exception of wanting to
die), it would be useful to evaluate whether risk
assessment instruments developed for suicidal
self-harm behaviors might also have utility in
predicting nonsuicidal self-harm.

In addition, better understanding of the re-
lationship between risk factors and suicidal
behavior over time is needed. For example,
many presumed risk factors may simply be
covariates of increased distress, and it should
be no surprise that distress is related to in-
creased risk for self-harm behavior. Distress
may wax and wane over time, and any predic-
tive relationships between risk factors and

suicidality may similarly vary as a function of
when those risk factors are assessed. To reduce
long-term risk for self-harm behavior, it makes
most sense for preventive and treatment inter-
ventions to target attributes associated with in-
creased risk that are both modifiable and rela-
tively stable over time. In this regard, a recent
prospective study demonstrated that risk fac-
tors for adolescent and young adult suicide at-
tempts include both trait and state variance,
and the more stable trait variance in these mea-
sures is most strongly linked over time to sui-
cide attempts (Goldston, Reboussin, & Daniel,
2006).

Research has increasingly focused on dif-
ferent facets of impulsivity assessed with la-
boratory measures and their relationship to
different areas of brain functioning and sui-
cidality (e.g., Dougherty, Mathias, et al., 2004;
Mathias et al., 2003). Likewise, considerable
research has focused on biological correlates
and processes, particularly those related to se-
rotonergic functioning, potentially associated
with suicidal self-harm behaviors (e.g., Tyano
et al., 2006). Nonetheless, despite a need for
multimethod assessments, the utility of labora-
tory and biological measures in identifying in-
dividuals who may be at increased risk for sub-
sequent suicidality has not been demonstrated
and should be a focus of future research.

There is considerable heterogeneity among
self-harming adolescents (e.g., Goldston et al.,
1996, 1998; Mandell et al., 2006; Walrath et
al., 2001). Different groups of self-harming ad-
olescents are likely to have different character-
istics and different developmental trajectories.
Nonetheless, more research is needed to iden-
tify and characterize these different develop-
mental trajectories and the varied courses of
self-harming behaviors over time. Hand in
hand with such efforts, we need to tailor assess-
ment instruments more specifically toward
identifying not only global risk for self-harm
behaviors but also different groups of self-
harming individuals with their own identifiable
trajectories.

Finally, much research has been devoted to
identifying who engages in self-harm, and the
risk and protective factors for suicidal behav-
ior. Recent research on adolescent nonsuicidal
self-harm has taken this one step further by
identifying the different behavioral functions of
nonsuicidal self-harm behaviors. These func-
tions, in turn, may be useful in developing indi-
vidualized intervention plans for such adoles-
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cents. The utility of a functional analysis for
understanding self-harm behaviors on an indi-
vidual basis was described earlier in this chap-
ter. As an adjunct to such efforts, the field
would greatly benefit from assessment instru-
ments that help to identify the functions associ-
ated with suicidal thoughts and behavior, in a
way that leads to a clearer understanding of the
context of these behaviors and needed direc-
tions for treatment efforts.
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Anxiety in Children and Adolescents

Michael A. Southam-Gerow
Bruce F. Chorpita

Problems related to fears and anxiety in
youth are relatively common, with lifetime

prevalence rates of clinical disorders ranging
from 6 to 15% in epidemiological studies
(e.g., Silverman & Ginsburg, 1998; U.S. Public
Health Service, 2000). Youth with anxiety
problems experience significant and often last-
ing psychosocial impairment, such as poor
school performance, social problems, and
familial conflict (e.g., Langley, Bergman,
McCracken, & Piacentini, 2004; Silverman &
Ginsburg, 1998). The co-occurrence of these
problems with disruptive behavior problems,
depression, or additional anxiety disorders is
also quite high, with rates of co-occurrence
ranging up to 65% in epidemiological samples
(Fergusson, Horwood, & Lynskey, 1993;
Zoccolillo, 1992) and up to 84% in clinic sam-
ples (e.g., Albano, Chorpita, & Barlow, 2003;
Kendall et al., 1997). Thus, the problems found
in these youth are substantial (e.g., Costello,
Angold, & Keeler, 1999; Pine, Cohen, Gurley,
Brook, & Ma, 1998).

Accumulating evidence also supports the no-
tion that such problems have an early onset in
childhood and adolescence. Among the anxiety
disorders, separation anxiety disorder and spe-
cific phobia have the earliest average onset (ap-
proximately age 7), whereas generalized anxi-
ety disorder and obsessive–compulsive disorder

typically have their onset in middle childhood
(age 9–10); onset of social phobia is typically in
early adolescence, and onset of panic disorder
comes latest, around the age of 15 (e.g., Morris
& March, 2004). Anxiety also appears to run a
chronic course into adulthood (Albano et al.,
2003; Pine et al., 1998). Thus, the impairment
associated with anxiety in youth has important
long-term implications for adult functioning
(Pine et al., 1998), with most research suggest-
ing that anxiety symptoms actually worsen
over time (Kendall, 1994) and possibly lead to
depression (e.g., Chorpita & Barlow, 1998) or
substance use disorders (e.g., Compton, Burns,
Egger, & Robertson, 2002; Grant et al., 2004).
Survey data from public schools using a con-
junction of various measures of impaired func-
tioning indicate that 45.8% of children diag-
nosed with anxiety disorders are also classified
as seriously emotionally disturbed (Costello,
Angold, & Burns, 1996).

Given the heightened prevalence of problem-
atic fears and anxiety among children and ado-
lescents, the long-term and broad implications
of not addressing these problems (Albano et
al., 2003; Ollendick, King, & Chorpita, 2005;
Pine et al., 1998), and the significant degree of
distress and impairment experienced by anx-
ious and fearful youth across a range of activi-
ties and situations, research on which treat-
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ments are most effective and useful has grown
substantially (Chorpita & Southam-Gerow,
2006). Most treatments, however, depend
heavily on the clinician’s ability to assess a
child’s anxiety and evaluate his or her need for
treatment. Fortunately, developments in the
area of assessment have made similar strides in
helping professionals to identify youth with
anxiety-related problems, so that treatment
may be provided when necessary (Chorpita &
Southam-Gerow, 2006; see also Compton et
al., 2004; Ollendick et al., 2005).

This chapter examines the research literature
on assessment of anxiety in children and ado-
lescents. We begin with a discussion of the vari-
ous anxiety disorders common among children
and adolescents. Next, we discuss conceptual
issues relevant to assessment, including the
importance of multimethod assessment ap-
proaches and the distinction between content
and process in assessment. Next, we describe
the purposes of assessment and provide a brief
overview of common assessment methods. We
then present a comprehensive review of instru-
ments used in the assessment of anxiety in chil-
dren; in this review, we offer specific assess-
ment approach recommendations. Finally, we
offer some suggestions for future research. Our
focus throughout the chapter is on the real-
world applicability of assessment. As clinical
researchers move toward understanding fac-
tors essential to dissemination of research-
based interventions, many have encouraged the
need for a similar direction for clinical assess-
ment (e.g., Mash & Hunsley, 2005; Silverman
& Ollendick, 2005). We hope that this chapter
serves as a basis for clinicians and administra-
tors in selecting assessment tools for use in ap-
plied settings.

CHILDHOOD ANXIETY DISORDERS

In the fourth, text revised version of the Diag-
nostic and Statistical Manual of Mental Dis-
orders (DSM-IV-TR; American Psychiatric
Association [APA], 2000), children may be di-
agnosed with any of nine anxiety disorders:
separation anxiety disorder (SAD), panic disor-
der (PD), agoraphobia, generalized anxiety dis-
order (GAD, formerly overanxious disorder),
social phobia/social anxiety disorder, specific
(simple) phobia, obsessive–compulsive dis-
order (OCD), posttraumatic stress disorder
(PTSD), and acute stress disorder. These disor-

ders share the emotion of anxiety as the pre-
dominant feature, expressed through specific
and discrete cognitive, physiological, and be-
havioral reactions. What distinguishes one
anxiety disorder from the next is often the fo-
cus of the child’s anxiety. In this section we de-
fine the core and associated features of specific
anxiety disorders affecting children and adoles-
cents. A listing of DSM-IV-TR criteria is pro-
vided in Table 8.1 for each disorder. The reader
interested in the assessment of PTSD and acute
stress disorder is referred to Fletcher (Chapter
9, this volume) for a comprehensive review (see
also Chorpita & Southam-Gerow, 2006, for
discussion of the treatment of PTSD). This re-
view of childhood anxiety disorders and their
features is designed to be brief and illustrative.
Interested readers are referred to more in-depth
discussion of these topics elsewhere (e.g.,
Albano et al., 2003; Beidel & Turner, 2005;
Morris & March, 2004).

Separation Anxiety Disorder

SAD is the only true childhood anxiety disor-
der that remained when DSM-IV (APA, 1994)
was published. The essential feature of SAD is
excessive anxiety and fear concerning separa-
tion from home or from those to whom the
child is attached (e.g., parents or caretakers).
Such anxiety must be inappropriate for the
child’s age and expected developmental level
given that separation anxiety is a normal de-
velopmental phenomenon from approximately
age 7 months to 6 years (Beidel & Turner,
2005; Silverman & Dick-Niederhauser, 2004).
Children must evidence at least three of the
eight symptoms for at least 4 weeks to qualify
for a diagnosis of SAD. Moreover, the distur-
bance must be accompanied by clinically signif-
icant distress or impairment in social, aca-
demic, or other important areas of functioning.
Table 8.1 highlights the DSM-IV criteria for
SAD.

Children diagnosed with SAD are more
likely to report somatic complaints than chil-
dren diagnosed with phobic disorders (e.g.,
Beidel & Turner, 2005; Last, 1991). Children
with SAD may also drop out of activities such
as clubs or sports, if their parents are not ac-
tively involved, but not for lack of interest in
the activity. Friendships may wane due to the
child’s repeated refusal to attend activities
away from home, although children with SAD
in general are socially skilled and well liked by
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peers (Last, 1989). Academic performance may
be compromised by the child’s repeated re-
quests to leave class, and distress and preoccu-
pation with separation concerns. In extreme
form, children with SAD who refuse to attend
school miss important social and academic ex-
periences available only in the school setting
(Kearney, 2001). At times, efforts are made to
provide these children with tutoring and as-
signments to complete at home; however, re-
peated absences place a child at risk for failure
to meet the standards for attendance set forth
in state regulations. Consequently, some chil-
dren are then required to repeat the academic
year and, in extreme cases, are remanded to the
legal system for compliance with school atten-
dance.

Epidemiological studies have suggested the
prevalence of SAD ranges from 2.0 to 12.9%,
with higher prevalence rates for studies involv-
ing younger children (e.g., Silverman & Dick-
Niederhauser, 2004). However, more recent
studies have reported somewhat lower preva-
lence rates, under 5% (e.g., Bolton et al., 2005;

Ford, Goodman, & Meltzer, 2003; Shaffer,
Fisher, Dulcan, & Davies, 1996). Gender dis-
crepancies have been reported, with more fe-
males than males having the disorder, but the
finding is not consistent across all studies (e.g.,
Beidel & Turner, 2005; Silverman & Dick-
Niederhauser, 2004). SAD is the least stable of
the anxiety disorders, with some studies sug-
gesting up to 80% natural remission (e.g.,
Foley, Pickles, Maes, Silberg, & Eaves, 2004).
However, in studies of youth with SAD who
later do not meet SAD criteria often meet crite-
ria for another anxiety disorder diagnosis
(Beidel & Turner, 2005).

Generalized Anxiety Disorder

The core symptoms of GAD in DSM-IV-TR are
listed in Table 8.1. The disorder is character-
ized by excessive and uncontrollable worry
about multiple topics that lasts at least 6
months. Because there is a high rate of comor-
bidity among anxiety disorders (see below), an
important diagnostic consideration relates to
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TABLE 8.1. Brief Diagnostic Criteria for anxiety Disorders from DSM-IV-TR

Separation anxiety
disorder (SAD)

• Developmentally inappropriate and excessive anxiety concerning separation
from home or from those to whom the individual is attached

• Duration: at least 4 weeks

Generalized anxiety
disorder (GAD)

• Excessive worry about multiple situations
• Perception that worry is uncontrollable
• At least three physiological/cognitive symptoms
• Duration: at least 6 months

Social phobia • Excessive and disabling fear of social or evaluative situations.
• Avoidance of situations or endurance with extreme distress
• Duration: at least 6 months

Obsessive–compulsive
disorder (OCD)

• Obsessions (recurrent intrusive unwanted thoughts) and/or compulsions
(repetitive behavior or mental act that person is driven to do, usually to
reduce distress caused by obsession)

Specific phobia • Excessive and disabling fear of specific stimuli
• Avoidance of situations or endurance with extreme distress
• Duration: at least 6 months

Panic disorder • 1+ panic attacks for no discernible reason
• Persistent concern about having additional attacks or worry about the

implications of the attack or its consequences (e.g., losing control, having a
heart attack, “going crazy”) or a significant change in behavior related to
the attacks

• Duration: at least 1 month.

Note. All disorders have as one criterion that the symptoms must cause significant distress and/or functional impairment.
From American Psychiatric Association (2000). Copyright 2000 by the American Psychiatric Association. Adapted by permis-
sion.



the focus of the youth’s worries. If restricted
solely to (1) separation from an attachment fig-
ure (SAD), (2) social situations (social phobia),
or (3) a specific event, stimulus, or situation
(specific phobia), GAD is not the appropriate
diagnosis. It is worth noting that until the re-
lease of DSM-IV (APA, 1994, 2000), overanx-
ious disorder (OAD; DSM-III, APA [1980] and
DSM-III-R, APA [1987]), was considered the
diagnosis for youth who worried excessively.
As a result, research on GAD in youth has only
been amassed in the past 12 years.

Vasey’s (1993) developmental theory of
worry contends (1) that GAD should be more
prevalent in older compared to younger chil-
dren; (2) that older youth worry about a
greater diversity of topics; and that (3) with
age, a youth’s ability to elaborate cognitively
on worries increases. Evidence has generally
supported these propositions. For example, al-
though worry is common across childhood, it
is more prevalent in older children (e.g., Vasey,
1993). Worry topics shift across development,
too. Younger children worry more about their
physical well-being, whereas older children
worry more about their behavioral compe-
tence, social evaluation, and psychological
well-being. Evidence also suggested that as age
increases, children’s ability to elaborate the po-
tential negative consequences of worries in-
creases. Different comorbidity patterns are also
present in youth with GAD, depending on age,
with younger children (ages 5–11) more likely
presenting with separation concerns and -
attention-deficit/hyperactivity disorder (ADHD),
and older children showing more comorbid
major depression and specific phobias (Masi,
Favilla, Mucci, & Millipiedi, 2000; Strauss,
Lease, Last, & Francis, 1988). In addition
to the aforementioned symptoms, disturbing
dreams have been associated with GAD in ado-
lescents, especially girls (Nielsen et al., 2000).
Finally, because headaches, stomachaches,
muscle tension, sweating, and trembling are
commonly reported physical complaints of
children with GAD, many children are referred
for treatment by their pediatricians or by
gastrointestinal specialists (e.g., Bell-Dolan &
Brazeal, 1993).

As a result of the shift from OAD to GAD,
epidemiological studies of GAD in youth are
relatively few. We also examined studies of
OAD because, in general, research has sug-
gested that youth diagnosed with OAD have
tended to be diagnosed with GAD when DSM-
IV criteria were applied (Kendall & Warman,

1996; Tracey, Chorpita, Douban, & Barlow,
1997). Community studies have reported prev-
alence rates for OAD ranging from less than 2
to 19%. Rates of GAD appear lower, ranging
from 0.4 to 4.2%. Childhood anxiety disorder
clinic studies have reported the prevalence of
disorders in their samples, with prevalence of
OAD and GAD being quite high, from about
20% to over 70% depending on the clinic
(see Chorpita & Southam-Gerow, 2006, for
review). In clinics serving a general clinical
population, rates of OAD and GAD are consid-
erably lower, in the 5–10% range (e.g.,
Southam-Gerow, Weisz, & Kendall, 2003).

Social Phobia

In DSM-IV, the essential feature of social pho-
bia is a marked and persistent fear of one or
more social or performance situations in which
the person fears that embarrassment may oc-
cur. Upon exposure to the social or perfor-
mance situation, the person almost invariably
experiences an immediate anxiety response
that may take the form of a panic attack. Indi-
viduals with social phobia may either avoid
these situations or endure them with extreme
distress. DSM-IV-TR criteria for social phobia
are highlighted in Table 8.1. If the fear includes
most social situations, a specifier of “general-
ized” is added.

Children with social phobia present with sig-
nificantly higher levels of depressed mood than
do normal children (Beidel, Turner, & Morris,
1999; La Greca & Lopez, 1998). Moreover,
compared to their nonanxious peers, these chil-
dren generally endorse significantly lower per-
ceptions of cognitive competence and higher
trait anxiety (Beidel & Turner, 2005; Beidel et
al., 1999), with higher self-reported state anxi-
ety during an evaluative task (Beidel, 1991).
Furthermore, many youth with social phobia
appear to have impaired social skills, as as-
sessed in observational studies (Beidel et al.,
1999; Spence, Donovan, & Brechman-
Toussaint, 1999). Youth with social phobia
may also become oppositional about going to
school (Kearney, 2001).

Community epidemiological studies suggest
that between 0.5 and 2.8% of youth meet crite-
ria for social phobia (Beidel & Turner, 2005;
Beidel, Turner, & Morris, 1995; Canino et al.,
2004; Ford et al., 2003; Shaffer et al., 1996).
Rates are generally higher for older youth and
females; also, rates in studies in the United
States and Puerto Rico were higher than those
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in studies in Britain. The vast majority of youth
with social phobia, up to 92% in some studies,
meet criteria for the “generalized” type (e.g.,
Beidel, Morris, & Turner, 2004; Hofmann et
al., 1999). In addition, adolescents with gener-
alized social phobia are distinguished from
those with the nongeneralized form by (1) ear-
lier age of onset, (2) greater impairment in
functioning, (3) higher risk for the develop-
ment of comorbid conditions, and (4) greater
likelihood of earlier inhibited temperament or
familial adversities (see Velting & Albano,
2001, for a review). Onset for social phobia is
typically in early adolescence (age 11–12 years;
Beidel et al., 2004; Beidel & Turner, 2005). In
specialty anxiety clinic samples, rates of social
phobia are in the 15–25% range (e.g., Kendall,
Brady, & Verduin, 2001; Silverman et al.,
1999).

Obsessive–Compulsive Disorder

OCD is characterized by recurrent and intru-
sive obsessions and compulsions that are time-
consuming (greater than 1 hour per day) and
cause marked distress for the child or signifi-
cant functional impairment (APA, 2000). Table
8.1 provides a summary of the DSM-IV-TR cri-
teria for OCD. In contrast to the adult criteria,
the DSM does not require the child to realize
that his or her obsessions or compulsions are
excessive or unreasonable. Typical obsessions
in youth include contamination fears, sexual or
religious themes, or aggressive/violent images,
and typical compulsions include washing,
checking, ordering, and arranging (March,
Franklin, Leonard, & Foa, 2004; Piacentini &
Langley, 2004).

Comorbid anxiety and depression are
among the most common associated features
of OCD (March et al., 2004; Piacentini &
Langley, 2004; Wewetzer et al., 2001), though
concurrent mood disorders are typically more
prevalent in older children (Geller et al., 2001).
Earlier age of onset has been associated with an
increased risk of ADHD and other anxiety dis-
orders, including specific phobia, GAD, and
separation anxiety (Geller et al., 2001; March
et al., 2004). There is a higher incidence of
OCD in children and adults with Tourette’s dis-
order (35 to 50%); the incidence of Tourette’s
disorder in children and adults with OCD is
lower, with estimates ranging between 5 and
7% (e.g., Geller et al., 2001).

Epidemiological studies suggest that be-
tween 1 and 2% of children meet DSM criteria

for OCD (Geller et al., 1998; Piacentini &
Langley, 2004), with studies that obtained
higher rates relying on self-report checklists
rather than clinical interviews. In childhood
and early adolescence, there are slightly more
males than females with OCD; with age, this
gender discrepancy disappears (Beidel &
Turner, 2005; March et al., 2004). Age of onset
has ranged from 7 to 10 years according to the
literature (e.g., Geller et al., 1998).

Specific Phobias

Specific phobia is diagnosed in youth who have
a marked and persistent fear of certain objects
or situations; the feared stimuli cannot include
social situations, fear of having a panic attack,
or separation concerns. As with social phobia,
exposure to the stimulus is met with a severe
fear response and is either avoided or endured
with distress. Unlike adults, children may not
recognize that the fear is excessive or unreason-
able. Table 8.1 outlines the DSM-IV-TR symp-
toms for specific phobia. Common subtypes of
specific phobia include fear of animals, blood,
injection/injury, and natural environment.

Oppositional behavior is common in youth
with a specific phobia insofar as they oppose
adult efforts to expose them to the feared stim-
ulus. As discussed below, specific phobia often
co-occurs with other anxiety disorders, partic-
ularly GAD. A key to diagnosing specific pho-
bia lies in differentiating between normal fears
that are common throughout childhood, and
the severe and impairing fears associated with
specific phobia.

Reported rates of specific phobia are typi-
cally between 3 and 10%, with lower rates in
studies relying on clinical interviews and rigor-
ously adhering to the DSM impairment cri-
teria (Essau, Conradt, & Petermann, 2000;
Ollendick, King, & Muris, 2002; Verhulst, van
der Ende, Ferdinand, & Kasius, 1997). Animal
and natural environment phobias were the
most common subtypes, with high levels of
psychosocial impairment reported during the
worst episode of the disorder. Despite such im-
pairment, few adolescents receive any help for
their phobia. Not surprisingly, phobias are es-
pecially common in childhood anxiety clinics.
Ollendick and colleagues (2002) report that
15% of youth in such clinics meet criteria for a
phobia diagnosis, though rates as high as 48%
have been reported in the literature (Kendall et
al., 1997). The disorder is more common
among girls and younger children than among
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boys and older children (e.g., King, Muris,
& Ollendick, 2004; Muris, Schmidt, &
Merckelbach, 1999).

Panic Disorder

Until recently, many in the clinical and research
communities debated whether children and ad-
olescents can have panic disorder, believing
that youth were not capable of having the cata-
strophic cognitions that typify panic disorder
(see Kearney & Silverman, 1992; Moreau &
Weissman, 1992; Nelles & Barlow, 1988).
However, it is now generally accepted that
panic attacks and panic disorder can occur
in youth (e.g., Hayward, Killen, Kraemer, &
Taylor, 2000; Kearney, Albano, Eisen, Allan,
& Barlow, 1997; Ollendick, Mattis, & King,
1994). Panic disorder is defined by the occur-
rence of at least one unexpected panic attack,
followed by at least 1 month of any one (or
more) of the following: persistent fear of expe-
riencing future attacks, worry about the impli-
cations of the attack or its consequences, or a
significant change in behavior related to the at-
tacks (APA, 2000). Table 8.1 outlines the diag-
nostic criteria for panic disorder.

In addition to panic symptoms, children and
adolescents with panic disorder may display
concomitant “agoraphobia,” defined as the
fear of being in situations from which escape
may be difficult or embarrassing, or in which
help is not readily available in the event of a
panic attack (Kearney et al., 1997; Masi et al.,
2000). A child with panic disorder may also
avoid school situations, such as riding the bus
and going to gym class, or refuse to attend
school. Youth with panic disorder may also
present with comorbid GAD, specific phobias,
SAD, and depression (Kearney et al., 1997;
Masi et al., 2000).

Rates of panic disorder in children and ado-
lescents are not very well known given how re-
cently the diagnosis in this age range has been
given serious attention. Nevertheless, available
estimates range from 0.5 to 5.3% for panic dis-
order, with rates of panic attacks being much
higher—as high 63% in some reports
(Lewinsohn, Hops, Roberts, Seeley, & An-
drews, 1993; Masi et al., 2000; Ollendick,
Birmaher, & Mattis, 2004; Verhulst et al.,
1997). Panic disorder rates as high as 10%
have been reported in mental health service set-
tings (e.g., Kearney et al., 1997). Evidence sug-
gests that rates are higher for females and
increase with age across childhood and adoles-

cence (Ollendick et al., 2004). Peak age of on-
set occurs in late adolescence, though 10–20%
of youth with panic disorder report that their
first panic attack occurred before age 10
(Ollendick et al., 2004).

Other Descriptive Issues

In the following three sections, we discuss a
few additional issues related to childhood anxi-
ety disorders. First, we briefly describe com-
mon psychiatric comorbidities associated with
anxiety disorders. Then we provide a concise
review of the sparse research on childhood
anxiety in diverse samples. We conclude with a
short précis of research and theory concerning
the etiology of anxiety.

Common Comorbidities

The issue of comorbidity in the childhood anxi-
ety disorders plays a critical role in the under-
standing of childhood anxiety more generally
(e.g., Caron & Rutter, 1991; Doss & Weisz,
2006). The focus of our chapter precludes a
more than cursory review of the important
data on common comorbidities. For more, the
reader is referred to recent texts that focus
more on childhood psychopathology (e.g.,
Albano et al., 2003). Evidence is clear that
youth with anxiety disorders are likely to have
at least one comorbid disorder (Brady & Kend-
all, 1992; Russo & Beidel, 1994), with rates in
excess of 65% in epidemiological (Angold,
Costello, & Erkanli, 1999; Bird, Gould, &
Staghezza, 1993) and clinically referred
samples (Kendall et al., 1997; Silverman &
Ginsburg, 1998) commonly reported. In partic-
ular, comorbidity among the anxiety disorders
is common, with GAD, SAD, and social phobia
frequently co-occurring. Among the anxiety
disorder diagnoses, OCD is the least likely to
be associated with a comorbid anxiety disorder
diagnosis, though comorbidity is still relatively
common (e.g., Beidel & Turner, 2005). Aside
from other anxiety disorders, depressive disor-
ders are another common comorbidity (Brady
& Kendall, 1992). As we discuss later, there
are some theoretical reasons that this overlap
makes sense (see “Conceptual Issues in Assess-
ment”). Finally, there is also frequent comor-
bidity with disruptive behavior disorders, such
as oppositional defiant disorder (ODD) and
ADHD (e.g., Russo & Beidel, 1994).

A primary implication of comorbidity in the
assessment of anxiety is that an assessor needs
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expertise in more than anxiety assessment
tools. Conducting a differential diagnosis be-
comes an essential task. As an example, en-
dorsement of the symptom “difficulty concen-
trating” might reflect at least three different
diagnostic considerations within the mental
health domain: an anxiety disorder diagnosis
(e.g., GAD), a depressive disorder diagnosis, or
ADHD. Thus, although we believe this chapter
provides a comprehensive overview of the tools
needed for anxiety assessment, we strongly ad-
vise mental health professionals to read the re-
maining chapters of this book and apply the
lessons from them, before assessing a child sus-
pected of having an anxiety disorder.

Anxiety in Diverse Samples

Despite calls for work with diverse samples, re-
search with such samples has been lacking. In
this brief section, we provide an overview of
the literature focused on anxiety in youth, with
regard to gender, ethnicity, and family income;
our discussion is illustrative. The presence of
gender differences in anxiety disorders among
adults has been a robust finding (Yonkers &
Gurguis, 1995). In youth, gender differences
are also present, though they appear to emerge
for many anxiety disorders in late childhood or
early adolescence, in a manner similar to that
found in the depression literature (e.g., Albano
& Krain, 2005; Muris, Mayer, et al., 1998). As
noted earlier, male cases predominate in sam-
ples of children with OCD until adolescence, at
which point the male:female ratio becomes
equivalent (e.g., March et al., 2004; Piacentini
& Langley, 2004).

In general, very little research has focused on
childhood anxiety in low-income samples.
Some evidence does suggest that lower socio-
economic status and lower parental education
level are associated with a greater prevalence
and risk of anxiety disorders (Bird, Gould,
Yager, Staghezza, & Canino, 1989; Last,
Hersen, Kazdin, Finkelstein, & Strauss, 1987;
Valez, Johnson, & Cohen, 1989). Recent work
by Southam-Gerow and colleagues (Southam-
Gerow, Chorpita, Miller, & Taylor, 2007;
Southam-Gerow, Weisz, et al., 2003) has sug-
gested that youth with anxiety disorders who
present in clinics serving low-income families
are more likely to have multiple disorders and
increased family difficulty. The lack of research
on childhood anxiety in low-income families is
particularly problematic given the link be-
tween income and child psychopathology, par-

ticularly externalizing disorders (e.g., Atkins,
Graczyk, & Frazier, 2003; Attar, Guerra, &
Tolan, 1994; Costello, Compton, Keeler, &
Angold, 2003; Kim-Cohen, Moffitt, & Caspi,
2004). Thus, future research should include
more low-income families.

There are relatively more studies that include
participants from diverse ethnic backgrounds,
although, overall, this literature, too, is greatly
lacking (e.g., Austin & Chorpita, 2004; Safren
et al., 2000). Some studies have found differing
levels of anxiety symptoms in African Ameri-
can versus European American youth, though
the direction of the difference has not been con-
sistent across studies (e.g., Compton, Nelson,
& March, 2000; Last & Perrin, 1993). Issues
of culture and ethnicity are important to con-
sider in the assessment of childhood anxiety,
because they play an important role in deter-
mining how child behaviors are perceived with-
in a cultural group. For example, one behavior
may generate a clinical referral in one cul-
tural group, whereas in another, it may not.
Relatedly, cultural and ethnic variables impact
emotional development, and not all cultures
share the same views on emotion expression
and regulation (e.g., Fredrickson, 1998; Friedl-
meier & Trommsdorff, 1999; Matsumoto,
1990).

In summary, although a growing body of re-
search has focused directly on the demographic
composition of anxiety disorders in children
and adolescents, the available data are still too
limited to allow for broad inferences. Studies
vary on selection and recruitment procedures,
geographical boundaries, incentives for partici-
pation, and opportunities for treatment. Cul-
tural or racial biases may influence whether
children from specific minority groups are re-
ferred for treatment of internalizing disorders
such as anxiety. Moreover, the majority of
studies in the literature with clinic-referred
youth stem from specialty clinics for anxiety
disorders in youth, whose samples have the po-
tential for recruitment bias. Families who seek
mental health services may be in a better posi-
tion to be referred or to afford such services,
and the clinical assessment literature is best in-
terpreted with these caveats in mind.

Major Etiological Perspectives

A complete review of the major etiological per-
spectives of anxiety disorders is beyond the
scope of this chapter, and the interested reader
is referred elsewhere (e.g., Albano et al., 2003;
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Beidel & Turner, 2005; Morris & March,
2004). Albano and colleagues (2003) summa-
rized the “triple vulnerability” model of anxi-
ety development (Barlow, 2000, 2002) as in-
volving the interaction of a heritable biological
diathesis, a psychological vulnerability related
to “feeling” an uncontrollable/unpredictable
threat or danger, and early learning experi-
ences.

In terms of the first vulnerability, consider-
able evidence supports the notion that anxiety
has a heritable component (Eaves et al., 1997;
Eley et al., 2003). Many have suggested that
this vulnerability for the development of anxi-
ety manifests as an “inhibited” temperamental
style, defined as the tendency to withdraw from
novel or social experiences (e.g., Biederman et
al., 1993; Kagan, Reznick, & Snidman, 1988).
Other models of temperament and anxiety
have focused more directly on the organization
of biological systems that underlie motivation
and emotion (e.g., Gray & McNaughton,
1996). For example, Gray’s (1982) model of in-
hibition, independent of Kagan’s work, has in-
spired rich theorizing regarding the relation
of biological and temperamental factors to
anxiety and anxiety disorders (e.g., Barlow,
Chorpita, & Turovsky, 1996; Lonigan &
Philips, 2001). Yet another area of tempera-
ment research has focused on the relation of
anxiety disorders and depression to broader
personality and affective variables, such as
those represented in the Big Five model (i.e.,
Surgency/Extraversion, Agreeableness, Consci-
entiousness, Emotional Stability/Neuroticism,
and Openness).

One of the most well researched of these
models is Clark and Watson’s (1991) tripartite
model of emotion and its relation to anxiety
and depression in children, a perspective sug-
gesting that factors of positive affectivity (PA),
negative affectivity (NA), and physiological
hyperarousal (PH) account for the relation of
anxiety and depression (Mineka, Watson, &
Clark, 1998). This model has found empirical
support in childhood anxiety research (e.g.,
Chorpita, Albano, & Barlow, 1998; Lonigan,
Hooe, David, & Kistner, 1999) and has led to
new assessment developments, as we discuss in
some detail below.

Complementing these genetic and tempera-
ment models, several psychosocial factors asso-
ciated with the development of anxiety disor-
ders include coping strategies (Kendall, 1994),
social–familial transmission (Chorpita, Al-

bano, & Barlow, 1996), information process-
ing (Vasey, Daleiden, Williams, & Brown,
1995), and complex forms of conditioning
(Bouton, Mineka, & Barlow, 2001). One orga-
nizing theme involves the role of perceptions of
control in both the expression and the develop-
ment of negative emotions (Barlow, 2000,
2002; Chorpita, 2001). Many treatment ap-
proaches have focused on information-
processing and learning histories as the key
correlates, as evidenced by the prominence of
cognitive-behavioral treatments in the child
anxiety area (e.g., Chorpita & Southam-
Gerow, 2006). Still, relational factors represent
another important risk factor. For example, in-
secure early attachment is related to the devel-
opment of anxiety disorders (Manassis, 2001;
Warren, Huston, & Egeland, 1997), and
problem-solving styles appear to be consistent
within families of youth with anxiety disorders,
such that avoidant strategies are emphasized
(Chorpita et al., 1996).

The third area of vulnerability, as articulated
by Barlow (2001), involves specific learning ex-
periences that may precipitate specific disor-
ders. For example, youth with existing in-
hibited temperament in conjunction with
psychosocial risk factors of uncontrollability or
poor problem solving are thought to be at in-
creased risk to develop an anxiety disorder
upon experiencing a specific fearful condition-
ing event. In general, early theories of how such
conditioning occurs are quite diverse, including
notions of associative and instrumental learn-
ing (Delprato & McGlynn, 1984; Mowrer,
1960), observational learning (Bandura, 1977),
and verbal instruction (e.g., Rachman, 1977).
Such concepts have now been incorporated in
more contemporary, integrative developmental
models (Albano et al., 2003; Chorpita, 2001;
Vasey & Dadds, 2001) that emphasize core de-
velopmental psychopathology concepts such
as temperament–environment fit, multifinality,
equifinality, and multiple and reciprocal deter-
minism (cf. Kazdin & Kagan, 1994; Sroufe,
1990).

CONCEPTUAL ISSUES IN ASSESSMENT

Proper assessment rests upon assumptions
about a clearly articulated theory, and the child
anxiety literature has faced some historical
challenges in this area. Cronbach and Meehl
(1955) offered the term nomological network
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to describe “the interlocking system of laws
which constitute a theory” (p. 290) and argued
that to understand the meaning of any chosen
construct (e.g., childhood fear or anxiety), we
must have certain ideas about how it will relate
to other constructs.

Presumably, “anxiety” is a central construct
in the relevant theoretical network, but to what
degree is “anxiety” related to constructs such
as “fear,” “panic,” “dread,” “sadness,” “inhi-
bition,” and so forth? Because many of the
most widely used measures of childhood anxi-
ety were originally developed prior to the con-
temporary theoretical positions regarding neg-
ative emotions (e.g., Barlow, 1988; Clark &
Watson, 1991, Gray & McNaughton, 1996), a
number of measures represent constructs in a
network that has since been refined or strongly
challenged by the accumulation of new evi-
dence.

For example, the behavioral and emotional
outputs of brain systems underlying fear and
anxiety are consistent with a number of con-
structs related to vulnerability for anxiety dis-
orders and depressive disorders from other lit-
eratures (Brown, Chorpita, & Barlow, 1998;
Clark & Watson, 1991; Gray & McNaughton,
1996). Clark, Watson, and Mineka (1994) de-
scribed NA as a “stable, highly heritable gen-

eral trait dimension with a multiplicity of
aspects ranging from mood to behavior”
(p. 104). Thus, NA may be of considerable
value in predicting the future emergence of
anxious pathology. Furthermore, the model
allows for improved understanding of the
comorbidity among disorders of emotion. Per-
haps most importantly, tests of the model in the
context of dimensions of anxiety and depres-
sion have revealed the benefit of a hierarchical
assessment framework (e.g., Chorpita, 2002;
Zinbarg & Barlow, 1996); that is, it appears
important to assess not only the symptoms of
particular disorders or syndromes but also the
higher-order affective and arousal dimensions
related to those syndromes.

Research has provided at least an initial out-
line of the relation between the constructs of
NA and PH, and has resolved the issues of ter-
minology to some degree as well (Brown et al.,
1998; Chorpita, 2001; Chorpita et al., 1996;
Chorpita, Plummer, & Moffitt, 2000; Joiner,
Catanzaro, & Laurent, 1996; Lonigan et al.,
1999). Figure 8.1 shows the basic relations
identified in children among dimensions out-
lined in the DSM-IV and the broader con-
structs of NA and PH. This general model has
been confirmed in four studies in children and
adolescents in both clinical and nonclinical
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samples, and suggests that NA serves as a risk
factor for all of the anxiety syndromes,
whereas PH is related only to particular dimen-
sions (Brown et al., 1998). Similar results from
an adult clinical sample warranted the refor-
mulation of the tripartite model (Mineka et al.,
1998): Rather than being uniformly associated
with anxiety, PH is associated with only partic-
ular anxiety syndromes (e.g., panic; Brown
et al., 1998).

This integration of the literature on PH and
NA with diagnostic syndromes also serves to
explain the historical divergence of the child as-
sessment literature and the diagnostic classifi-
cation system. It seems likely that most of the
traditional measures of anxiety in children
were designed to assess broad trait dimensions;
hence, they converged with broader constructs
such as NA. More recent strategies keyed to di-
agnostic symptoms yielded confirmation of
those respective syndromes. Taken together,
these results illustrate two conceptual levels by
which to consider clinical manifestations of
fear and anxiety in youth. Given the current
state of the literature, it appears that an under-
standing of both general factors (i.e., negative
affect and arousal) and specific syndromes
(e.g., clinical disorders) are important in terms
of informing the treatment of anxious psycho-
pathology.

Because accumulating evidence suggests
that the broad term “anxiety” may be multi-
factorial, traditional measures of “anxiety”
may be conceptually overinclusive. Not sur-
prisingly, early measures of childhood anxiety
had demonstrated problems with discriminant
validity. For example, Perrin and Last (1992)
found that the Revised Children’s Manifest
Anxiety Scale [RCMAS], the Fear Survey
Schedule for Children—Revised [FSSC-R], and
a modified version of the State–Trait Anxiety
Inventory for Children—Trait [STAIC-T] (Fox
& Houston, 1983) failed to discriminate be-
tween boys with anxiety disorders and those
with ADHD, and that the FSSC-R failed to dis-
criminate between boys with anxiety disorders
and those with no history of psychiatric illness.
The laws of the nomological network, however
preliminary, suggest that children with anxiety
disorders should score higher on anxiety mea-
sures than children with other disorders or no
disorders. Similar results have been found with
the related construct of anxiety sensitivity, a
measure of which failed to discriminate be-
tween children with ADHD and those with

anxiety disorders (e.g., Rabian, Peterson,
Richters, & Jensen, 1993). Given these issues,
Stark and Laurent (2001) have considered
whether “it is time to move to [the] next gener-
ation of measures” in assessing childhood anxi-
ety (and depression). Fortunately, some new
measures (reviewed later in the chapter) are
consistent with the multidimensional and hier-
archical nature of the nomological network.

QUESTIONS RELEVANT TO ASSESSMENT

In this section, we cover two topics: the pur-
poses of assessment, as we see it, and assess-
ment methods typically employed.

Purposes of Assessment

Essentially, assessment is an activity performed
to inform a plan. That plan may include ed-
ucational placement, a psychosocial treatment
plan, the decision to start day care, the use
of medication, and so forth. Assessment ap-
proaches for childhood fears and anxieties (see
below) are extremely diverse. However, given
issues related to stigmatization and test error,
assessors should generally employ incremental
approaches, and use increasingly more tests
only as dictated by a lack of clarity for impend-
ing clinical or caregiver decisions.

Assessment generally informs three ma-
jor decisions: (1) identification–screening, (2)
triage–treatment planning, and (3) outcome as-
sessment. The first decision involves determin-
ing whether the child has a fear or anxiety dis-
order that warrants treatment; that is, one
must identify (1) whether the condition is de-
velopmentally inappropriate in the observed
context, and (2) whether the condition causes
sufficient distress or interference to merit being
addressed formally in some way. We refer to
this as the identification and screening phase.
The first part of this decision is often guided by
measures of anxiety or related constructs, to
determine whether intensity or severity is out-
side of the developmentally normative range.
The second part of that decision, however,
must typically be informed by a measure re-
lated not to fear or anxiety per se, but to its
functional consequences. For example, failure
to attend school, lack of friends, feelings of ex-
treme distress, and academic impairment—all
indicators of possible need for treatment—are
not always assessed solely by anxiety measures.
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A related screening purpose that is becoming
more common, universal screening for identifi-
cation of at-risk youth (e.g., for prevention
programs), may also be called prescreening, be-
cause the goal is not so much to determine need
for treatment as to determine need for further
screening. We differentiate this prescreening
from the screening that might happen at the
time of a mental health referral, because the
latter also represents the beginning of the sec-
ond purpose of assessment, treatment plan-
ning.

Once sufficient information is available to
suggest the need for treatment, the second deci-
sion involves determining the nature of the fear
or anxiety, so that appropriate treatments can
be tailored to the condition. We refer to this
phase as triage and treatment planning. Tradi-
tions for informing this decision vary widely,
from diagnosis to functional analysis, to vari-
ous case conceptualization approaches; these
methods are reviewed in some detail below.

Finally, the third assessment decision typi-
cally involves measuring the ongoing effects of
a plan or intervention (i.e., outcome measure-
ment). Such measurement strategies typically
involve brief, focused measures that provide
regular feedback about the effects of treatment
and its components. For example, weekly ob-
servation of the frequency of speaking in class
might indicate whether particular aspects of a
social anxiety intervention are working as in-
tended. These repeated assessments are typi-
cally briefer and more focused than the earlier
comprehensive assessments, although they of-
ten share common measurement tools.

Sometimes, all three assessment goals—
identification–screening, triage–treatment
planning, and outcome measurement—may be
served by the same assessment tool; however,
this is not often the case. A measurement tool
designed to differentiate between normal and
abnormal levels of anxiety may not inform
treatment planning well, except to indicate that
treatment is indicated. For example, a high
score on the Screen for Child Anxiety Related
Emotional Disorders (SCARED; Birmaher et
al., 1997) informs the assessor about broad di-
agnostic areas of concern (e.g., separation anx-
iety) but does not identify the proximal influ-
ences on those concerns (i.e., the related
antecedents, behaviors, and consequences that
need to be addressed to remedy the problem).
As another example, relevant outcomes may
shift throughout treatment as the client im-

proves, or as new treatment goals emerge. As
such, outcome measurement needs to shift and
may often be different than the initial assess-
ment tools used to screen or identify treatment
foci. Throughout our review of the available
assessment tools, we clarify the use(s) of each
tool for these three purposes.

Assessment Methods

In this section, we briefly describe the primary
methods used to assess child anxiety. The pri-
mary assessment methods in the child anxiety
literature are similar to those in other areas and
consistent with the multifaceted nature of anxi-
ety in youth. These methods include question-
naires, structured diagnostic interviews, direct
observation, and physiological assessment.
Our discussion of questionnaires and inter-
views here is brief and restricted to providing
an overview of the method; the subsequent
measures review provides specific examples of
measures, along with psychometric data. Our
discussion of observational and physiological
methods is more extended, because we do not
provide a review of specific methods in the re-
view section later. We conclude the section
with a description of case conceptualization, a
method frequently used in practice, but one for
which it is difficult to gather traditional psy-
chometric data.

Questionnaires

Questionnaires possess tremendous efficiency,
especially in clinical practice. Most question-
naires do not require expertise for administra-
tion; thus, they are easily implemented in a
busy clinical practice by an assistant. In some
instances, computer-aided administration is
possible, allowing the client to complete the
questionnaire at home in between sessions.
Questionnaires also permit a high degree of re-
spondent confidentiality/privacy, in the sense
that the respondent is permitted to reveal per-
sonal feelings without having to speak them to
another person. Questionnaires also have the
advantage of being the most thoroughly re-
searched assessment methods. As such, there is
a relative plethora of data on the performance
of many of questionnaires. Furthermore, ques-
tionnaires have the advantage of multiple ver-
sions to include multiple reporters, a key issue
in assessing children. Disadvantages to the use
of questionnaires include the lack of a system-
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atic way to follow up on responses to clarify
meaning or to ensure validity. As an example, a
respondent who may not fully understand the
meaning of a question might respond in a less
than valid manner. Another problem with
questionnaires is that the information gleaned
is limited to what is asked. Finally, question-
naires require literacy. This issue complicates
their use with younger children, youth (and
parents) with limited literacy, and youth for
whom a questionnaire is not available in his or
her primary language.

Structured Diagnostic Interviews

The current state of the art for clinical diagno-
sis involves the structured diagnostic interview
(Shaffer, Lucas, & Richters, 1999). Compared
with unstructured clinical interviews, struc-
tured diagnostic interviews (1) yield more ob-
jective and quantifiable data, (2) facilitate com-
prehensive assessment of a range of disorders,
and (3) increase the specificity of the infor-
mation gathered (Costello, Egger, & Angold,
2005; Shaffer et al., 1999). One of the main
limitations of these interviews is the lengthy ad-
ministration time. Assessment of a child and
parent with a typical interview may take up to
4–5 hours, not including scoring and interpre-
tation. Although the data obtained are often
quite rich, such procedures are likely not feasi-
ble in many service settings. As a compromise,
it may be preferable to administer the portions
of a structured interview that seem relevant
based on some screening work (via phone,
etc.). In an investigation of such an approach,
Chorpita, Yim, and Tracey (2002) report that
preliminary evidence suggests similar accuracy
can be obtained in less time, when screens are
performed with carefully selected instruments.

In general, two types of structured inter-
views are available: (1) respondent-based and
(2) interviewer-based (e.g., Shaffer et al.,
1999). The former interview has as its prime
advantage the ability to use lay interviewers.
With respondent-based approaches, the format
of the interview is tightly controlled, requiring
mostly yes–no responses. The questions are
also worded such that no special knowledge of
the DSM is needed to administer the interview.
Interviewer reliability, then, is rarely an issue so
long as the interviewers are well trained to fol-
low the protocol. However, such interviews
have the possible disadvantage of respondent
unreliability given that an interviewer is al-
lowed to clarify only conceptual issues (e.g.,

the meaning of “obsessions”) within certain
limits. Furthermore, an interviewer is not per-
mitted to probe yes–no answers, even when
he or she suspects that the respondent mis-
understood a question. Interviewer-based ap-
proaches, on the other hand, require a clini-
cally trained interviewer who is familiar with
the DSM. Such interviews allow the inter-
viewer to ask multiple questions to gather a
thorough understanding of responses.

Observational Methods

Because relying on child and parent report
alone limits what one can learn, it is often ad-
visable to use assessment procedures other than
questionnaires and interviews. The most com-
mon observational procedure for anxiety as-
sessment, the behavioral avoidance test (BAT),
can be administered in either laboratory or nat-
uralistic settings. These procedures have been
used to assess fears of heights (Van Hasselt,
Hersen, Bellack, Rosenblum, & Lamparski,
1979), social interaction (Eisen & Silverman,
1991), blood (Van Hasselt et al., 1979), ani-
mals (Evans & Harmon, 1981), and darkness
(Kelly, 1976). For the most part, these mea-
sures were designed for specific, idiographic
purposes, and not for nomothetic standardiza-
tion. In other words, these measures were cre-
ated and adapted to specific uses within a par-
ticular study, or for the treatment of a specific
child. As a result, they do not possess the same
evidence base as the interviews and question-
naires we describe shortly. However, because of
the utility of BATs in clinical practice, we rec-
ommend their use as a means of assessing treat-
ment progress and outcome. The BAT has
numerous advantages, including (1) a straight-
forward procedure, (2) a direct relevance to de-
sired outcomes, and (3) concurrent monitoring
of different types of responses (e.g., physiologi-
cal responses and motor behavior).

That said, there are also several limitations
of the BAT. First, as we noted, the absence of a
standardized BAT procedure makes cross-study
comparisons difficult. This can also complicate
interpretation of BAT results. For example, cri-
teria used to determine clinical severity (e.g.,
the need for formal intervention) of a particu-
lar response may be rather subjective, with
some judges, but not others, interpreting a
given response as abnormal. Second, as typi-
cally used, a BAT affords the subject a high
level of control, a factor that is not likely to oc-
cur in natural settings. Although the BAT may
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track a specific outcome of interest, it is not
clear how well BAT results generalize to new
situations and contexts. Thus, clinicians may
choose to design BATs that include less control
for clients, and that are implemented in natural
or varied settings.

As an illustration, we routinely use question-
naire data both to conduct initial assessment
and to track progress and outcome. Question-
naires are generally designed to capture broad
patterns of symptoms or functioning. Often,
however, treatment for a youth with an anxiety
disorder may have a few specific outcomes in
mind, such as a return to school or an increase
in social interaction. The use of a BAT to track
these specific outcomes is often more sensitive
and outcome-relevant than questionnaire or in-
terview data. In the case of Frank, an 11-year-
old youth with school refusal behavior stem-
ming from social and separation anxiety, we
used multiple questionnaires throughout treat-
ment. However, a key index was observing and
tracking his approach and avoidance behaviors
regarding school. We implemented a naturalis-
tic, “moving-target” BAT with school atten-
dance as the goal, so that as Frank was success-
ful in lower level approach behaviors, we
continually updated the goal criterion. At first,
this meant that time he spent in the parking lot
of the school was tracked. However, as treat-
ment progressed, we tracked the time spent in
the classroom. In parallel fashion, we also
measured Frank’s specific avoidance behaviors,
such as covering his head with his coat. In the
end, although other, more general outcome in-
dices showed improvement as well, these spe-
cific areas tapped by a customized BAT very
likely assessed the most important outcome
from the perspective of the consumers.

There are some measurement issues that all
observational methods have in common (Bar-
rios & Hartmann, 1997). One such issue is accu-
racy, which is the ability to obtain data that re-
flect without distortion the domain under
investigation (Foster, Bell-Dolan, & Burge,
1988). To ensure accuracy, observational meth-
ods must be compared with an objective crite-
rion; however, oftentimes such a criterion does
not exist, so the accuracy of observational meth-
ods cannot be ensured (Foster & Cone, 1980).
Another issue is reactivity, which means that the
mere presence of observers can influence the
behavior being observed (Tyron, 1998), leading
subjects to act differently than they would other-
wise act. There is some evidence, however, that
children are not as prone as adults to reactivity

(Foster & Cone, 1980). Some methods for mini-
mizing reactivity include using participant
observers, and video cameras or tape recorders;
minimizing subject–observer interaction; and
allowing enough time for reactivity to lessen
(Haynes & Horn, 1982). Yet another issue is fac-
tors that may bias the reports of observers, such
as expectancies and observer drift. For example,
knowing the experimenter’s expectations might
influence observers. “Observer drift” describes
tendency of trained observers to rate the same
events differently over time (Tyron, 1998). Reg-
ular agreement checks and effective observer
training are important to minimize observer bias
(Harris & Lahey, 1982). A final problem is that
direct observation methods often lack feasibility
in applied settings. They are not only more chal-
lenging to administer but also the chances that
such methods in clinical settings have the same
scope of dissemination and penetration as stan-
dardized questionnaires and checklists—now
often available on the Internet—seem relatively
low.

In summary, observation methods clearly
have a place in assessment of anxiety. However,
given the lack of standardization and norms,
they likely work best when supplemented with
other methods, such as structured interviews,
self-report measures, and psychophysiological
measurement to obtain a full picture of the
phenomenon of anxiety. Furthermore, observa-
tional methods are most useful as measures of
treatment planning and outcome rather than
for screening purposes. Indeed, repeated BATs
in some ways are difficult to distinguish from
treatment itself. Finally, although observational
measures have been used for many years, their
psychometric standing is relatively unknown in
clinical populations of children. As our review
indicates, only a handful of studies have exam-
ined the properties of these assessment meth-
ods. In the end, though observational measures
are important tools in the assessment arma-
mentarium, they no longer play the central role
they played in the past (Mash & Foster, 2001).

Physiological Assessment

Another assessment method that eliminates the
reliance on potentially subjective reporting is
using physiological indices, such as heart rate,
blood pressure, cortisol levels, or galvanic skin
response (Beidel, 1988, 1991). Although mea-
surement of anxiety with physiological meth-
ods makes theoretical sense, because anxiety
(and stress) have clear physiological mani-
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festations and underpinnings (Barlow, 2002),
anxiety-focused research on such measures
with children is rare (e.g., Beidel & Turner,
2005; see also Wilhelm & Roth, 2001, for dis-
cussion of the rarity of such measures in adult
anxiety research). Thinking broadly, phys-
iological measurement of reactivity to stress
typically focuses on two systems: the
hypothalamic–pituitary–adrenal (HPA) and the
sympathetic–adrenal–medullary (SAM) sys-
tems (e.g., Bauer, Quas, & Boyce, 2002). In the
child anxiety literature, most measures have fo-
cused on the SAM system, relying on indices
such as heart rate (HR) or blood pressure (BP).
Some studies have also used galvanic skin re-
sponse (GSR). To date, the number of such
studies that has examined psychometric prop-
erties of these methods is quite small; hence, we
do not review them in the section below.

As noted, HR and BP (and, to a lesser extent,
GSR) are used as indices of SAM activity.
Recent psychophysiological research has sug-
gested that better measures for SAM activity
may exist, so that it is possible to disentangle
sympathetic and parasympathetic arousal (e.g.,
Brenner, Beauchaine, & Sylvers, 2005; deGeus
& van Doornen, 1996). Both HR and BP gauge
the combined activity of the two systems
(Bauer et al., 2002). Two indices, heart rate
variability (HRV; essentially, variance in ob-
served HR) and respiratory sinus arrhythmia
(RSA; HR fluctuation as it relates to respi-
ration), are thought to tap parasympathetic
arousal. There is some controversy as to the
optimal way to gauge RSA and HRV, discus-
sion of which is beyond the scope of this chap-
ter (de Geus & van Doornen, 1996). A third in-
dex, the preejection period (PEP; time between
two cardiac events—the depolarization of left
ventricle and ejection of blood into the aorta),
is thought to index sympathetic arousal. To-
gether, RSA or HRV and PEP afford a good
way to gauge the complexity of SAM activity
(de Geus & van Doornen, 1996). However, the
utility of these indices for anxiety assessment is
less clear for at least two reasons. First, we
could not identify any studies that specifically
link any of these measures to anxiety in a child
population. Thus, there is too little research in
the area to judge the value of these mea-
sures. Second, because all three measures are
likely to gauge constructs broader than anxiety
alone (e.g., Beauchaine, 2001; Thayer & Lane,
2000), their use in assessment of anxiety (e.g.,
vs. negative temperament, depression) is not

clear. Still, there has been increasing interest in
these measures to gauge several anxiety-related
constructs, including children’s stress reactivity,
child temperament, and child emotion regula-
tion (e.g., Alkon et al., 2003; Boyce et al.,
2001; Calkins & Dedmon, 2001; Granger,
Weisz, & Kauneckis, 1994; Kagan et al., 1988).
Thus, future researchers should consider in-
cluding measures such as RSA, HRV, or PEP in
their child anxiety studies to inform the field as
to their helpfulness.

Studies concerning markers of the HPA sys-
tem in the child anxiety literature are even rarer
than those that focus on the SAM system, per-
haps because such measurement entails collec-
tion of blood, urine, or saliva, adding both
complexity to the study design and implemen-
tation, and a potentially unpleasant demand on
participants. HPA activity is usually assessed
through measurement of cortisol levels (in
blood, urine, or saliva) or, less often, measure-
ment of adrenocorticotropic hormone (Bauer
et al., 2002). Some have advocated measuring
HPA activity via other means (e.g., dehydro-
epiandrosterone [DHEA] and its sulfated ester
[DHEAS]; Granger & Kivlighan, 2003). Re-
search on HPA activity has been somewhat
more common in youth with depressive or con-
duct disorders (e.g., Goodyer, Park, & Herbert,
2001; Pajer, Gardner, Rubin, Perel, & Neal,
2001; van Goozen, Matthys, Cohen-Kettenis,
Thijssen, & van Engeland, 1998). Similar to
our conclusions about the newer indices of the
SAM system, research is needed to determine
the utility of biochemical markers of the HPA
system for assessing anxiety.

In summary, physiological measures repre-
sent an exciting yet understudied area in the as-
sessment of anxiety in children. Because of
scant available data about the performance of
these measures in assessing anxiety in children,
we cannot yet recommend them for any of the
three primary purposes of clinical assessment:
(1) screening, (2) treatment planning, or (3)
outcome measurement. However, we do see a
potential for growth in the role of these mea-
sures in the coming years, especially as they are
better studied and their methods become less
intrusive. Indeed, there may be a time when
physiological measurement becomes a key part
of screening for anxiety or anxiety risk, as well
as an important outcome measure. It is even
conceivable that should methods become more
accessible, treatment planning might be aided
by physiological measurement.
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Case Conceptualization

We conclude our review of assessment methods
with a brief description of a method that is an
important component of any assessment, yet is
not itself subject to scientific study: case con-
ceptualization. Although case conceptualiza-
tion takes many forms, we focus here on
functional assessment (FA). The basic premise
behind case conceptualization is that in ad-
dition to nomothetically oriented assessment
tools, an idiographic formulation is needed for
each client/patient to individualize treatment
(e.g., Freeman & Miller, 2002). A case concep-
tualization is essentially a “story” that de-
scribes the client’s problems and strengths, pos-
its hypotheses for why they have come to be,
and offers possible remedies for the problems
(e.g., Freeman & Miller, 2002). In this way,
case conceptualizations must be rooted in
theoretical assumptions about the variables
that cause and influence behavior. Two recent
treatment programs, multisystemic therapy
(MST; Henggeler, Schoenwald, Rowland, &
Cunningham, 2002) and primary and second-
ary control enhancement training (PASCET;
Weisz, Southam-Gerow, Gordis, & Connor-
Smith, 2003), include aspects of case conceptu-
alization. In the case of MST, there is explicit
and ongoing use of the specific case conceptu-
alization method FA throughout treatment.

In FA, a number of steps are followed. The
problem(s) is defined as behaviorally as possi-
ble. Then, a number of factors relevant to the
problem are identified, including (1) back-
ground/historical variables assessed, (2) ante-
cedent events, (3) established operations (i.e.,
events or conditions that alter the effect of
other events or conditions), and (4) conse-
quences. Once the relevant factors are identi-
fied, hypotheses are developed that connect the
factors to the problem, then tested in the treat-
ment process, and the new data that emerge are
used to modify the case conceptualization. In
this way, case conceptualization that uses FA is
an ongoing and iterative process: The case for-
mulation is fluid and not static.

INSTRUMENT REVIEW

Review Parameters and Procedures

Our intention in this chapter is to identify the
most commonly used instruments for child
anxiety and to review their psychometric prop-

erties to help guide assessors in selecting the
best instruments for the assessment task. To do
that, we have used several strategies. First, we
conducted a PsycINFO search using the follow-
ing parameters: [anxiety or fear or worry or
panic or avoidance or phobia or obsession or
compulsion or stress] and [measure or instru-
ment or scale or questionnaire or assessment]
and [child or children or youth or adolescent].
We included only articles from 1970 to the
present. The PsychINFO search netted 6,052
articles. In addition, we searched through the
reference lists of anxiety measurement re-
view articles (e.g., Barrios & Hartmann, 1997;
Myers & Winters, 2002), related chapters on
treatment (e.g., Chorpita & Southam-Gerow,
2006), and the reference lists of articles we re-
trieved from the initial search. With additional
articles added from reference list searches, we
identified a pool of 7,218 articles. We then
screened this pool using the criteria listed in Ta-
ble 8.2.

From our initial sample of over 7,200 arti-
cles, 188 met the criteria in Table 8.2. A team
of coders examined these studies using a de-
tailed coding manual (available upon request).
The coding process involved extracting data
from the articles in the categories listed in Ta-
ble 8.3, consistent with criteria proposed by
Stallings and March (1995; see also Greco &
Morris, 2004). Coding meetings were held at
least biweekly during the coding, and all coders
were in regular contact. Of the 188 articles,
15% (30) were double-coded to ensure consis-
tency. Interrater kappa coefficients were over
.90 for all codes.

Results and Discussion of Review

As noted earlier, there are different procedures
and methods that can be used to assess anxiety,
including questionnaires, interviews, observa-
tions, and physiological measures. The two for-
mer methods have received the most research
attention by far, at least according to the crite-
ria we used to establish our sample. With re-
gard to questionnaires, we found 150 articles
that met our criteria, whereas for interviews,
we found 33 articles meeting those same crite-
ria.

The number of articles meeting our criteria
that focused on physiological or observational
measures was considerably smaller. This out-
come was not surprising for physiological mea-
sures given their expense and concerns raised
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about their reliable use with children (e.g.,
Beidel, 1991). Because we were able to identify
only a handful of studies that examined physio-
logical measures and met our inclusion criteria,
we chose not to discuss specific physiological
measures in this chapter.

It was surprising that our search identified
so few psychometric studies of observational
measures, in contrast to earlier chapters on
fears and anxieties (e.g., Barrios & Hartmann,
1997). Our review suggests that questionnaires
and interviews are now the prominent methods
of assessment. Furthermore, inspection of the
studies on observational measures in earlier
chapters reveals that most of the cited studies
had very small samples, many with an n of 1.
Our criterion requiring a minimum sample size

of 25 excluded many of these studies. Even
studies with sample sizes above 25 were pri-
marily treatment studies, whose focus was
evaluation of a treatment and not the psycho-
metric properties of any particular measure. As
a result, available psychometric data of the ob-
servational measure were inadequate. Further-
more, as described earlier, the measures were
typically designed for a specific study and were
often idiographic (i.e., designed for a specific
child’s clinical presentation). Thus, we do not
discuss observational measures further.

Questionnaires

We identified 151 articles examining the psy-
chometric properties of 48 different question-
naires. Among the 48 questionnaires were mul-
tiple variants of certain questionnaires; for
example, the FSSC has multiple revisions and
has been translated into several languages. Al-
most one-third of the articles we identified
were published in 2000 or later, indicating an
accelerating trend in anxiety assessment re-
search. Questionnaires studied ranged in size
from 10 items to over 400. Overall, the large
majority of questionnaires had child report ver-
sions (38 of the 48 questionnaires). We identi-
fied 13 different measures in our review that
had parent report versions, 6 that had a teacher
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TABLE 8.3. Coding Categories

• Article information
• Study parameters (e.g., number of participants,

sociodemographic characteristics)
• Measure parameters (e.g., number of items,

number of scales)
• Reliability data (e.g., internal consistency, retest

reliability)
• Validity data (e.g., convergent, divergent, and

discriminant validity)
• Factor-analytic findings

TABLE 8.2. Screening Criteria for Article Coding

1. The article evaluated a measure that purports to assess an anxiety-related construct, including but not
limited to:

• Anxiety
• Fear
• Worry
• Panic
• Avoidance
• Any DSM anxiety disorder (e.g., phobia, OCD, GAD)
• But not including the following

• Traumatic stress or PTSD
• Anxiety-relevant temperamental characteristics
• Test anxiety
• Medical- or dental-related anxiety

To meet this criterion, the evaluated measure must have at least one anxiety-specific scale. Measures
that included broad anxiety/depression scales only (e.g., Child Behavior Checklist) were not included.

2. The study had a minimum sample size of 25 child/adolescent (i.e., ages 5–18) cases. Studies of infants,
toddlers, and preschoolers were not included.

3. The primary or secondary focus of the article was an examination of a measure’s psychometric
properties (reliability and/or validity and/or factor analysis). In other words, the study must have as
one of its purposes the examination of the psychometric properties of a measure of an anxiety-related
construct.



report version, and 2 that had a clinician report
version. From a purely quantitative view, the
RCMAS (Reynolds & Richmond, 1978), the
STAIC (Spielberger, 1973), and the FSSC-R
(Ollendick, 1983) were the most studied mea-
sures, with more than 15 articles on each of the
measures. However, since 2000, the most fre-
quently studied measures were the SCARED
(Birmaher et al., 1997), the STAIC, and the
Childhood Anxiety Sensitivity Inventory
(CASI; Silverman, Fleisig, Rabian, & Peterson,
1991). Descriptive data on the 14 most studied
questionnaires are listed in Table 8.4.

The discussion of our findings is divided into
two sections. First, we provide a brief descrip-
tion of the 14 instruments that received the
most empirical attention (see Table 8.4). After
a brief description of each measure, we discuss
the psychometric characteristics of each. Be-
cause of the great number of questionnaires
studied, we focus our discussion here on the 14
most frequently studied measures.

OVERVIEW OF QUESTIONNAIRES

We identified three basic types of ques-
tionnaires in our review. First, there were two
“trait” measures referred to by Muris,
Merckelbach, and colleagues (2002) as “tra-
ditional” anxiety measures: the RCMAS
(Reynolds & Richmond, 1978) and the STAIC
(Spielberger, 1973). Second, there were several
“multidimensional” anxiety questionnaires,
most of which focus on DSM-IV categories, in-
cluding the Revised Child Anxiety and Depres-
sion Scale (RCADS; Chorpita, Yim, Moffitt,
Umemoto, & Francis, 2000), the SCARED
(Birmaher et al., 1997), and the Spence Child
Anxiety Scale (SCAS; Spence, 1998). The
Multidimensional Anxiety Scale for Children
(MASC; March, Conners, et al., 1999), an-
other multidimensional instrument, does not
follow DSM criteria as closely in its construc-
tion. Finally, several questionnaires assessed
more specific problem areas or syndromes
within the anxiety spectrum, including social
anxiety, OCD, worry, phobias/fears, and
school refusal. In this section, we briefly de-
scribe each of these 14 measures to provide an
overview before presenting the psychometric
characteristics of each.

We begin with the two trait measures of anx-
iety, the STAIC and the RCMAS. Explicitly
based on the state–trait distinction (Gaudry,
Vagg, & Spielberger, 1975), the STAIC includes

two separate 20-item scales (i.e., state and trait
anxiety) that may be administered separately
or together.1 The measure consists of state-
ments (e.g., “I worry too much,” “I get jit-
tery”) for which a respondent is rated on a 3-
point scale (Hardly ever, Sometimes, Often).
The STAIC has been translated in to multiple
languages, including Chinese (e.g., Li, Cheung,
& Lopez, 2004a, 2004b), Dutch (Muris,
Gadet, Moulaert, & Merckelbach, 1998), and
Thai (Chaiyawat & Brown, 2000). Another
traditional trait measure, the RCMAS, is a 37-
item instrument that possesses a “total” scale,
three anxiety-related subscales (i.e., worry/
oversensitivity, concentration, and physiologi-
cal anxiety), and a “lie” scale. The RCMAS
comprises a series of yes–no questions (e.g.,
“Often I have trouble getting my breath,” “I
often worry about something bad happening to
me”).

Alternatively, the multidimensional mea-
sures of anxiety include three DSM-IV–based
scales and one additional multidimensional
scale (see Table 8.5). The RCADS, a 47-item
DSM-IV–based instrument, includes a total
anxiety and depression scale and a total anxi-
ety scale. In addition, there are five anxiety
disorder–related scales and a major depressive
disorder scale (see Table 8.5). RCADS items
are designed to index DSM-IV syndromes;
a respondent uses a 4-point scale (Never,
Sometimes, Often, Always). Another DSM-IV–
based instrument, the SCARED, has two differ-
ent versions: the original SCARED and a re-
vised version (SCARED-R). The former has 41
items (e.g., “I am nervous,” “When I get fright-
ened, my heart beats fast”) and possesses a “to-
tal” scale and five DSM-IV subscales (see Table
8.5). The SCARED-R has 66 items, with a “to-
tal” scale and nine DSM subscales (see Table
8.5). The SCARED and SCARED-R both em-
ploy a 3-point scale (i.e., Almost Never, Some-
times, Often). The SCAS, the final DSM-IV–
based scale, has 44 items (e.g., “I worry about
being away from my parents,” “I feel afraid if I
have to talk in front of my class”) and includes
a “total” scale and six DSM-IV subscales (see
Table 8.5). The SCAS uses a 4-point scale (i.e.,
Never, Sometimes, Often, Always). Although
all three of these instruments are DSM-IV–
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TABLE 8.4. Descriptive Information for Selected Questionnaires

Measure name Abbrev. Type Construct
No. of

subscales
No. of
items

Time to
complete

(min)
Cost

(company)?

Revised Children’s
Manifest Anxiety Scale

RCMAS Trait Anxiety 3 37 9 Yes (Pro-
Ed)

State–Trait Anxiety
Inventory for Children

STAIC Trait Trait (and
State) anxiety

2 20 or
40

5 or 10 Yes (Mind
Garden)

Multidimensional Anxiety
Scale for Children

MASC Multidimensional Non-DSM
anxiety

4 39 10 Yes
(Harcourt)

Revised Child Anxiety and
Depression Scale

RCADS Multidimensional DSM anxiety
disorders

6 47 12 No

Screen for Child Anxiety
Related Emotional
Disorders

SCARED Multidimensional DSM anxiety
disorders

5 or 9 38 or
66

9 or 16 No

Spence Children’s Anxiety
Scale

SCAS Multidimensional DSM anxiety
disorders

6 44 11 Maybe
(Permission
needed for
commercial

use)

Childhood Anxiety
Sensitivity Index

CASI Syndrome ”Panic” and
anxiety

sensitivity

1 or 2 18 or
44

5 or 11 No

Children’s Yale–Brown
Obsessive–Compulsive
Scale

CY-
BOCS

Syndrome OCD 4 10 or
79

3 or 20 No

Fear Survey Schedule for
Children

FSSC Syndrome ”Phobias” 5 80 or
78

20 or 19 No

Leyton Obsessional
Inventory—Child Version

LOI-C Syndrome OCD 4 20 5 No

Penn State Worry
Questionnaire for
Children

PSWQ-C Syndrome GAD 1 14 4 No

School Refusal Assessment
Scale

SRAS Syndrome School
refusal

4 16 or
24

4 or 6 No

Social Anxiety Scale SAS Syndrome Social phobia 3 22 6 No

Social Phobia and Anxiety
Inventory

SPAI Syndrome Social phobia 2 26 7 Yes
(Harcourt)
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Informants

No. of
papers
since
1970

No. of
papers
since
2000 Countries tested in

Age
range

No. of
studies

with >20%
minorities?

Studies
include

boys and
girls? Variants

Languages/cultural
adaptations

Child,
Parent

29 4 USA, Australia,
Belgium, Canada,

Netherlands,
Uruguay, Zimbabwe

5–19 9 Yes English, Dutch,
French, Spanish

Child,
Parent

20 7 USA, Australia,
Belgium, Canada,

China, Netherlands,
Thailand

6–18 4 Yes Original,
Adolescent

English, Chinese,
Thai, Dutch

Child 6 3 USA, Belgium 8–18 3 Yes English, Dutch

Child 2 2 USA 6–18 2 Yes English

Child,
Parent

15 8 USA, Belgium,
Germany,

Netherlands, South
Africa

8–19 1 Yes Original,
Revised

English, Dutch,
German,
Afrikaans

Child,
Parent

8 6 Australia, Belgium,
Germany,

Netherlands, South
Africa

7–19 0 Yes English, Dutch,
German,
Afrikaans

Child 12 7 USA, Netherlands,
Spain

8–18 3 Yes Original,
Revised

English, Catalan,
Dutch

Child 3 3 USA 5–19 0 Yes Interview,
Checklist

English

Child,
Parent

17 3 USA, Australia,
Belgium, China,

Greece, Netherlands

3–19 2 Yes Revised, II English, Chinese,
Greek, Hawaiian,

Dutch

Cild 2 2 USA 8–17 0 Yes English

Child 3 1 USA, Netherlands 6–18 0 Yes English, Dutch

Child,
Parent

3 2 USA 6–17 1 Yes Original,
Revised

English

Child 12 6 USA, Spain 4 Yes Child,
Child–

Revised,
Adolescent

English, Spanish

Child 10 5 USA, Spain 8–18 1 Yes English, Spanish



based, they do not cover the same disorders
(see Table 8.5 for details).

The final multidimensional measure of anxi-
ety, the MASC, does not draw solely on a DSM
conceptualization of anxiety. The MASC is a
39-item (e.g., “I feel tense or uptight,” “I get
scared when my parents go away”) measure
that indexes a single personality dimension, as
well as physiological arousal and two clinical
syndromes. The MASC possesses a “total”
scale and four subscales: (1) Harm Avoidance,
(2) Physical Symptoms, (3) Separation Anxiety,
and (4) Social Anxiety. In addition, two other
subscales have been developed for the MASC,
an Anxiety Disorder Index and a 10-item
“Short” version of the total instrument. The
MASC uses a 4-point scale (i.e., Never true,
Rarely true, Sometimes true, Often true).

In addition to the trait and multidimensional
measures, we also identified several measures
that trade off bandwidth for fidelity (e.g.,
Cronbach, 1970) by focusing exclusively on
narrow, anxiety-related syndromes (e.g., social
anxiety, phobias/fears). For example, two
measures of social anxiety received a lot of em-
pirical attention: the Social Anxiety Scale and
variants (SAS; e.g., La Greca, Dandes, Wick, &
Shaw, 1988) and the Social Phobia and Anxiety
Inventory and variants (SPAI; Beidel et al.,
1995). The SAS, a 22-item (e.g., “I worry
about what others think of me,” “I get nervous
when I talk to peers I don’t know very well”)
measure, has been studied in its child (SASC),
revised child (SASC-R), and adolescent (SAS-
A) versions. Across all versions, there has been
a “total” scale and three subscales: (1) Fear of
Negative Evaluation, (2) Social Avoidance and

Distress–New Situations, and (3) Social Avoid-
ance and Distress–General Situations. The SAS
uses a 5-point scale (i.e., from Definitely not
true to Definitely true). The child version of the
SPAI, the SPAI-C, is a 26-item (e.g., “I avoid
social situations,” “I feel afraid if have to ask
questions in class”) measure with a “total”
scale and three subscales: (1) Fear of Adults, (2)
Fear of Familiar Peers, and (3) Fear of Unfamil-
iar Peers. However, these scales have not been
consistently confirmed across all studies; some
researchers have posited other scales based on
factor analysis (e.g., Storch, Masia-Warner,
Dent, Roberti, & Fisher, 2004). The SPAI-C
uses a 3-point scale (i.e., Never, Sometimes,
Most of the time/Always).

Of the several measures of OCD receiving
empirical attention, only the Child Yale–Brown
Obsessive–Compulsive Scale (CY-BOCS;
e.g., Scahill, Riddle, & McSwiggin-Hardin,
1997) and the Leyton Obsessional Inventory—
Child version (LOI-C; e.g., Berg, Rapoport, &
Flament, 1986) have been studied psycho-
metrically. The CY-BOCS, based on an OCD
measure for adults, was originally developed
as a clinical interview, later adapted into a
clinician-administered questionnaire, and has
recently been adapted into a checklist. There is
a 10-item clinician-administered version of the
measure comprises a “total” scale and three (or
four) subscales (depending on the study): (1)
Obsessions, (2) Compulsions, (3) Severity,
and (4) Disturbance. There is also a 79-item
checklist of the measure that can be self-
administered; this version possesses a “total”
scale and the four subscales listed earlier. The
CY-BOCS uses a 5-point scale (i.e., higher rat-
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TABLE 8.5. DSM Disorder Coverage for Multidimensional
Anxiety Measures

RCADS SCARED SCARED-R SCAS

GAD � � � �

SAD � � � �

Social phobia � � � �

Panic disorder � � � �

OCD � � �

PTSD �

Specific phobia �

School phobia �

Other anxiety problems �

Major depression �



ings indicate greater severity). The LOI-C has
20- and 44-item versions (e.g., “Do you hate
dirt and dirty things?”; “Do thoughts or words
ever keep going over and over in your mind?”).
Across several studies, different factor struc-
tures have been reported, from a total score
plus two-factor (i.e., Total Obsessive and Total
Interference scales) version to a total score plus
four-factor (i.e., General Obsessive, Numbers/
Luck, Dirt/Contamination, School) version.
The LOI-C employs a yes–no response format.

Although several measures that were studied
tapped worries, only one measure was the fo-
cus of more than one study: the Penn State
Worry Questionnaire for Children (PSWQ-C;
Chorpita, Tracey, Brown, Collica, & Barlow,
1997). This 14-item (e.g., “My worries really
bother me,” “I am always worrying about
something”) measure has a single total scale.
The PSWQ-C employs a 4-point scale (i.e.,
Never true, Sometimes true, Most times true,
Always true).

Another “syndrome” measure, the School
Refusal Assessment Scale (SRAS; Kearney &
Silverman, 1993), is a 24-item (e.g., “How of-
ten do you have bad feelings about going to
school because you are afraid?”; “How often
do you feel you would rather be with your par-
ents than go to school?”) instrument designed
to assess the function of the school refusal. The
measure has four “scales,” essentially the four
“functions” of school refusal: (1) Attention
Getting, (2) Avoidance/Negative, (3) Escape/
Negative Affect, and (4) Tangible Rewards.
The SRAS employs a 0- to 6-point scale (Never
to Always).

The FSSC measure and its variants are de-
signed to tap the severity of fears in childhood
and as such represent a gauge of the DSM cate-
gory specific phobia. For our review, we in-
cluded studies of the FSSC-R and the second
version of the FSSC. The FSSC-R has 80 items
(e.g., “Being killed or murdered,” “My parents
criticizing me”) and the FSSC-II, 78 items. The
FSSC-R uses a 3-point scale (None, Some, A
lot). It has a “total” scale and five subscales re-
flecting specific domains of fear: (1) Fear of
Animals/Minor Injuries, (2) Fear of Death/
Danger, (3) Fear of Failure and Criticism, (4)
Fear of the Unknown, and (5) Medical Fears.
However, not all studies have identified the
same factor structure. Finally, we note that
there are psychometric data for Chinese (e.g.,
Dong, Xia, Lin, Yang, & Ollendick, 1995),
Greek (e.g., Mellon, Koliadis, & Paraskevo-

poulos, 2004), and Hawaiian (e.g., Shore &
Rapport, 1998) versions of the FSSC and vari-
ants.

Both the CASI (Silverman et al., 1991) and
its revised version (CASI-R; Muris, 2002) are
18-item (e.g., “It scares me when I feel shaky,”
“When my stomach hurts, I worry I might be
really sick”) measures, although a 44-item ver-
sion has also been studied. As described earlier,
the CASI “fits” into either the syndrome or re-
sponse domain category and is often used in
studies of panic as an outcome measure and as
a marker of sensitivity to the physiological
component of anxiety. The CASI employs a 1-
to 3-point scale (i.e., None to A lot). The mea-
sure is generally thought to possess a single
“total” scale, though factor-analytic work, de-
scribed later, has suggested up to five scales.

RELIABILITY

Overall, the literature has no lack of studies ex-
amining the reliability of the measures; internal
consistency (tapped by Cronbach’s alpha) is by
far the most frequently examined psychometric
characteristic. Many studies also examined re-
test reliability using the Pearson r or, more
recently, the intraclass correlation coefficient
(ICC). Interpretation of the reliability of tests
measuring psychological constructs is not a
straightforward endeavor; hence, a few prefa-
tory remarks are in order. First, our discussion
focuses on measures that tap “trait” (vs. state)
experiences (Gaudry et al., 1975). As a result,
retest reliability in particular becomes an im-
portant indicator. Furthermore, recent empha-
sis on the multidimensionality of anxiety, dis-
cussed throughout this chapter, implies that
both total scales and subscales should possess
strong reliability. Finally, although the
literature has relied almost exclusively on
Cronbach’s alpha as an estimate of internal re-
liability, we do note the current controversy
concerning the use of that estimate; the inter-
ested reader is referred to this literature (e.g.,
Becker, 2000; Schmidt, Le, & Ilies, 2003;
Zinbarg, Revelle, Yovel, & Li, 2005).

INTERNAL CONSISTENCY

Classic test theory suggests that internal consis-
tency statistics above .80 represent high reli-
ability; estimates between .70 and .80, moder-
ate to low reliability; and scores below .70
represent low reliability (e.g., Murphy &
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Davidshofer, 1998). Internal consistency coeffi-
cients below .70 raise obvious concern about
the reliability of a measure; less obvious are the
concerns raised by coefficients that are “too”
high. For example, Streiner and Norman
(2003) have noted that internal consistency
scores exceeding .90 suggest significant item re-
dundancy, a problem that impacts the effi-
ciency of the measure, especially for use in busy
clinical settings. Thus, we examined our data
for measures scoring “too high” or “too low.”
We follow our framework of discussing mea-
sures in the following order: (1) trait measures,
(2) multidimensional measures, and (3) syn-
drome measures.

Most studies, and most scales, were found to
have strong internal consistency. Table 8.6
summarizes data for the 14 instruments. In
particular, the “total” scores for all measures
had at least moderate reliability, with the ex-
ception of one estimate for the STAIC, which
scored .69 (Papay & Hedl, 1978). This is not
surprising, because “total” scores represent a
reliability estimate with the greatest number of
items for each scale; Cronbach’s alpha
increases as the number of items increases
(Anastasi, 1988). Examining the performance
of the subscales of the various measures, we
found that most also met the criterion of .80 or
higher.

Examining the extreme ends of the spec-
trum, however, we did find “problems” at both
the high and low ends of reliability. Several in-
struments were found to have reliability esti-
mates exceeding .90. Of the instruments with
“high” internal consistency coefficients, the
two scales measuring social anxiety (SPAI-C,
and SASC and SAS-A) demonstrated potential
item redundancy. Concern about the perfor-
mance of the FSSC-R is also warranted because
of the high cost of that measure with regard to
item number. Although the SCARED and the
SCAS exhibited “excessive” internal consis-
tency coefficients, both screening measures are
designed to cover a lot of conceptual ground.
As such, the high number of items seems justi-
fied. Still, the SCAS appears to be the more effi-
cient measure, if judged solely by internal con-
sistency standards.

Examining the low end of the internal con-
sistency spectrum, none of the “total” scales
for any instrument had an internal consistency
coefficient below .70. However, several of the
instruments’ subscales did yield “low” internal
consistency estimates, including scales from the

RCMAS, SCARED, SCAS, MASC, SASC-R,
and FSSC-R.

Taken together, these various internal consis-
tency findings yield a few conclusions. First, as
would be expected, the “total” scale for each
measure performs better than the various sub-
scales. Thus, in general, confidence in the reli-
ability of a measure is greatest for the “total”
score. A few instruments were notable for their
strong reliability results, including the CASI,
RCADS, PSWQ-C, SRAS, and STAIC. Further-
more, many of the subscales from the MASC,
SCAS, and SCARED also merit mention. How-
ever, as noted, some of the scales were “poor
performers”—and some were consistently so.
For example, the Concentration and Physiolog-
ical Anxiety subscales of the RCMAS per-
formed consistently poorly, whereas the Worry
subscale of that measure showed more mixed
findings.

RETEST RELIABILITY

Given their long history, it was surprising to
see a relatively small number of studies exam-
ining the retest reliability of the RCMAS and
STAIC. Comparably more studies were identi-
fied for newer measures such as the
SCARED, SCAS, and MASC. In general,
most of the statistics were positive: More
than 80% of the findings reported a retest
correlation above .50. Table 8.6 summarizes
the findings from our review. As would be
expected, most of the highest coefficients
were for relatively brief time periods, 1 to 3
weeks. However, several measures had retest
correlations above .70 for time periods of 3
months or longer, including the RCMAS (par-
ent and child report), the CASI, and the
SCARED. There was a clear pattern, with
longer retest intervals associated with lower
reliability estimates.

In short, retest reliability estimates of these
various child anxiety measures were strong.
However, retest reliability was relatively infre-
quently assessed. Thus, the strength of our con-
clusions is limited by the relative paucity of
studies, especially in comparison to the much
larger number of studies examining internal
consistency. Given that the test–retest para-
digm measures a different test property than
does internal consistency, and is arguably a
more robust index of reliability, more research
on the reliability of common measures seems
warranted.
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TABLE 8.6. Aggregated Ranges of Several Types of Reliability Estimates for Questionnaires

Instrument Citation(s)

Internal
consistency

(α)

Test–
retest

(r)

Test–
retest
(ICC)

Childhood
Anxiety Sensitivity
Index

Chorpita, Albano, & Barlow (1996); Chorpita &
Daleiden (2000); Fullana, Servera, Weems, Totella-Feliu,
& Caseras (2003); Lambert, Cooley, Campbell, Benoit,
& Stansbury (2004); Muris (2002); Muris & Meesters
(2004); Rabian, Embry, & MacIntyre (1999); Rabian,
Peterson, Richters, & Jensen (1993); Silverman et al.
(1991); van Widenfelt, Siebelink, Goedhart, & Treffers
(2002); Walsh, Stewart, McLaughlin, & Comeau
(2004); Weems, Hammond-Laurence, Silverman, &
Ginsburg (1998)

.81 to .93 .52 to .66

Children’s Yale–
Brown Obsessive–
Compulsive Scale

McKay et al. (2003, 2005); Storch et al. (2005) .47 to .95

Fear Survey
Schedule for
Children (multiple
versions)

Bouldin & Pratt (1998); Burnham & Gullone (1997);
Dong et al. (1995); Gullone, King, & Cummins (1996);
Gullone & King (1992); King & Ollendick (1992);
Mellon, Koliadis, & Paraskevopoulos (2004); Muris &
Ollendick (2002); Muris, Merckelbach, Ollendick,
King, & Bogie (2002); Muris, Merckelbach, Mayer, et
al. (1998); Ollendick, King, & Frary (1989); Ollendick
(1983); Perrin & Last (1992); Sarphare & Aman
(1996); Shore & Rapport (1998); Weems, Silverman,
Saavedra, Pina, & Lumpkin (1999)

.57 to .97 .37 to .90

Multidimensional
Anxiety Scale for
Children

March, Sullivan, & Parker (1999); March, Parker,
Sullivan, Stallings, & Conners (1997); Muris,
Merckelbach, Ollendick, King, & Bogie (2002); Muris,
Gadet, Moulaert, & Merckelbach (1998); Olason,
Sighvatsson, & Smami (2004); Rynn et al. (2006)

.62 to .90 .34 to .93

Negative
Affectivity Self-
Statement Ques-
tionnaire

Lerner et al. (1999); Muris, Mayer, Snieder, &
Merckelbach (1998); Ronan, Kendall, & Rowe (1994)

.79 to .84 .96

Positive and Neg-
ative Affect Sched-
ule for Children

Crook, Beaver, & Bell (1998); Laurent et al. (1999) .86 .66 to .74

Penn State Worry
Questionnaire for
Children

Chorpita, Tracey, Brown, Collica, & Barlow (1997);
Muris, Meesters, & Gobel (2001); Muris, Merckelbach,
Wessel, & van de Ven (1999)

.82 to .89 .92

Revised Child
Anxiety and
Depression Scale

Chorpita, Moffitt, & Gray (2005); Chorpita, Yim,
Moffitt, Umemoto, & Francis (2000); deRoss, Gullone,
& Chorpita (2002)

.61 to .85 .64 to .80

Revised Children’s
Manifest Anxiety
Scale

Epkins (1993); Joiner, Schmidt, & Schmidt (1996); Lee,
Piersel, Friedlander, & Collamer (1988); Mattison,
Bagnato, & Brubaker (1988); Merritt, Thompson,
Keith, & Gustafson (1995); Muris, Merckelbach,
Ollendick, King, & Bogie (2002); Muris, Merckelbach,
Mayer, et al. (1998); Paget & Reynolds (1984); Perrin
& Last (1992); Reynolds (1980, 1981, 1985); Reynolds
& Paget (1981); Reynolds & Richmond (1978, 1979);
Richmond, Rodrigo, & de Rodrigo (1988); Ryngala,
Shields, & Caruso (2005); Tannenbaum, Forehand, &

.49 to .92 .68 to .75

(continued)
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TABLE 8.6. (continued)

Instrument Citation(s)

Internal
consistency

(α)

Test–
retest

(r)

Test–
retest
(ICC)

Revised Children’s
Manifest Anxiety
Scale (cont.)

Thomas (1992); Turgeon & Chartrand (2003); Wilson,
Chibaiwa, Majoni, Masukume, & Nkoma (1990);
Wolfe, Finch, Saylor, & Blount (1987)

Social Anxiety
Scale for Children/
Adolescents
(original and
revised)

Epkins (2002); Ginsburg, La Greca, & Silverman
(1998); Inderbitzen & Hope (1995); Inderbitzen-Nolan
& Walters (2000); Inderbitzen-Nolan, Davies, &
McKeon (2004); La Greca, Dandes, Wick, Shaw, &
Stone (1988); La Greca & Lopez (1998); La Greca &
Stone (1993); Olivares et al. (2005); Sarphare & Aman
(1996); Storch, Eisenberg, Roberti, & Barlas (2003);
Storch, Masia-Warner, Dent, Roberti, & Fisher (2004)

.70 to .89 .46 to .71

Screen for Child
Anxiety Related
Disorders (original
and revised)

Birmaher et al. (1997); Boyd, Ginsburg, Lambert,
Cooley, & Campbell (2003); Essau, Muris, & Ederer
(2002); Hale, Raaijmakers, Muris, & Meeus (2005);
Muris, Gadet, Moulaert, & Merckelbach (1998);
Muris, Merckelbach, Mayer, et al. (1998); Muris,
Merckelbach, Moulaert, & Gadet (2000); Muris,
Merckelbach, Ollendick, King, & Bogie (2002); Muris,
Merckelbach, Schmidt, & Mayer (1999); Muris,
Merckelbach, van Brakel, & Mayer (1999); Muris,
Merckelbach, van Brakel, Mayer, & van Dongen
(1998); Muris, Merckelbach, Wessel, & van de Ven
(1999); Muris, Schmidt, & Merckelbach (2000); Muris,
Schmidt, Engelbrecht, & Perold (2002); Muris &
Steerneman (2001)

.66 to .96 .86

Spence Children’s
Anxiety Scale

Essau, Muris, & Ederer (2002); Muris, Merckelbach,
Ollendick, King, & Bogie (2002); Muris, Schmidt, &
Merckelbach (2000); Muris, Schmidt, Engelbrecht, &
Perold (2002); Nauta et al. (2004); Spence, Barrett, &
Turner (2003); Spence (1997, 1998)

.57 to .92 .45 to .75

Social Phobia and
Anxiety Inventory
for Children

Beidel, Turner, & Fink (1996); Beidel, Turner, &
Morris (1995); Beidel, Turner, Hamlin, & Morris
(2000); Clark, Turner, & Beidel (1994); Epkins (2002);
Inderbitzen-Nolan, Davies, & McKeon (2004); Morris
& Masia (1998); Olivares, García-López, Hidalgo,
Turner, & Beidel (1999); Storch, Masia-Warner, Dent,
Roberti, & Fisher (2004)

.63 to .91

State–Trait
Anxiety Inventory
for Children

Chaiyawat & Brown (2000); Cross & Huberty (1993);
Gaudry & Poole (1975); Kirisci, Clark, & Moss
(1996); Li, Cheung, & Lopez (2004a, 2004b); Muris &
Meesters (2004); Muris, Merckelbach, Ollendick, King,
& Bogie (2002); Muris, Merckelbach, van Brakel,
Mayer, & van Dongen (1998); Nelson, Finch, Kendall,
& Gordon (1977); Papay & Hedl (1978); Papay &
Spielberger (1986); Perrin & Last (1992); Psychountaki,
Zervas, Karteroliotis, & Spielberger (2003); Reynolds
(1980); Schisler, Lander, & Fowler-Kerry (1998);
Southam-Gerow, Flannery-Schroeder, & Kendall (2003);
Steele, Phipps, & Srivastava (1999); Turgeon &
Chartrand (2003); Wolfe, Finch, Saylor, & Blount
(1987)

.82 to .89 .68 to .79

Note. Measures for which reliability coefficients could not be coded are not included in the table. α, Cronbach’s alpha; r, Pearson cor-
relation; ICC, intraclass correlation coefficient.



RELIABILITY: SUMMARY

Overall, there is a reasonable level of confi-
dence in the reliability of many of the question-
naires developed to gauge child anxiety. In par-
ticular, the “total” scale of all of the measures
performed well. Although this same point also
holds for many of the subscales of the mea-
sures, there were notable exceptions, especially
with respect to scales tapping fears and pho-
bias. We also noted that despite this relatively
high level of reliability, the efficiency of some
measures must be considered. Measures with
potential redundancy generally provide more
detailed item-level information; thus, they may
be best suited for screening/identification and
treatment planning, but not outcome measure-
ment. Finally, data on retest reliability, though
somewhat sparse, suggest good support for the
measures studied.

VALIDITY

We coded articles for four validity-related mea-
surements: convergent validity (concurrent and
predictive), divergent validity, and discrimi-
nant validity. In general, the validity evidence
amassed for anxiety questionnaires was less
impressive than the reliability evidence. Table
8.7 summarizes validity data for the 14 instru-
ments.

The most common pattern in the studies we
reviewed was to examine concurrent conver-
gent validity and to do so within informant
(e.g., positive correlations of two self-report
measures of the same or similar constructs). In
these cases, most studies had modestly support-
ive results. Such a procedure may inflate valid-
ity estimates, because some of the shared vari-
ance between scores represents informant and
method variance (Campbell & Fiske, 1959;
Cronbach & Meehl, 1955). When validity was
assessed across reporters, correlations were
typically not as impressive—an unsurprising
finding. Cross-informant discrepancies in re-
porting on psychopathology are the rule in
the literature (Meyer et al., 2001). Thus, it is
not clear that poor cross-informant cor-
relations suggest poor validity (Achenbach,
McConaughy, & Howell, 1987). Nevertheless,
our review suggests that evidence for the valid-
ity of many measures of childhood anxiety is
still relatively tenuous.

Throughout our discussion of the validity
findings for the 14 measures, we focus on the

validity of the “total” scales. We only examine
validity evidence of the subclass for the multi-
dimensional measures and the SRAS (by de-
sign, the SRAS does not have a “total” scale).

A variety of studies speak to the validity of
the “Total Anxiety” subscales of two trait anxi-
ety measures: RCMAS and STAIC. In a par-
ticularly informative study evaluating the
RCMAS and STAIC, Muris, Merckelbach, and
colleagues (2002) reported correlations among
these two and four other anxiety measures:
FSSC-R, MASC, SCAS, and SCARED. Inter-
correlations among these six scales were quite
high, exceeding .50 in all cases for the “total”
scales of each.

Evidence for the RCMAS is also moderately
strong with regard to convergent validity, with
correlations with other anxiety measures in ap-
propriate ranges (i.e., above .50). However,
correlations with the Children’s Depression In-
ventory (CDI) were quite high (above .65)
across several studies, suggesting the measure
may lack divergent validity. Discriminative va-
lidity evidence was mixed with some, but not
other, studies reporting positive results (e.g.,
Perrin & Last, 1992). The RCMAS did consis-
tently distinguish between anxious and non-
clinical youth groups, but evidence for distinc-
tions among multiple clinical groups was less
positive. For example, Chorpita, Moffitt, and
Gray (2005) showed that the RCMAS did not
significantly discriminate between children
with anxiety disorders and children with other
disorders (alpha = .01), and that the effect size
for this discrimination was approximately one-
third that for the RCADS in making the same
discrimination.

Finally, regarding the STAIC, there were
many more studies examining the validity of
the Trait than the State scale. Correlations with
contemporary anxiety scales suggested good
validity for the STAIC–Trait, with some coeffi-
cients exceeding .80 (e.g., RCMAS, SCARED).
Evidence was also relatively supportive of the
distinction between the Trait and State scales,
with correlations falling below .45 across mul-
tiple studies. The only study that measured
divergent validity for STAIC examined the par-
ent report version (Southam-Gerow, Flannery-
Schroeder, & Kendall, 2003); findings suggest
moderate divergent validity support, with the
STAIC-Trait correlating below .35 with mea-
sures of child aggression and externalizing
behavior problems. Evidence of discriminative
validity was similar to that found for the
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TABLE 8.7. Aggregated Ranges of Convergent Validity Estimates for Questionnaires

Instrument Citation(s) Pearson r

Childhood Anxiety
Sensitivity Index

Chorpita, Albano, & Barlow (1996); Chorpita & Daleiden (2000);
Fullana, Servera, Weems, Totella-Feliu, & Caseras (2003); Lambert,
Cooley, Campbell, Benoit, & Stansbury (2004); Muris (2002); Muris
& Meesters (2004); Rabian, Embry, & MacIntyre (1999); Rabian,
Peterson, Richters, & Jensen (1993); Silverman et al. (1991); van
Widenfelt, Siebelink, Goedhart, & Treffers (2002); Walsh, Stewart,
McLaughlin, & Comeau (2004); Weems, Hammond-Laurence,
Silverman, & Ginsburg (1998)

–.08 to .93

Children’s Yale–
Brown Obsessive–
Compulsive Scale

McKay et al. (2003, 2005); Storch et al. (2005) –.19 to .76

Fear Survey
Schedule for
Children (multiple
versions)

Bouldin & Pratt (1998); Burnham & Gullone (1997); Dong et al.
(1995); Gullone, King, & Cummins (1996); Gullone & King (1992);
King & Ollendick (1992); Mellon, Koliadis, & Paraskevopoulos
(2004); Muris & Ollendick (2002); Muris, Merckelbach, Ollendick,
King, & Bogie (2002); Muris, Merckelbach, Mayer, et al. (1998);
Ollendick, King, & Frary (1989); Ollendick (1983); Perrin & Last
(1992); Sarphare & Aman (1996); Shore & Rapport (1998); Weems,
Silverman, Saavedra, Pina, & Lumpkin (1999)

.01 to .85

Multidimensional
Anxiety Scale for
Children

March, Sullivan, & Parker (1999); March, Parker, Sullivan, Stallings,
& Conners (1997); Muris, Merckelbach, Ollendick, King, & Bogie
(2002); Muris, Gadet, Moulaert, & Merckelbach (1998); Olason,
Sighvatsson, & Smami (2004); Rynn et al. (2006)

–.11 to .79

Negative Affectivity
Self-Statement
Questionnaire

Lerner et al. (1999); Muris, Mayer, Snieder, & Merckelbach (1998);
Ronan, Kendall, & Rowe (1994)

.07 to .79

Penn State Worry
Questionnaire for
Children

Chorpita, Tracey, Brown, Collica, & Barlow (1997); Muris,
Meesters, & Gobel (2001); Muris, Merckelbach, Wessel, & van de
Ven (1999)

.23 to .73

Revised Child
Anxiety and
Depression Scale

Chorpita, Moffitt, & Gray (2005); Chorpita, Yim, Moffitt,
Umemoto, & Francis (2000); deRoss, Chorpita, & Gullone (2002)

.34 to .72

Revised Children’s
Manifest Anxiety
Scale

Epkins (1993); Joiner, Schmidt, & Schmidt (1996); Lee, Piersel,
Friedlander, & Collamer (1988); Mattison, Bagnato, & Brubaker
(1988); Merritt, Thompson, Keith, & Gustafson (1995); Muris,
Merckelbach, Ollendick, King, & Bogie (2002); Muris, Merckelbach,
Mayer, et al. (1998); Paget & Reynolds (1984); Perrin & Last
(1992); Reynolds (1980, 1981, 1985); Reynolds & Paget (1981);
Reynolds & Richmond (1978, 1979); Richmond, Rodrigo, & de
Rodrigo (1988); Ryngala, Shields, & Caruso (2005); Tannenbaum,
Forehand, & Thomas (1992); Turgeon & Chartrand (2003); Wilson,
Chibaiwa, Majoni, Masukume, & Nkoma (1990); Wolfe, Finch,
Saylor, & Blount (1987)

–.58* to .93

Social Anxiety
Scale for Children/
Adolescents
(Original and
Revised)

Epkins (2002); Ginsburg, La Greca, & Silverman (1998); Inderbitzen
& Hope (1995); Inderbitzen-Nolan & Walters (2000); Inderbitzen-
Nolan, Davies, & McKeon (2004); La Greca, Dandes, Wick, Shaw,
& Stone (1988); La Greca & Lopez (1998); La Greca & Stone
(1993); Olivares et al. (2005); Sarphare & Aman (1996); Storch,
Eisenberg, Roberti, & Barlas (2003); Storch, Masia-Warner, Dent,
Roberti, & Fisher (2004)

.06 to .79

(continued)



RCMAS and the FSSC-R; the STAIC-Trait dis-
tinguishes between anxious and nonclinical
youth groups, but does not distinguish between
anxious and other clinical groups (Perrin &
Last, 1992).

Among the multidimensional measures, va-
lidity evidence was relatively strong for the “to-
tal” scales. For example, the SCARED total
scale correlated very highly with the SCAS,
RCMAS, MASC, and STAIC total scales (r >
.80) and nearly at that level with the Youth
Self-Report Internalizing Scale (.77), a broad
self-report measure of anxiety, depression,
withdrawal, and other internalizing dimen-
sions (Achenbach & Rescorla, 2001). Another

notable fact about the SCARED is that com-
pared to any other questionnaire, more studies
examined its validity. In comparison, the valid-
ity coefficients for the SCAS were also high but
not consistently above .80 as were those of the
SCARED. Still, most correlations reported for
the “total” scale were above .70, suggesting
rather strong relationships among these mea-
sures of anxiety. Another DSM-based scale, the
RCADS, showed similarly high correlations
with the RCMAS. However, there were rela-
tively fewer data on the RCADS compared to
the SCARED.

The MASC is another measure designed to
index multiple dimensions of anxiety, but it
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TABLE 8.7. (continued)

Instrument Citation(s) Pearson r

Screen for Child
Anxiety Related
Disorders (Original
and Revised)

Birmaher et al. (1997); Boyd, Ginsburg, Lambert, Cooley, &
Campbell (2003); Essau, Muris, & Ederer (2002); Hale, Raaijmakers,
Muris, & Meeus (2005); Muris, Gadet, Moulaert, & Merckelbach
(1998); Muris, Merckelbach, Mayer, et al. (1998); Muris,
Merckelbach, Moulaert, & Gadet (2000); Muris, Merckelbach,
Ollendick, King, & Bogie (2002); Muris, Merckelbach, Schmidt, &
Mayer (1999); Muris, Merckelbach, van Brakel, & Mayer (1999);
Muris, Merckelbach, van Brakel, Mayer, & van Dongen (1998);
Muris, Merckelbach, Wessel, & van de Ven (1999); Muris, Schmidt,
& Merckelbach (2000); Muris, Schmidt, Engelbrecht, & Perold
(2002); Muris & Steerneman (2001)

–.25* to .89

Spence Children’s
Anxiety Scale

Essau, Muris, & Ederer (2002); Muris, Merckelbach, Ollendick,
King, & Bogie (2002); Muris, Schmidt, & Merckelbach (2000);
Muris, Schmidt, Engelbrecht, & Perold (2002); Nauta et al. (2004);
Spence, Barrett, & Turner (2003); Spence (1997, 1998)

.08 to .86

Social Phobia and
Anxiety Inventory
for Children

Beidel, Turner, & Fink (1996); Beidel, Turner, & Morris (1995);
Beidel, Turner, Hamlin, & Morris (2000); Clark et al. (1994); Epkins
(2002); Inderbitzen-Nolan, Davies, & McKeon (2004); Morris &
Masia (1998); Olivares et al. (1999); Storch, Masia-Warner, Dent,
Roberti, & Fisher (2004)

–.45 to .79

School Refusal
Assessment Scale

Higa, Daleiden, & Chorpita (2002); Kearney (2002); Kearney &
Silverman (1993)

State–Trait Anxiety
Inventory for
Children

Chaiyawat & Brown (2000); Cross & Huberty (1993); Gaudry &
Poole (1975); Kirisci, Clark, & Moss (1996); Li, Cheung, & Lopez
(2004); Muris & Meesters (2004); Muris, Merckelbach, Ollendick,
King, & Bogie (2002); Muris, Merckelbach, van Brakel, Mayer, &
van Dongen (1998); Nelson, Finch, Kendall, & Gordon (1977);
Papay & Hedl (1978); Papay & Spielberger (1986); Perrin & Last
(1992); Psychountaki, Zervas, Karteroliotis, & Spielberger (2003);
Reynolds (1980); Schisler, Lander, & Fowler-Kerry (1998); Southam-
Gerow, Flannery-Schroeder, & Kendall (2003); Steele, Phipps, &
Srivastava (1999); Turgeon & Chartrand (2003); Wolfe, Finch,
Saylor, & Blount (1987)

–.15 to .88

Note. Measures for which convergent validity coefficients could not be coded are not included in the table.
* Negative association was predicted (i.e., criterion should be negatively correlated with scale).



does not rely solely on a DSM conceptualiza-
tion. Validity evidence for this measure is com-
parable to that of the SCAS and RCADS, in
that correlations were above .60 and often
exceeded .70 for relevant child report anxiety
measures (e.g., RCMAS, STAIC, SCAS,
SCARED).

Overall, the “total” scales for the MASC,
RCADS, SCAS, and SCARED all performed
quite well with regard to within-reporter corre-
lations. Evidence for cross-reporter correla-
tions is sparse for these measures, and existing
data are not highly positive. As an example, the
MASC “total” scale correlated .14 with parent
report STAIC, despite correlating .60 with the
child report STAIC.

Validity data concerning the subscales of
the multidimensional scales are best for the
SCARED, SCAS, and RCADS. Much of the rel-
evant data concerning the SCARED and SCAS
come from a Muris, Merckelbach, and col-
leagues (2002) study comparing the two instru-
ments (along with four others). On the positive
side, the SCARED GAD subscale correlated
highly with the PSWQ-C, the RCMAS Worry
subscale, and the SCAS GAD subscale. Fur-
thermore, two articles indicated good discrimi-
native validity for the SCARED (Birmaher et
al., 1997; Muris & Steerneman, 2001). The
SCARED OCD subscale has not been exam-
ined in a study including another OCD sub-
scale (e.g., LOI-C, CY-BOCS) except the SCAS
OCD subscale; correlations between the two
scales were above .65 across two articles. No
relevant discriminative validity evidence exists.
Similarly, the SCARED Panic Disorder subscale
correlates well with the SCAS Panic Disorder
subscale (above .73 across two articles). How-
ever, the scale correlation is also nearly as high
with more general scales, such as the RCMAS
(.73) and the STAIC–Trait (.71).

The SCARED SAD scale correlated highly
with the SCAS SAD subscale (above .78) across
two articles; correlation with the MASC Sep-
aration Anxiety subscale was also consistent
with expectation (above .60). However,
the correlations with the STAIC–Trait and
RCMAS total scale were quite high (above
.65), reducing the strength of confidence in the
distinctness of the scale. The discriminative va-
lidity evidence for the scale is positive, how-
ever, showing good discrimination even in
youth with anxiety disorder diagnoses. The
SCARED Social Anxiety subscale did not per-
form as well. Although correlations with

broader measures were lower than the other
subscales reviewed, correlations with the SCAS
Social Phobia subscale was lower than ex-
pected, around .40, and lower at times than
other correlations with other, less relevant
scales (e.g., the SCAS OCD subscale). Further-
more, discriminative validity was modest: The
scale discriminated between anxious and non-
anxious and youth with disruptive behavior
disorders, but no within-anxiety specificity was
demonstrated. Finally, the evidence for the
Phobia subscales of the SCARED was less im-
pressive, mirroring the reliability evidence re-
ported earlier. As an example, the Animal Pho-
bia subscale did not correlate particularly
highly with the Animal Fears subscale of the
FSSC-R. Because the majority of evidence for
the SCARED scales was from studies also ex-
amining the SCAS, similar conclusions may be
drawn about the subscales of that measure.
The SCAS GAD subscale was correlated with
the SCARED GAD subscale, though it was as
highly correlated with the STAIC–Trait and
RCMAS, as well as the SCARED Panic Disor-
der subscale. Discriminative validity evidence
was not strong for the measure. A somewhat
better result was found for the SCAS OCD
subscale, which correlated highly with the
SCARED OCD subscale but less so with more
general scales (e.g., RCMAS, STAIC–total),
though these correlations were still above .55.
The SCAS Panic Disorder subscale was high-
ly (.80) correlated with its corresponding
SCARED scale, with other scales correlating
moderately to highly (r’s ≤ .71). A similar pat-
tern was found for the SCAS SAD subscale,
though correlations were in general lower
across the various measures. Finally, as noted
earlier, the SCAS Social Phobia subscale did not
correlate as highly as would be expected with
the SCARED Social Phobia subscale (below
.60).

Recent tests of the validity of the RCADS in
a clinical sample lend relatively strong support
to its validity. For example, the subscales all
correlated positively with the RCMAS (r’s = .59
to .72), with interview-derived ratings of corre-
sponding clinical syndromes (r’s = .34 to .54),
and with similar clinician ratings derived from
parent interviews (r’s = .22 to .31). As a point
of comparison, the RCMAS validity co-
efficients with these same parent interview–
derived ratings ranged from –.01 to .16 (all
nonsignificant). In a stringent test of divergent
validity, four of the five RCADS anxiety scales
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(all but panic) failed to correlate significantly
with depression scores controlled for variance,
as measured by the RCMAS. Thus, although
there are few studies on this measure, its psy-
chometric support is so far quite strong.

Next we turn to the validity evidence for the
syndrome measures, starting with the social
anxiety questionnaires: the SPAI-C and the
SASC and SAS-A. Relative to the SPAI-C, a
much greater number of studies have focused
on the SAS and its variants. Correlations be-
tween the two “total” scales have been greater
than .60. A positive finding is that both mea-
sures correlate more highly with each other
than with anxiety measures with more band-
width, though correlations with these broad-
band measures are generally above .40. The
“total” scale of the SAS and its variants also
had modest relationships with a variety of mea-
sures of social competence (e.g., number of
friends), with Pearson r’s in the range of .15 to
.30. Correlations were typically higher for girls
than for boys, although examinations of differ-
ence were not always reported. Similarly, the
SPAI-C “total” scale was modestly related to
observed social behavior, again in the .15 to .30
range, though some relationships approached
.40 (e.g., speech latency).

Although the SPAI-C has several subscales,
we deemed the evidence too preliminary to
evaluate their validity, particularly given the
notion that the measure itself may possess
greater validity for subdimensions than the cri-
teria to which it might be compared (Cronbach
& Meehl, 1955). The subscales of the SAS and
variants have received somewhat more empiri-
cal attention. The SAS has three subscales: (a)
Fear of Negative Evaluation (FNE), (2) Social
Avoidance/Distress–General (SA/D-Gen), and
(3) Social Avoidance/Distress–New Situations
(SA/D-New). In general, these scores had in-
tercorrelations in the .50–.60 range, suggesting
that though they do have considerable overlap,
there is also support for their distinctness. For
convergent validity, studies compared the sub-
scales with the RCMAS or measures of social
and relational functioning. The FNE subscale
correlated above .50 with the RCMAS across
three articles, whereas the magnitude of the
correlations for the other two subscales (SA/D-
Gen and SA/D-New) was somewhat lower
across these studies, with correlations around
.40. All three scales also correlated with the So-
cial Acceptance subscale of the Harter Social
Competence Measure; these correlations were

higher for girls than boys. For the FNE and SA/
D-New subscales, correlations with other mea-
sures of social competence (e.g., number of
friends, social skills) were modest (.20 and be-
low); somewhat stronger (r = .30) relationships
emerged between these same indices and the
SA/D-Gen. In general, the subscales did not
perform as well as the “total” scale. In general,
both the SAS and the SPAI subscales face the
challenge of validation in an area in which suit-
able validity criteria are difficult to identify. Al-
though evidence does not appear to favor ei-
ther instrument, data to date are more plentiful
for the SAS (and variants).

As noted earlier, the FSSC and variants (e.g.,
revised version, non-English versions, FSSC-II)
tap fears and phobia. The measure has demon-
strated moderately strong convergent validity
evidence, with correlations above .50 with the
RCMAS, STAIC, MASC, SCAS, and SCARED.
However, some studies have reported correla-
tions as low as .31. The two articles reporting
discriminative validity evidence were mixed:
One (Ollendick, 1983) found that the measure
distinguished between phobic and normal
youth, whereas the other (Perrin & Last, 1992)
found that the measure did not distinguish be-
tween anxious and normal youth or those with
ADHD.

Turning now to measures of OCD, we note
preliminarily that the CY-BOCS was some-
times administered as a questionnaire and
sometimes as an interview. For this discussion,
we include data on both versions. Between the
LOI-C and CY-BOCS, the latter has the best
validity profile, with relevant validity correla-
tions exceeding .60 for the total scale. Fur-
thermore, correlations with general anxiety
measures (e.g., RCMAS, MASC total) were ap-
propriately lower (below .40), suggesting that
the CY-BOCS is not simply a measure of gen-
eral anxiety. We discuss the factor-analytic re-
sults of the measure shortly. However, there is
little discriminant validity evidence for the
measure. Evidence for the LOI-C is much
weaker. In fact, of the two articles we identified
that examined the validity of the measure, nei-
ther was particularly supportive. None of its
scales correlated significantly with relevant
measures in one article (Berg et al., 1986). Al-
though some discriminant validity evidence
was reported insofar as the measure distin-
guished between youth with OCD and nonclin-
ical controls, the measure did not consistently
distinguish between youth with OCD and
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those with other psychiatric diagnoses (Berg et
al., 1986). It is notable, too, that the validity of
the measure has not been examined in almost
two decades.

As noted earlier, only one measure of worry
in children has been examined by more than
one study—the PSWQ-C. Extant data are
promising for the measure; correlations were
above .60 for other measures of worry or
GAD, such as the RCMAS Worry subscale and
the SCARED GAD subscale. Furthermore, al-
though correlations with other anxiety mea-
sures were also high, the correlation for the
most relevant scale was always highest (e.g.,
correlation with SCARED GAD was higher
than any other SCARED subscale). In the
Chorpita et al. (1997) study, other indices of
validity were positive: the PSWQ-C correlated
highly with the number and intensity of wor-
ries, as well as symptom reports on the Anxiety
Disorders Interview Schedule—Child version
(ADIS-C) of uncontrollable worry. Correla-
tions with excessive worry were more modest,
suggesting the measure may not capture either
the “excessive worry” or the “uncontrollable”
aspects of GAD.

Validity of the SRAS was examined across
three articles, with one focusing primarily on
factor analysis (discussed below). In general,
results are supportive of the four subscales. In
the original development paper, Kearney and
Silverman (1993) confirmed their hypotheses
that the Escape, Avoidance, and Attention
Getting subscales correlated above .30 with
anxiety measures, whereas the Tangible Re-
wards subscale correlated below .10. Similarly,
the Tangible Rewards and Attention Getting
subscales were correlated more highly with the
Child Behavior Checklist (CBCL) Externalizing
subscale. A similar pattern emerged in the
Higa, Daleiden, and Chorpita (2002) study of
the measure; for example, the patterns of youth
meeting criteria for internalizing versus exter-
nalizing disorders mapped as expected onto the
four SRAS subscales. In short, the validity evi-
dence for the SRAS is promising, though lim-
ited by a small number of studies.

Finally, overall validity evidence for the
CASI is rather modest. The measure correlates
rather highly with a variety of other anxiety
measures, such as FSSC-R, RCMAS, STAIC,
and MASC, with validity coefficients ranging
from .50 to .74. Arguably, the measure should
have as its highest correlates measures related
to the physiology of anxiety. Although the mea-

sure did correlate highest with the SCAS Panic
Disorder subscale (among the various SCAS
subscales), correlations with other physiology-
related measures were less consistent. Fur-
thermore, one discriminative validity study
(Rabian et al., 1993) suggested that although
the measure did discriminate between anxious
and nonanxious youth, it was not able to dis-
criminate between anxious youth and those
with externalizing behavior problems. Further-
more, the effect size for the CASI in discrimi-
nating children with panic disorder from those
with other anxiety disorders was found to be
lower than that of the STAIC (Chorpita &
Lilienfeld, 1999), casting some doubts about
the relevance of the CASI to panic disorder in
youth.

Interviews

Our review identified 33 articles examining the
psychometric properties of structured diagnos-
tic interviews, representing 11 instruments. As
noted earlier, there are two basic types of struc-
tured interview: (1) respondent-based and (2)
interviewer-based (Shaffer et al., 1999).
Respondent-based interviews attempt to maxi-
mize reliability through standardization of the
interview, such that most responses to ques-
tions can be “yes” or “no” and do not require
the interviewer to know much about DSM cri-
teria. As such, with adequate training, these in-
terviews may be employed by lay interviewers.
They are typically viewed as ideal for epidemi-
ological settings, but not in clinical settings. On
the other hand, interviewer-based interviews
require a high level of professional knowledge
given that the interview is only semistructured,
such that probe and follow-up questions are at
the discretion of the interviewer. Therefore, a
clinician is required to conduct the interview.
Furthermore, their reliability, particularly in-
terrater reliability, requires close scrutiny. We
summarize the reliability findings for the inter-
views in Table 8.8.

In the study of anxiety disorders in youth,
only one respondent-based interview has been
examined in a study reporting psychometric
data, the Diagnostic Interview Schedule for
Children (DISC; Shaffer, Fisher, Dulcan, &
Davies, 1996). Several interviewer-based inter-
views have reported psychometric data, includ-
ing the Anxiety Disorders Interview Schedule,
Child and Parent versions (ADIS-C/P;
Silverman & Albano, 1996; Silverman &
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TABLE 8.8. Aggregated Ranges of Reliability Estimates for Interviews

Instrument Citation(s)
Internal

consistency (α) Test–retest Interrater

Anxiety Disorders
Interview Schedule for
Children and Parents

Lyneham & Rapee (2005);
Silverman & Eisen (1992);
Silverman & Nelles (1988);
Silverman & Rabian (1995);
Silverman, Saavedra, & Pina
(2001)

— –.06 to .86 (r)
.15 to 1.0 (κ)

.35 to 1.0 (κ)
.90 to 1.0 (r)

Anxiety Rating for
Children—Revised

Bernstein, Crosby, Perwien, &
Borchardt, (1996)

.69 to .80 — —

Child Assessment
Schedule

Hodges, Cools, & McKnew
(1989); Hodges, McKnew,
Burbach, & Roebuck (1987);
Hodges, McKnew, Cytryn, Stern,
& Kline (1982); Hodges,
Saunders, Kashani, & Hamlett,
(1990)

.57 to .88 .66 to .88 (r)
.38 to .88 (κ)

—

Children’s Anxiety
Evaluation Form

Hoehn-Saric, Maisami, &
Wiegand (1987)

— — —

Children’s Yale–Brown
Obsessive Compulsive
Scale

Scahill et al. (1997); Storch et al.
(2004)

.80 to .90 .70 to .76 (ICC) .66 to .91 (ICC)

Diagnostic Interview
for Children,
Adolescents

Boyle, Offord, Racine, Szatmari,
Sanford, & Fleming, (1997);
Sylvester, Hyde, & Reichler
(1987); Welner, Reich, Herjanic,
Jung, & Amado (1987)

— .61 to .64 (ICC)
.30 to .57 (κ)

—

Diagnostic Interview
Schedule for Children

Ribera et al. (1996); Roberts,
Solovitz, Chen, & Casat (1996);
Schwab-Stone, Shaffer, Dulcan, &
Jensen (1996); Shaffer, Fisher,
Dulcan, & Davies (1996)

— –.05 to .73
(ICC)

–.27 to .75 (κ)

–.27 to 1.0 (κ)

Dominic—Revised Murphy, Marelich, & Hoffman
(2000); Valla, Bergeron, &
Smolla (2000)

.66 to .78 .71 to .77 (ICC)
.70 to .76 (κ)

.73 to .81 (κ)

Pictorial Diagnostic
Instrument

Ernst, Godfrey, Silva, Pouget, &
Welkowitz (1994)

.85 — —

Pictorial Instrument
for Children,
Adolescents

Ernst, Cookus, & Moravec
(2000)

.54 — —

Schedule for Affective
Disorders and
Schizophrenia for
School-Age Children

Chambers (1985); Hodges,
McKnew, Burbach, & Roebuck
(1987); Kaufman, Birmaher,
Brent, & Rao (1997); Kolaitis,
Korpa, Kolvin, & Tsiantis (2003)

.44 .10 to .53 (ICC)
.60 to .78 (κ)

.80 (κ)

Terry Bidaut-Russell, Valla, Thomas,
Begeron, & Lawson (1998); Valla
et al. (2000)

.65 to .90 .72 (ICC)
.70 to .76 (κ)

—

Note. α, Cronbach’s alpha; ICC, intraclass correlation coefficient; κ, Cohen’s kappa; r, Pearson correlation.



Nells, 1988), the Child and Adolescent Psychi-
atric Assessment (CAPA; Angold & Costello,
2000), the Children’s Assessment Schedule
(Hodges, McKnew, Cytryn, Stern, & Kline,
1982), the Diagnostic Interview for Children
and Adolescents (DICA; Welner, Reich,
Herjanic, Jung, & Amado, 1987), and the
Schedule for Affective Disorders and Schizo-
phrenia for School-Age Children (K-SADS;
Kaufman, Birmaher, Brent, & Rao, 1997). A
unique aspect of the ADIS-C/P compared to the
other interviews is its use of dimensional rat-
ings concerning severity, intensity, interference,
avoidance, and uncontrollability at the symp-
tom and syndrome levels. In addition, three
separate picture-based interviews identified in
our review are discussed separately. Our review
and discussion are by instrument, starting with
the respondent-based interview. Although we
identified 11 separate instruments in our re-
view, our discussion is limited to those with the
most data.

As noted, the DISC is a respondent-based in-
terview that, among other advantages, is de-
signed for lay interviewers. We identified six ar-
ticles on the psychometrics of the DISC that
specifically included at least one childhood
anxiety disorder diagnosis. Studies of retest
and interrater reliability have been reported
(see Table 8.8). Retest reliability coefficients,
with retest periods of 1–3 weeks, varied by di-
agnosis. With such small time frames, these co-
efficients represent a reasonable gauge of the
measure’s reliability. Coefficients (kappa or
ICC were typically reported) for specific/simple
phobia, SAD, GAD/OAD, and social phobia
were highest, with mean coefficient values
above .50. Panic disorder and agoraphobia
mean coefficients were both below .50, and
those for panic disorder, .22.

Interrater reliability has also been reported
for the DISC. An interesting artifact of the de-
velopment of the DISC is the use of lay and
professional (i.e., MD or PhD) interviewers. As
a result, interrater reliability has been studied
within and across these categories of inter-
viewer, something that occurs rarely in studies
of the other interviews. These data have been
reported for agoraphobia, GAD/OAD, SAD,
simple/specific phobia, and social phobia.
Across the two articles examining interrater re-
liability, coefficients were highest when parent
and combined reports were considered, with
mean kappas for all diagnoses around .50 for
each, whereas the kappa for interrater reliabil-

ity for child reports was .25. For the combined
and parent report kappas, social and simple/
specific phobia had the best overall coeffi-
cients (.55–.60), with GAD/OAD in the middle
(about .50), and SAD the lowest (below .45).
Comparing lay versus lay and lay versus psy-
chiatrist interrater reliability did not suggest
notable differences in the magnitude of kappa,
suggesting that lay interviewers agreed with
each other about as well as lay interviewers
agreed with psychiatrists using the DISC. In
general, these interrater reliability coefficients
are not promising, especially given the design
of the DISC as a highly standardized instru-
ment, a point to which we return in our conclu-
sion to this section on interviews.

Turning to the interviewer-based interviews,
we start with the ADIS-C/P, which, not surpris-
ingly, was the most commonly studied inter-
view for childhood anxiety disorders. Retest re-
liability data, reported in the 1- to 3-week
range, are largely positive, with coefficients
above .70 for most diagnoses. A few general
findings emerge. First, concerning age differ-
ences, older group tended to have lower retest
reliability. A good example of this phenomenon
is found for GAD, reported in a study by
Silverman, Saavedra, and Pina (2001). Child,
parent, and combined report diagnoses were
examined across a 10-day period. The retest
coefficient for the younger (ages 7–11) children
was above .70 for GAD in all three reports (i.e.,
child report, parent report, and combined re-
port) whereas for older (ages 12–16) children,
only one of the three was at .70 (combined),
with the other two below .60. A second general
finding is that the “combined” report yielded
the best retest coefficients, followed by parent
report.

Although fewer interrater than retest reli-
ability data are reported for the ADIS-C/P,
there is still a reasonable database on this prop-
erty of the interview. Again, the data are largely
positive. As noted earlier, kappa coefficients
above .74 (e.g., Landis & Koch, 1977) are typi-
cally considered adequate for diagnostic inter-
views. Studies have demonstrated the ADIS-C/
P meets this standard often, though not always.
For example, the kappa for OAD was below
criterion for parent and combined reports in
the Silverman and Eisen (1992) article. Simi-
larly low coefficients for social phobia were re-
ported in the same study by combined and
child reports. However, the general trend was
for acceptable kappas for the ADIS-C/P. But-
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tressing this conclusion is the finding by Lyne-
ham and Rapee (2005) that kappas were ac-
ceptable for in-person compared to phone
interviews across multiple diagnoses (i.e., spe-
cific phobia, social phobia, SAD, and GAD).
Despite these rather positive data, there is a no-
table lack of data for the OCD diagnosis,
though, most likely a result of its rarity.

Four other interviewer-based interviews
have psychometric data available concerning
anxiety disorders: CAPA, CAS, DICA, and K-
SADS. For all four, however, data are rather
limited. Taking the CAS as an example, data
for the instrument are only available for two
diagnoses (OAD and SAD). Retest data are
modestly supportive for SAD (.56) and less so
for OAD (.38). Interrater reliability data are
even sparser, with a pre–DSM-III-R study by
Hodges, McKnew, and colleagues (1982) not-
ing that such reliability was above .70. Data on
the K-SADS, though more recent, are equally
meager. Retest data are available for the DICA
in one study across 17 days for two diagnoses
(OAD and SAD), and coefficients are moderate
to weak (.57 and .32, respectively). Kaufman
and colleagues (1997) reported better results
for the K-SADS, with kappa at or above .70,
but only for GAD and “any anxiety diagnosis.”
No interrater reliability data were available for
either DICA or K-SADS. Unlike the other inter-
views, however, CAS, DICA, and K-SADS have
some reported validity evidence. For example,
in a rare study comparing two structured diag-
nostic interviews, Hodges, McKnew, Burbach,
and Roebuck (1987) found moderate to low
agreement between CAS and K-SADS for “any
anxiety disorder” diagnosis, with kappas rang-
ing from .37 to .54. Boyle and colleagues
(1997) compared the diagnoses achieved using
the DICA compared to the Ontario Child
Health Study (OCHS), a behavior problem
checklist; kappas were poor for SAD and OAD
(below .40). Overall, data for these three inter-
views is spare. Although data for the K-SADS
and CAPA are relatively stronger than those for
the other two interviews, there is overall very
little known about these four interviews con-
cerning childhood anxiety disorders.

The most important point to make about in-
terviews is that despite the promise for im-
proved reliability afforded by the DSM, sur-
prisingly little evidence supports the use of
DSM-based interviews for anxiety disorders,
with one important exception, the ADIS-C/P.
Given that the ADIS-C/P was developed specif-

ically for anxiety disorders in children, it is not
surprising that this interview stood out in our
review. Still, it is worth noting that the ADIS-C/
P is the only structured interview with reliabil-
ity data for all of the anxiety disorder diagno-
ses. Although the DISC is a well-studied in-
strument, reliability estimates for the anxiety
disorders are not particularly strong, espe-
cially in comparison to the ADIS-C/P. The
other structured interviews have fewer studies,
making any conclusions about their use prema-
ture.

We conclude our discussion of interviews by
noting the emergence of a small number of pic-
ture-based diagnostic interviews that decrease
reliance on verbal report as a means of inter-
viewing children about symptoms related to
DSM diagnoses. Two interviews, the Dominic
and the Terry, have received attention across
multiple studies. In both interviews, a child is
shown a series of pictures in which a child ex-
hibits DSM symptoms, and is asked, “Have
you ever felt sad (for example), like Terry/
Dominic?” Terry and Dominic are the same ex-
cept that the Terry contains drawings of a black
youth and the Dominic depicts a white youth.
Psychometric data for the three anxiety disor-
der diagnoses (OAD, SAD, phobia) covered by
the instrument are positive. Retest reliabil-
ity coefficients exceeded .70 over 10 days.
Interrater reliability estimates also exceeded
.70. Limited validity evidence has been re-
ported, however. These interviews represent a
promising effort to expand the reach of diag-
nostic interviews.

Before we move to the more general conclu-
sion of our review, we reiterate a point we
made earlier concerning the types of inter-
views. In clinical circumstances, interviewer-
based interviews appear to be the preferred
choice when design alone is considered. Also,
we were somewhat surprised to discover that
respondent-based interviews, despite their high
degree of structure, did not yield better reliabil-
ity estimates. As a result, use of an interviewer-
based interview such as the ADIS-C/P makes
both clinical and empirical sense.

General Summary and Conclusions

Our review revealed a rich literature on the as-
sessment of child anxiety. Since 1970, more
than 180 articles have been published, repre-
senting more than 700 studies conducted on
over 75 measures. Using our search parame-
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ters, the literatures on questionnaires and inter-
views are the best developed. Research on ob-
servational measures, once considered to have
the best psychometric evidence (e.g., Barrios &
Hartmann, 1997), has shown a decline over
time in psychometric studies. On the other
hand, physiological measures, once considered
too unreliable with children (e.g., Beidel,
1991), are beginning to receive more attention,
though, thus far, mainly in literatures beyond
the scope of our review.

We conclude our review with a set of general
recommendations. Before doing so, we offer a
brief discussion of the clinical feasibility of
measurement. Thus far, our focus has been on
the traditional psychometric topics of reliabil-
ity and validity. Although both are necessary
properties of a useful instrument, neither di-
mension speaks directly to clinical feasibility
and utility. Recently, increasing emphasis on
real-world applicability has increased the im-
portance of the feasibility of measures in clini-
cal practice (Mash & Hunsley, 2005; Silverman
& Ollendick, 2005). From our perspective, fea-
sibility involves calculation of the relative econ-
omy of a given measure (compared to its
psychometrically equivalent alternatives). A
first property to consider here is time required,
gauged by the number of items or the time
needed to complete a given assessment (e.g., in-
terview, observation). Table 8.4 provides the
total number of items for each of the question-
naires we have described in detail, along with
an estimate of the time required to administer
the instrument. Time estimates for interviews
are harder to gauge; although some articles in-
dicated the estimated time to conduct the inter-
views, the estimates varied considerably. Thus,
we do not provide any specific estimates except
to say that diagnostic interviews typically take
at least 60 minutes per reporter (i.e., 120 min-
utes for a child and a parent); the duration is
also typically longer if the child is more symp-
tomatic. Hence, interview times in epidemio-
logical studies are briefer than those in clinical
studies. Time required represents one compo-
nent of the instrument’s “cost.” As time in-
creases, child and/or parent fatigue has the
potential to degrade the yield (i.e., decrease va-
lidity) and to impact the satisfaction of the cli-
ent (thus, increasing chance that he or she will
stop treatment or seek it elsewhere). Further-
more, in most clinical settings, financial consid-
erations limit the time dedicated to assessment
(Sanchez & Turner, 2003). Thus, a clinician

must carefully consider how much time to
spend using assessment tools.

Another cost associated with some mea-
sures is an actual financial cost. Some of the
measures are copyrighted and have a cost asso-
ciated with their use (see Table 8.4). The ADIS-
C/P and the DISC are also copyrighted instru-
ments with cost associated with their use.
Obviously, financial cost has implications for
feasibility. As an example, within the health
care system, consumers are increasingly seeing
coinsurance fees for medical tests (e.g., strep
test, cholesterol test). It is conceivable that such
issues will arise in mental health practice, par-
ticularly if the number of “free” measures de-
creases.

Economizing on time required and reducing
actual financial cost are components of feasi-
bility. However, another important consider-
ation concerns the ultimate yield of the mea-
sure. In other words, how much information
does a measure generate considering its cost
(e.g., in time, financial cost)? Although our
field has not elaborated a method for determin-
ing this ratio, we offer the following prelimi-
nary framework to guide our discussion.

Considering the purposes of assessment we
discussed earlier (identification/screening, tri-
age/treatment planning, and treatment evalua-
tion), a yield for a measure varies depending
on which purpose it is meant to serve. We
posit that the overall yield curve is likely to
have a bell shape. Specifically, at the identifica-
tion phase, keeping time required low is likely
to be critical, because relatively few youth who
complete the screen will need any follow-up.
Thus, engaging in extensive measurement does
not appear necessary or feasible. However, in
the triage/treatment planning phase, greater
tolerance for cost is likely. During this phase,
an assessor seeks to identify caseness, to triage
the client into the appropriate treatment(s),
and to identify key treatment goals. Thus, a
wider net is preferred. Furthermore, at the out-
set of treatment, extended time for assessment
may be expected and “billable” within mental
health systems. Overall, the need for sensitivity
may make the relative cost of the time spent
lower during screening and treatment plan-
ning.

Note, however, that the yield of a measure
for triage/treatment planning purposes is likely
maximized as the ratio between the number of
relevant constructs measured (e.g., DSM disor-
ders) and the time spent increases; lower ratios
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are associated with higher “cost” insofar as the
measure does not provide much information
despite the time spent. Thus, despite greater
tolerance for higher cost, economic concerns
remain in the triage/treatment planning stage.

As one moves to outcome measurement, effi-
ciency remains a prime concern, because of the
limited time available during and after treat-
ment for lengthy assessments. Furthermore, the
focus of treatment is likely to be narrow; thus,
measurement of those specific goals may be
most critical in gauging the effects of treat-
ment.

We pause briefly to point out that this fo-
cused measurement stands in contrast to a typi-
cal, randomized, controlled trial posttreatment
battery, which often contains multiple mea-
sures of similar constructs. Although such mea-
surement represents a state-of-the-art approach
to clinical assessment in a research trial, the
context of that assessment must be considered.
In the absence of real-world financial and time
pressures, such an extensive battery of mea-
surements may indeed be the best choice. As
valuable as such assessments are to the science
of outcome assessment, however, the practice
of outcome assessment must by necessity be
more parsimonious.

In addition to the notion of feasibility, an-
other dimension relevant to applied use of
these instruments involves optimal conditions
of use. A close read of our discussion thus far
suggests that some measures are better suited
for a certain purpose, whereas others are better
suited for other purposes. Table 8.9 summa-
rizes our recommendations.

For the purpose of identification, question-
naires represent the best choice. Because parsi-
mony is of the essence, a measure such as the
STAIC–Trait is a strong choice, with only 20
items. We also recommend the Positive and
Negative Affect Scale for Children (PANAS-C),
because it has stronger conceptual ties to
notions of temperament, although is not an
anxiety measure per se. Although the DSM-
based scales are lengthier, several offer norms
that allow for the determination of percentile
or T-scores, which can help in determining
whether or not treatment is warranted. Of
these, RCADS is the briefest and covers several
anxiety diagnoses, as well as depression.

For triage and treatment planning, working
with one of the DSM-based scales makes best
sense in terms of locating the type of anxiety
and degree of comorbid elevations. Despite
their length, such measures may be worthwhile
because of their superior precision in iden-
tifying areas for treatment focus. Indeed, as
we and others have discussed elsewhere (e.g.,
Chorpita & Nakamura, 2004), use of DSM-
based questionnaires may also represent a way
to plan for the efficient use of an accompanying
structured diagnostic interview. The choice
among the three anxiety-related DSM ques-
tionnaires is not simple, because of the lack of
uniform coverage of the DSM disorders (see
Table 8.5). The SCARED-R has the broadest
scope, screening for all seven of the DSM-IV
anxiety disorders; the first version of the
SCARED only included four diagnoses (plus
school phobia). The RCADS affords the advan-
tage of screening for depression and anxiety
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TABLE 8.9. Recommendations by Assessment Purpose

Purpose Identification Triage/treatment planning
Outcome
during treatment

Outcome
posttreatment

Questionnaire STAICa RCADS Syndrome
questionnaire

Syndrome
questionnaire

Questionnaire PANAS-C SCARED RCADS

Questionnaire RCADS SCAS SCARED

Interview ADIS-C/P ADIS-C/P

Interview K-SADS K-SADS

Other Process measures
(e.g., SRAS, functional
assessment)

Idiographic measures
(e.g., number of panic
attacks)

Idiographic measures
(e.g., number of panic
attacks)

Other Idiographic measures (e.g.,
number of panic attacks)

a Although there are data on the State version, our focus here is the Trait version of the STAIC.



but does not screen for PTSD and specific pho-
bia. The SCAS screens for the same anxiety dis-
orders as the RCADS (with the addition of
physical injury fears) but does not screen for
depression. Considering coverage, the RCADS
would appear to be a reasonable choice. How-
ever, psychometric evidence for the measure,
although uniformly positive, is not as exten-
sively documented as that for the SCARED and
SCAS. Furthermore, if full coverage of the
anxiety disorders is desired, especially PTSD
(though see Fletcher, Chapter 9, this volume),
the SCARED-R may be preferable. Use of the
trait measures is not recommended at the treat-
ment planning stage.

The use of a structured diagnostic interview
is clearly an important tool for treatment plan-
ning. The data clearly identify the ADIS-C/P as
the superior interview for anxiety disorders. If
cost is an issue, the K-SADS may be a viable
option, though data are sparse. However, be-
cause all structured interviews are costly with
regard to time and training required, we rec-
ommend using one of the DSM-based multidi-
mensional questionnaires in clinical practice as
a way to identify components of diagnostic
interviews most worth administering (cf.
Chorpita & Nakamura, in press).

A notable gap in the assessment literature is
the paucity of process- or function-oriented
measures that offer data on the mechanisms
causing or maintaining the problem behaviors.
This is a critical gap, because an important goal
of treatment planning involves hypothesizing
the causal or maintaining factors of the anxiety.
However, almost all of the measures we identi-
fied gauge only symptom severity, frequency, or
interference, not their presumed causes. In
most clinical situations, data on functions
of the problem behaviors are obtained with
loosely structured, clinical interviewing tech-
niques. As discussed earlier, we prefer the use
of functional assessment (FA) as a guide to
identifying the “process” of the problem(s)
identified. Our recommendation comes from
the accumulation of related data reported by
those using FA and similar approaches (e.g.,
Francis & Chorpita, 2004; Henggeler et al.,
2002; Persons, 1989). Although some of the
gap in measuring causal variables may be due
to the relatively poor understanding of etiology
and mechanisms of treatment action in general
(Kazdin, 2001), this understanding cannot be
advanced without strategies to measure poten-
tial mediators and moderators of treatment.

A small number of questionnaires appear
potentially useful in the regard, specifically, the
SRAS and CASI. In cases of school refusal, the
SRAS is a tool to gauge the reasons for the
school refusal and to plan treatment. Least
clear is the role of the CASI in developing a
treatment plan. Although anxiety sensitivity is
related to several anxiety disorders, no studies
have demonstrated any added benefit of using
the CASI along with other questionnaires in
treatment planning.

Regarding outcome measurement, there are
two types of outcome one may be interested in
assessing: (1) ongoing, during-treatment assess-
ment and (2) posttreatment assessment. One
way to address the first of these is to use the in-
struments recommended for triage/treatment
planning questionnaires: RCADS, SCARED, or
SCAS. However their use may not warranted in
many cases, because the focus of treatment is
generally more limited. Thus, there may be
more parsimonious ways to assess outcome,
and more focused assessment methods are
typically recommended. Specifically, ongoing
assessment of outcome can be measured effi-
ciently by an instrument specific to the syn-
drome in question. For example, one could
choose between SPAI-C or the SAS and vari-
ants to measure social anxiety. Our review rec-
ommends the latter, because there are relatively
more data on the measure, and it has four
fewer items.

A problem with this plan emerges for prob-
lem areas without a specific measure. For ex-
ample, panic disorder and SAD do not have
stand-alone questionnaires specifically de-
signed for them. Furthermore, although the
FSSC-R taps fear severity, it is not likely to
serve as a particularly useful outcome tool for
treatment of specific phobia, because treatment
will likely focus on a finite number of specific
fears; thus, their declining severity and reduced
avoidance is of more of interest than an inven-
tory of a child’s fear of a wide array of stimuli.
In short, then, use of syndrome-specific ques-
tionnaires for outcome measurement is limited
to GAD, OCD, and social phobia.

An alternative may be to extract individual
scales from the DSM-based multidimensional
questionnaires. A problem with this procedure
concerns the lack of psychometric data for the
scales as stand-alone measures. Furthermore,
as noted earlier, available psychometric data on
some of the scales are not particularly strong.
For example, doubts concerning the reliability
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of the OCD and phobia scales make their use
questionable. Still, use of these scales individu-
ally merits consideration and may prove to be a
fruitful future research direction. Furthermore,
the CY-BOCS represents a strong choice for
OCD, so the only diagnoses that are not well
covered may be phobias. And, as we discuss
shortly, idiographic measurement may repre-
sent the best choice in this instance anyway.

Observational measures may also serve as
good, idiographic ways to track ongoing treat-
ment progress. Homework assignments,
though not usually conceptualized as such, are
often assessments of treatment progress. In
exposure-based treatments, administration of a
BAT may be used to determine treatment prog-
ress. This may be the optimal method for track-
ing progress in treating phobias. Less formal
observational measures, such as client self-
monitoring, also may provide insight into
treatment effects. However, as noted, psycho-
metric study of these methods is challenging,
and little research has documented the reliabil-
ity or validity of these methods.

To this point, we have suggested tracking
treatment progress for discrete syndromes or
problems. However, in cases with multiple di-
agnoses identified at the initial assessment, for
which treatment has been multiply focused,
such an approach may be less helpful. Further-
more, because estimates of comorbidity are
high across epidemiological and clinical stud-
ies, this situation is likely to be quite common.
In these instances, the broader DSM screening
instruments may be needed to track ongoing
treatment progress.

At posttreatment, if there is interest in identi-
fying response generalization effects of treat-
ment (i.e., reductions in other problems areas),
broader instruments or a structured diagnostic
interview may be the best route. Such methods
allow the clinician to confirm that no (addi-
tional) problems remain (or have emerged).
Considering economy, on the other hand, a cli-
nician may again choose to use a specific ques-
tionnaire, perhaps paired with areas selected
from a follow-up structured diagnostic inter-
view. In addition, in some cases, the use of a
BAT may also be a useful way to conclude
treatment, allowing the client to demonstrate
gains made in treatment in a more obvious way
than might be achieved with a questionnaire or
interview.

As summarized in Table 8.9, our recommen-
dations with regard to assessment tools depend

on the purpose of assessment. Furthermore,
some of our recommendations are more tenta-
tive than others, because important gaps that
remain in the literature preclude stronger rec-
ommendations. Finally, we remind the reader
of our overall caveat for the chapter. Our focus
has been on measures of child anxiety. As such,
we have not discussed measures of other prob-
lem areas (e.g., disruptive behavior disorders,
general child functioning measures). Thus, our
recommendations are limited to anxiety-
related measures. If we were recommending
measures for broad clinical assessment, we
would change our list. Overall, our review and
the related recommendations are meant as a
guide for clinicians to make evidence-based de-
cisions for the assessment of child anxiety.

FUTURE DIRECTIONS

A review of nearly 40 years of research on as-
sessment of anxiety in children points to sev-
eral issues in the literature that call for addi-
tional research. First, there appears to be a
need for additional evidence on parent report
questionnaires. It is well documented that par-
ents and youth often disagree about the psy-
chological symptoms the youth is experiencing
(e.g., DiBartolo, Albano, Barlow, & Heimberg,
1998; Frick, Silverthorn, & Evans, 1994). As a
result, considerable debate exists regarding
the preferred reporter of children’s anxious
symptomatology—parent or child. Some re-
searchers have suggested that children may
be better reporters of their own distress
(e.g., Edelbrock, Costello, Dulcan, Conover, &
Kala, 1985; Jensen, Traylor, Xenakis, & Davis,
1988), whereas others have found that parents
may more reliably report their children’s anx-
ious distress (e.g., DiBartolo, Albano, Barlow,
& Heimberg, 1998; Rapee, Barrett, Dadds, &
Evans, 1994; Schniering, Hudson, & Rapee,
2000).

The controversy over whose report is prefer-
able notwithstanding, few disagree that the use
of parent reports in conjunction with child re-
ports confers significant advantages over an
exclusive reliance on youth self-report. It is
unclear how reliable the reports of younger
children (before age 10) are in discriminating
subtle emotional states such as worry, anxiety,
and depression (e.g., Edelbrock, Costello,
Dulcan, Conover, & Kala, 1985; Harris, 1993;
Silverman & Eisen, 1992; but see Silverman &
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Rabian, 1995). Schniering and colleagues
(2000) reported a trend in which children have
more difficulty reporting on complex details,
such as the duration and onset of symptoms.
Similarly, Perez, Ascaso, Massons, and de la
Osa Chaparro (1998) found that children dem-
onstrate difficulties in thinking retrospectively
and in answering questions that require the
most metacognition (e.g., questions about in-
ternal thoughts or feeling states). Because chil-
dren almost never refer themselves for clinical
treatment, ignoring the parent’s view seems
clinically contraindicated. Finally, with only
one reporter, assessment or diagnostic infer-
ences cannot be corroborated as easily. Thus,
we urge measure designers to continue to de-
velop and investigate parent report versions of
questionnaires.

Second, it appears more generally that the
field would benefit simply from more measure-
ment research. The child anxiety measurement
literature is replete with “single-study” instru-
ments (i.e., measures developed and tested in
one [or a few] studies, only to be replaced or
eclipsed by another, similar “single-study” in-
strument). Given that establishing the validity
of an instrument and articulating its bound-
aries conditions (e.g., clinical, school samples)
are highly complex endeavors (Cronbach &
Meehl, 1955), it seems advisable that there be
at a minimum some additional research on the
field’s most commonly used measures.

Loevinger (1957) outlined three components
of construct validity that are worth considering
here: substantive validity, structural validity,
and external validity (for more recent expo-
sitions of construct validity, see Embretson,
1983; Hogan & Nicholson, 1988; Messick,
1995). In short, these components respectively
imply that (1) the content of the items on a test
should be consistent with the investigator’s the-
ory regarding the trait being assessed, (2) the
structural relations among the items of a
measure should correspond to theoretical
expectations (e.g., internal consistency or fac-
tor structure), and (3) the measure’s relations
with extratest correlates should accord with
theoretical prediction. Few of the instruments
reviewed here have demonstrated strong find-
ings in all of these areas.

Most lacking across the board is the evi-
dence for substantive validity (cf. content valid-
ity; Haynes, Richard, & Kubany, 1995); that is,
many measures appear to have been designed
with an initially underdeveloped item pool,

such that factor-analytic findings often yield
two- or three-item factors, or scales are other-
wise underrepresented or unclearly related to
theoretical domains (e.g., Chorpita &
Daleiden, 2000). This observation suggests
that future test development and revision
should seek to be quite clear about the theory
of the constructs in question, and should be ex-
plicitly overinclusive with initial item pools
(Loevinger, 1957) to clearly demarcate an in-
strument’s construct boundaries.

With respect to screening/identification, we
agree with the now not-so-recent sentiment of
Stark and Laurent (2001) regarding the need
for a new generation of measures. On the one
hand, multidimensional scales, particularly
those that index DSM syndromes, appear to
have high utility for identifying areas of con-
cern. For the purpose of measuring treatment
progress and outcome, on the other hand, it
would be helpful to continue to develop and re-
fine the more focused measures, obviating the
need for the use of extended measures at re-
peated intervals (unless, of course, comorbidity
is an issue, in which case multidimensional ap-
proach remains a strong choice). That said, the
vast majority of research on the assessment of
child anxiety involves single-instrument evalu-
ation. Although important, single-instrument
approaches to assessment are rarely appropri-
ate in clinical circumstances. More studies on
how various measures may be used in conjunc-
tive accord and on empirical tests of combina-
torial algorithms would be highly useful for the
field. There has been little or no research on the
use of data combination strategies other
than rule-based interviews and linear sums of
questionnaire items. More sophisticated ap-
proaches such as item–response theory (Reise,
Ainsworth, & Haviland, 2005), associative
network theory (Peng & Reggia, 1996), and
Bayesian logic models (e.g., Chorpita et al.,
2000) may ultimately point the way to the opti-
mal inference strategies that draw from an effi-
cient yet comprehensive battery of instruments.
The promise of these new approaches is not
well known in this context; we hope, therefore,
that they will be frequent subjects of study as
assessment approaches continue to be devel-
oped and improved for youth with anxiety.

Finally, that despite increasing calls for re-
search with diverse sample, our review indi-
cates that most of the evidence to date involves
samples of mostly white youth. Given socio-
demographic trends in the United States and
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other countries, the evidence base needs major
work in this area if we are to maintain confi-
dence in its external validity. In the area of
child anxiety assessment, the work needed is
both practical and conceptual. On the practical
end, we simply need more studies with diverse
samples. Although diversity of ethnic groups is
one important direction (Austin & Chorpita,
2004; Safren et al., 2000), we also need work
that examines measurement with poor and ru-
ral youth (e.g., Atkins et al., 2003; Costello et
al., 2003). On the conceptual end, we also
may need to rethink assumptions about anxi-
ety measurement, because cross-cultural re-
search has identified different manifestations of
anxiety symptomatology in different cultural
groups. For nations with increasing multicul-
tural populations, sensitivity to such differ-
ences becomes a critical public health issue.
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C H A P T E R 9

Posttraumatic Stress Disorder

Kenneth E. Fletcher

The evaluation of posttraumatic stress reac-
tions in children, adolescents, and young

adults is not as straightforward a process as it
might first appear. Whereas the assessment
process shares similar challenges with any as-
sessment of behavioral and emotional prob-
lems in children, it faces additional challenges
of its own, some of which may not be readily
apparent to clinicians who are less familiar
with the research on childhood posttraumatic
stress disorder (PTSD). PTSD, for example, is
one of the few mental disorders that requires
exposure to a high-magnitude stressor that has
the potential for producing traumatic reac-
tions. Some of the challenges clinicians face in
this regard are to establish whether the child
under consideration was exposed to a stressor,
whether that stressor qualifies as a potentially
traumatic stressor, whether the child experi-
enced it as such, and finally whether the child’s
behaviors that appear to be symptomatic of
PTSD actually began as a consequence of expo-
sure to the stressor under consideration. The
first section of this chapter describes these and
other factors that need to be taken into ac-
count in the process of evaluating traumatic re-
sponses. The second section suggests which of
the currently available assessment tools might
allow the clinician to evaluate children for
PTSD most effectively.

The need to assess the possible presence of
traumatic reactions in an infant, child, adoles-

cent, or young adult may arise in a variety of
circumstances. An informed caregiver or other
adult in the child’s life may be concerned for
the child after a particularly difficult crisis dis-
rupts the child’s life. This is most likely to hap-
pen after a major disaster that affects entire
communities, such as hurricanes or tsunamis
often do, or the disaster may have more per-
sonal repercussions for the child, such as the
loss of a home to fire. Increasingly, children are
being referred for assessment after they are dis-
covered in homes embroiled in domestic vio-
lence. Victims of physical or sexual abuse (see
Crooks & Wolfe, Chapter 14, and Wolfe,
Chapter 15, this volume), and sometimes of
emotional abuse or neglect, are likely to be re-
ferred for evaluation as well.

At other times, children may be referred for
reasons seemingly unrelated to posttraumatic
stress, but someone, perhaps even the clinician,
recognizes the need to examine them for possi-
ble posttraumatic reactions, if only for pur-
poses of differential diagnosis. Children’s trau-
matic reactions are frequently not recognized
as such, in part, due to adults in their lives min-
imizing the possibility of traumatic reactions in
their children. It may also be due to lack of rec-
ognition of the potential stress an event might
pose for the child. In other instances, adults in
the child’s life may simply be unaware of the
kinds of stressful experiences to which a child
is exposed. Some children, for example, live
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with daily bullying on the way to school and
again on the way home, but never reveal these
experiences to an adult. On the other hand, a
conspiracy of silence may surround a child who
is the victim of maltreatment.

In this sense, posttraumatic stress can be a si-
lent referral. Therefore, clinicians need to be
particularly alert to the possibility that a good
many symptomatic behaviors that at first sug-
gest other problems may actually be symptoms
of reactions to traumatic experiences. Referrals
for problems related to apparent hyperactivity,
aggressiveness, social withdrawal, depression,
anxiety, separation anxiety, dissociative experi-
ences, substance abuse, runaway behavior, ex-
cessive risk-taking behavior, and sexual acting
out all may provide clues to the possible pres-
ence of traumatic reactions in infants, chil-
dren, adolescents, and young adults. In addi-
tion, many difficult or inexplicable physical
complaints, such as gastrointestinal problems,
chronic pain of any kind, or fibromyalgia,
among others, also may point to traumatic ex-
periences.

The likelihood that children referred for rea-
sons other than trauma reactions have been ex-
posed to one or more potentially traumatic
events is surprisingly high. In one large, longi-
tudinal study (Costello, Erkanli, Fairbank, &
Angold, 2002), one in every four children re-
ported experiencing at least one event of high-
magnitude stress by the time he or she reached
the age of 16. High-magnitude stressor events
in this study encompassed the extreme stressors
referred to in the fourth edition of the Diagnos-
tic and Statistical Manual of Mental Disorders
(DSM-IV; American Psychiatric Association
[APA], 1994), including serious accidents, seri-
ous illnesses, natural disasters, fires, war, ter-
rorism, violence within or outside the family,
sexual abuse, rape, coercion, death of a loved
one, witnessing such an event, or learning
about such an event, among others. Of the chil-
dren who had been exposed to high-magnitude
stressors in this study, 18% reported exposure
to two such events, and 10% reported experi-
encing three or more. Moreover, 6% of all of
the children in the study reported exposure to
a high-magnitude stressor within the past 3
months.

With these results in mind, clinicians might
do well to consider first taking a history of
any possible high-magnitude stressors children
have experienced over their lifetime, then in-
quiring about current stressors in children’s

lives on a regular basis thereafter, regardless of
the reasons for the child’s referral. This is not to
say that clinicians should screen all children for
PTSD. However, taking a history of lifetime
and current stressors in each child’s life might
prove informative in several ways. Most obvi-
ously, it would assist in identifying circum-
stances in the child’s life that might warrant
further assessment for possible traumatic re-
actions to those circumstances. Cohen and
colleagues (1998) pointed out that “routine
screening for exposure to domestic or commu-
nity violence, child abuse, and other common
stressors is essential in making [the] determina-
tion” (p. 9S) that symptoms of avoidance,
numbing, and overarousal were not present
prior to exposure to the high-magnitude
stressor for which a child is being assessed. Less
obviously perhaps, routine screening for expo-
sure to high-magnitude stressors may provide
information about life experiences that might
be relevant for other problems in the child’s
life. In fact, given the association between
chronic traumatization and major somatic
complaints (as described later in this chapter in
the discussion of complex PTSD), family physi-
cians and pediatricians would be well advised
to screen for such occurrences among their in-
fant, child, adolescent, and young adult pa-
tients on a regular basis as well.

THE FULL SPECTRUM OF POSTTRAUMATIC
STRESS RESPONSES

Anyone, from infant to older adult, regard-
less of age, can react adversely when high-
magnitude stressors intrude on his or her life
(Fletcher, 2003). Reactions to extreme adver-
sity need not necessarily develop into PTSD,
however. Other possible reactions include grief,
depression, anxiety, fear, and dissociative
states, among others. This chapter is concerned
with those reactions to high-magnitude stress-
ors that form the cluster of symptoms associ-
ated with PTSD.

High-magnitude stressors play an important
role in the diagnosis of PTSD. Prior to DSM-IV,
PTSD was the only DSM disorder that for diag-
nosis required exposure to a high-magnitude
stressor. A second disorder that depends on
such exposure, acute stress disorder (ASD),
was added in DSM-IV. The etiology and symp-
tomatology of PTSD and ASD and are closely
related, to the point that they may represent
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different points on a spectrum of posttraumatic
stress reactions. If, as its name suggests, ASD
can be considered to represent acute reactions
to high-magnitude stressors, it has been pro-
posed that many of the symptoms listed in
DSM-IV as “associated or descriptive features”
of PTSD might represent the other end of the
spectrum of chronic reactions. In fact, these so-
called “associated” symptoms were derived
from a proposed syndrome for DSM-IV that
has been referred to by various names, such as
disorders of extreme stress not otherwise speci-
fied (DES NOS) or, more recently, complex
PTSD (Kilpatrick et al., 1998). Evidence is ac-
cumulating that the proposed syndrome com-
plex PTSD provides a reliable and valid cluster-
ing of symptoms that should be considered in
particular circumstances (van der Kolk, Roth,
Pelcovitz, Sunday, & Spinazzola, 2005), which
I describe briefly later in the chapter. Moreover,
there is evidence that treating the distinctive
symptoms of complex PTSD as “associated” or
comorbid conditions rather than as an integral
part of the posttraumatic response leads to
markedly reduced response to treatment (van
der Kolk & Courtois, 2005; van der Kolk et al.,
2005). All three of these “syndromes”—ASD,
PTSD, and complex PTSD—share several char-
acteristics, as I describe later in the chapter. All
three syndromes can be distinguished from ad-
justment disorder based on the criterion that
they all represent traumatic reactions to high-
magnitude stressors. In fact, DSM-IV specifies
that a diagnosis of adjustment disorder should
be made when nonextreme stressors are in-
volved, such as moving to a new neighbor-
hood, starting a new school, or the birth of a
sibling. This chapter is concerned only with
those disorders that develop as a reaction to
high-magnitude stressors, including the two
DSM-IV disorders, ASD and PTSD, as well as
the proposed disorder currently not recognized
by DSM-IV, complex PTSD. For the sake of
simplicity, complex PTSD is referred to as a
syndrome or disorder in the rest of this chapter,
despite its lack of recognition in DSM-IV.

The view I take in this chapter is that these
three syndromes represent a continuum of
posttraumatic stress responses. Someone who
has experienced a catastrophic event can only
be classified as reacting with symptoms of ASD
within 1 month of the event. A victim of trau-
matic events cannot be classified as having
PTSD, until more than 1 month has passed

since the traumatic event. Symptoms that
typify complex PTSD tend to appear after ex-
posure to the most extreme kinds of interper-
sonal trauma, such as sexual, physical, or emo-
tional maltreatment, or after being held captive
and tortured. Moreover, these traumatic events
tend to be of extended duration and/or to be re-
petitive in nature, and the responses tend to be
of longer duration and more likely to effect
substantial changes in the victim’s personality.

Etiology of Posttraumatic Stress Responses

The majority (approximately two-thirds ac-
cording to one meta-analysis; Fletcher, 2003)
of children exposed to high-magnitude stress-
ors do not develop enough posttraumatic stress
symptoms to qualify for a diagnosis of PTSD.
The etilogy of posttraumatic stress response
syndromes such as ASD, PTSD, and complex
PTSD appears to depend on a complex interac-
tion of characteristics of the event itself (e.g., its
nature, cause, severity, duration, and the child’s
exposure to or dosage of particularly distress-
ing aspects of the event); the child’s cognitive,
emotional, psychobiological, and behavioral
responses to the event; personal characteristics
of the child (including biological vulnerabili-
ties, previous exposure to and reaction to other
stressors, developmental stage, age, gender,
ethnicity, coping skills, etc.); and characteristics
of the social environment (e.g., socioeconomic
status, support received from the family and
community, the caregivers’ own responses to
the child’s experiences, etc.). Several models
have been suggested to depict the possible in-
teractions of all of these influences on the
child’s ultimate reaction to potentially traumat-
ic events (Fletcher, 2003; Green, Wilson, &
Lindy, 1985; La Greca, Silverman, Vernberg,
& Prinstein, 1996; Ursano, Fullerton, &
McCaughey, 1994). Detailed consideration is
given later in the chapter to many of these is-
sues, such as the importance of the characteris-
tics of the stressor, age and developmental
stage, gender and ethnic differences, and im-
portant beliefs affected by traumatic experi-
ence. There is not space to give full coverage to
the other factors mentioned here. However, cli-
nicians should always keep in mind the mul-
tiple possible pathways to dysfunctional re-
sponses to high-magnitude stressors, so the
potential influence of the remaining factors is
touched upon here. For a more detailed discus-
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sion of all of these factors, the reader is referred
to Fletcher (2003).

Emotional Reactions

DSM-IV criterion A2 (see Table 9.1) requires
an emotional reaction of horror, fear, or help-
lessness to the high-magnitude stressor, which
may also be expressed as disorganized or agi-
tated behavior in young children. Research
gives substance to this requirement. Children
who lived through Hurricane Hugo and re-
ported feelings of sadness, worry, fear, loneli-
ness, or anger during the hurricane were more
likely to respond with symptoms of PTSD af-
terwards (Shannon, Lonigan, Finch, & Taylor,
1994). Their emotional responses were more
strongly associated with symptomatology than
with the amount of hurricane damage to their
households. Other studies have also indicated
that the more fear children experience during a
high-magnitude stressor (their emotional
peritraumatic response), the more likely they
are to develop symptoms of PTSD in the after-
math, whether they are very young children
(e.g., ages 4–9) (Rossman, Bingham, & Emde,
1997), adolescents (Udwin, Boyle, Yule,
Bolton, & O’Ryan, 2000), or young adults in
college (Bernat, Ronfeldt, Calhoun, & Arias,
1998). Clearly, assessing the child’s emotional
reactions during the course of the stressor can
provide important information about the likely
course of his or her reactions once the experi-
ence concludes.

Appraisals and Attributions

APPRAISALS

Cognitive appraisals are evaluations that peo-
ple make concerning the importance and mean-
ing of events in terms of their own personal
health and safety (Lazarus & Folkman, 1984).
Peterson and Seligman (1983) attempted to ap-
ply their theory of learned helplessness to trau-
matic experience, suggesting that an aversive
situation must be appraised as inescapable and
unpredictable, if a sense of helplessness is to be
felt. Foa, Steketee, and Rothbaum (1989) pro-
posed that exposure to high-magnitude stress-
ors can cause “fear structures” to develop.
These “programs for escape or avoidance
behavior” (p. 166) include at least three kinds
of information: characteristics of the stressful

situation, personal interpretations of the mean-
ing of the situation, and procedures for
responding to the threat of the situation.

ATTRIBUTIONS

When people attempt to make sense of their
unpredictable, uncontrollable, aversive experi-
ences, they tend to attribute them to either in-
ternal or external causes, to stable or unstable
conditions over time, and to specific or more
global conditions (Abramson, Seligman, &
Teasdale, 1978). Self-blame or guilt has been
found to be associated with children’s posttrau-
matic stress symptomatology (Realmuto et al.,
1992; Udwin et al., 2000). A “foreshortened”
or pessimistic view of the future, in which sur-
vivors of high-magnitude stressors do not be-
lieve they will live a long and productive life, is
an example of an attribution of stable (pro-
longed) insecurity and lack of safety into the
future. Global attributions of causality (“all
adults are untrustworthy” vs. “just the adult
who abused is untrustworthy”) have been
found to be associated with abuse among chil-
dren (Wolfe, Gentile, Michienzi, Sas, & Wolfe,
1991).

Neurobiological Changes Due to Stressful Experiences

Physiological arousal among individuals with
PTSD can manifest as increased heart rate, res-
piration rate, and skin conductivity (Jones &
Barlow, 1990). Evidence is accumulating that
exposure to high-magnitude stressors can lead
to changes in brain structure and function-
ing, particularly in the hypothalmic–pituitary–
adrenal (HPA) axis, a part of the neuroendo-
crine system that controls reactions to stress
(Bremner, Southwick, & Charney, 1999; Golier
& Yehuda, 1998). When exposed to a stressor,
neurons in the hypothalamus release a chemi-
cal called CRF (corticotrophin-releasing factor),
which in turn causes the pituitary gland to re-
lease another chemical, ACTH (adrenocortico-
tropic hormone), which then stimulates the ad-
renal cortex to release cortisol, a chemical that
influences the body’s response to stress (e.g., it
causes the heart to beat faster) (Graham, Heim,
Goodman, Miller, & Nemeroff, 1999). Early
exposure to chronic abuse and neglect activates
the HPA axis, which, because the infant’s neu-
ral circuitries are still developing, may lead to
permanent changes in the HPA axis and re-
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TABLE 9.1. DSM-IV-TR Diagnostic Criteria for Posttraumatic Stress Disorder

A. The person has been exposed to a traumatic event in which both of the following were present:

(1) the person experienced, witnessed, or was confronted with an event or events that involved actual
or threatened death or serious injury, or a threat to the physical integrity of self or others

(2) the person’s response involved intense fear, helplessness, or horror. Note: In children, this may be
expressed instead by disorganized or agitated behavior.

B. The traumatic event is persistently reexperienced in one (or more) of the following ways:

(1) recurrent and intrusive distressing recollections of the event, including images, thoughts, or
perceptions. Note: In young children, repetitive play may occur in which themes or aspects of the
trauma are expressed.

(2) recurrent distressing dreams of the event. Note: In children, there may be frightening dreams
without recognizable content.

(3) acting or feeling as if the traumatic event were recurring (includes a sense of reliving the experience,
illusions, hallucinations, and dissociative flashback episodes, including those that occur on
awakening or when intoxicated). Note: In young children, trauma-specific reenactment may occur.

(4) intense psychological distress at exposure to internal or external cues that symbolize or resemble an
aspect of the traumatic event

(5) physiological reactivity on exposure to internal or external cues that symbolize or resemble an
aspect of the traumatic event.

C. Persistent avoidance of stimuli associated with the trauma and numbing of general responsiveness (not
present before the trauma), as indicated by three (or more) of the following:

(1) efforts to avoid thoughts, feelings, or conversations associated with the trauma
(2) efforts to avoid activities, places, or people that arouse recollections of the trauma
(3) inability to recall an important aspect of the trauma
(4) markedly diminished interest or participation in significant activities
(5) feeling of detachment or estrangement from others
(6) restricted range of affect (e.g., unable to have loving feelings)
(7) sense of a foreshortened future (e.g., does not expect to have a career, marriage, children, or a

normal life span).

D. Persistent symptoms of increased arousal (not present before the trauma), as indicated by two (or
more) of the following:

(1) difficulty falling or staying asleep
(2) irritability or outbursts of anger
(3) difficulty concentrating
(4) hypervigilance
(5) exaggerated startle response

E. Duration of the disturbance (symptoms in Criteria B, C, and D) is more than 1 month.

F. The disturbance causes clinically significant distress or impairment in social, occupational, or other
important areas of functioning.

Specify if:
Acute: if duration of symptoms is less than 3 months
Chronic: if duration of symptoms is 3 months or more

Specify if:
With Delayed Onset: if onset of symptoms is at least 6 months after the stressor.

(continued)



sponse to stress. High levels of cortisol can also
accelerate death of neurons, predisposing the
child to cognitive and memory impairments,
and perhaps affective disorders in adulthood
(Graham et al., 1999).

Individual Characteristics

BIOLOGICAL VULNERABILITY

Some researchers are investigating the possibil-
ity of familial predispositions to posttraumatic
responses, although little conclusive evidence
has yet been found (Koenen, 2003). It appears
that

there is likely no “PTSD gene” that is necessary
and sufficient for the development of the disorder.
Instead, there are probably many different genes,
each of which contributes interchangeably and
additively, in a probabilistic fashion, to the inher-
ited liability for PTSD. (Koenen, 2003, p. 1)

Temperament, however, may play a role in
posttraumatic response. Research on resilience
suggests that resilient children tend to be more
outgoing, positive in mood, and adaptable to
change as infants (Werner & Smith, 1982).
Higher intelligence also may mitigate some of
the effects of traumatic experiences (Silva et al.,
2000; Werner & Smith, 1982).

PSYCHOLOGICAL STRENGTHS AND VULNERABILITIES

Because traumatic experiences tend to be expe-
rienced as uncontrollable, it has been suggested
that a sense of self-efficacy or control in stress-
ful situations can attenuate the traumatic ef-

fects of such experiences (Bandura, Taylor,
Williams, Mefford, & Barchas, 1985; Foa,
Zinbarg, & Rothbaum, 1992). Maltreated
adolescent girls with low self-esteem, who con-
sider themselves at the mercy of the environ-
ment (demonstrating an external locus of con-
trol), have reported higher levels of depression
than maltreated girls with high self-esteem,
who believe they are in control over their envi-
ronment (an internal locus of control; Moran
& Eckenrode, 1992).

There is good evidence that past experience
with high stressors can incline a child to react
with symptoms of posttraumatic stress to
the current stressful circumstances (Fletcher,
2003). This is particularly true if the child has
reacted with posttraumatic symptomatology to
past high-magnitude stressors (Daviss, Moo-
ney, et al., 2000; Fremont, 2004; Kassam-
Adams & Winston, 2004; Stoddard & Saxe,
2001). A history of stressful life events prior to
the high-magnitude stressor has repeatedly
been associated with higher levels of PTSD in
children after exposure to high-magnitude
stressors (Mannarino, Cohen, & Berman,
1994; Seifer, Sameroff, Baldwin, & Baldwin,
1992).

Early stressful experience may not always
sensitize a child to later stress, however. The
impact of earlier stressful experience may de-
pend more on how the child reacted to that ex-
perience than on the fact of exposure itself
(Rutter, 1983). Past experience of mastering
threatening experiences may help the child deal
with later stressful experiences (Rutter, 1983).
This suggests that choice of coping strategies
can affect posttraumatic stress response. In

Chapter 9. Posttraumatic Stress Disorder 403

TABLE 9.1. (continued)

Associated descriptive features and mental disorders. Individuals with Posttraumatic Stress Disorder may
describe painful guilt feelings about surviving when others did not survive or about the things they had
to do to survive. Avoidance patterns may interfere with interpersonal relationships. . . . The following
associated constellation of symptoms may occur and are more commonly seen in association with an
interpersonal stressor (e.g., childhood sexual or physical abuse, domestic battering): impaired affect
modulation; self-destructive and impulsive behavior; dissociative symptoms; somatic complaints; feelings
of ineffectiveness, shame, despair, or hopelessness; feeling permanently damaged; a loss of previously
sustained beliefs; hostility; social withdrawal; feeling constantly threatened; impaired relationships with
others; or a change from the individual’s previous personality characteristics.

Posttraumatic Stress Disorder is associated with increased rates of Major Depressive Disorder,
Substance-Related Disoders, Panic Disorder, Agoraphobia, Obsessive–Compulsive Disorder, Generalized
Anxiety Disorder, Social Phobia, Specific Phobia, and Bipolar Disorder. These disorders can either precede,
follow, or emerge concurrently with the onset of Posttraumatic Stress Disorder.

Note. From American Psychiatric Association (2000). Copyright 2000 by the American Psychiatric Association. Reprinted by
permission.



one study (Stallard, Velleman, Langsford, &
Baldwin, 2001), children and adolescents diag-
nosed with PTSD after motor vehicle accidents
did not differ from those not diagnosed with
PTSD in their use of active coping strategies of
seeking social support, problem solving, and
cognitive restructuring. However, children with
PTSD were more likely to report the use of
avoidant, emotional coping strategies of social
withdrawal, distraction, emotional regulation,
and blaming others.

Social Characteristics

Children’s reactions to high-magnitude stress-
ors are often closely related to the reactions of
their caregivers, especially the mother
(Ajdukovic, 1998; Milgram & Toubiana,
1996; Winje & Ulvik, 1998), especially for
younger children (Pynoos & Eth, 1985). Social
support of any kind is associated with lower
levels of PTSD symptomatology (Ajdukovic,
1998; Kendall-Tackett, Williams, & Finkelhor,
1993; La Greca et al., 1996; Udwin et al.,
2000). Caregiver parenting style can affect chil-
dren’s ability to cope with extremely stressful
experience. A flexible (Baumrind, 1971),
warm, caring, and attentive parenting style
(Maccoby & Martin, 1983) appears to encour-
age the development of a sense of competence
and self-reliance in children. On the other
hand, rigid, coercive parenting appears to re-
duce children’s sense of self-esteem and self-
competence (Slater & Power, 1987). The qual-
ity of the parental relationship may also have
an important impact on children’s ability to
deal with traumatic experiences. Family con-
flict prior to, during, and after the traumatic
experience has been found to be associated
with more severe PTSD symptomatology in
children (Green et al., 1991; Pelcovitz et al.,
1998; Wasserstein & La Greca, 1998).

Shared Characteristics of the Three Posttraumatic
Stress Syndromes

By definition, all three posttraumatic stress
syndromes consist of physiological and psycho-
logical responses to events “that the person ex-
perienced, witnessed, or was confronted with
. . . that involved actual or threatened death or
serious injury, or a threat to the physical integ-
rity of self or others” and “the person’s re-
sponse involved intense fear, helplessness, or
horror,” which is the description of criterion A

for both PTSD and ASD in the fourth, text re-
vised edition of DSM-IV-TR (APA, 2000; see
Tables 9.1 and 9.2). As noted earlier, ASD is
diagnosable if symptoms occur within the first
month after exposure to a traumatic event and
have endured for at least 2 days. Symptoms of
PTSD can be diagnosed only after 1 month has
passed since the traumatic experience. Com-
plex PTSD is considered to be a consequence of
exposure to “early onset, multiple, extended,
and sometimes highly invasive traumatic
events, frequently of an interpersonal nature,
often involving a significant amount of stigma
or shame” (Briere & Spinazzola, 2005, p. 401).

Posttraumatic Stress Disorder

PTSD, ASD, and complex PTSD have many
symptoms in common, as well. Someone who
appears to manifest the complex PTSD symp-
tom constellation nearly always also meets cri-
teria for PTSD (van der Kolk et al., 2005). The
“core symptoms” of PTSD, according to DSM-
IV, are symptoms of reexperiencing, avoidance
of reminders, and overarousal due to reminders
of the stressful event(s). These symptoms are
common to all three of the posttraumatic stress
syndroms: ASD, complex PTSD, and PTSD.
Survivors of traumatic experiences who de-
velop any or all of these disorders tend to be
subjected to unbidden thoughts, feelings, or
memories (frequently of physical sensations, as
well as visual images or sounds) that they asso-
ciate with the traumatic experience. These
memories make survivors feel as though they
are reexperiencing or reliving the traumatic
event or events (criterion B). Because recall of
the memories is involuntary, survivors’ sense of
helplessness is intensified. In an attempt to re-
gain control over an environment that survi-
vors feel is increasingly out of control, they
begin to anticipate danger, and become over-
aroused and easily startled (criterion D). In an
attempt to moderate their overwhelming feel-
ings of fear and anxiety, survivors often try to
avoid anything that might remind them of their
traumatic experience; in some cases this can
lead to social withdrawal, flat affect, and an
emotional “shutting down” or numbing (crite-
rion C).

In school-age and younger children, upset-
ting dreams about the stressful experience can
change over time into nightmares of monsters
or other fearful and threatening experiences.
Reliving of the event(s) may also take the form
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of “traumatic play,” wherein aspects of the ex-
perience are recreated in play. British children,
for instance, played airplane games during the
bombing of London in World War II (Freud &
Burlingham, 1943), and children held hostage
on a school bus played school bus games (Terr,
1981). There have been some reports of a sense
of “foreshortened future” among traumatized
children, wherein they report feeling as though
they will not live to be very old. Anxiety also
may be expressed in traumatized children as
physical symptoms, such as stomachaches and
headaches.

For a diagnosis of PTSD to be made, the
child must have been exposed to an event or
events wherein death or serious injury was in-
volved or threatened, and the child or adoles-
cent must have reacted with feelings of intense
fear, horror, or helplessness (criterion A; see Ta-
ble 9.1). The child or adolescent need not have
been directly involved in the event or even in
direct danger. He or she may have witnessed
the event happening to others, or he or she may
only have heard about such an event from oth-
ers, as when told by others (Saigh, 1985, 1991)
or they may have only viewed such events on
television (Pfefferbaum et al., 2000). The divi-
sion of traumatic events into two broad types
has proved to have heuristic utility (Fletcher,
2003). Type I traumatic events may be consid-
ered acute high-magnitude stressors, because
they tend to occur once and are of relatively
short duration. Natural disasters, such as hur-
ricanes, and man-made calamities, such as
fires, are examples of Type I high-magnitude
stressors. Type II traumatic events tend to be of
prolonged duration, with multiple repetitions.
They also tend to be interpersonal and violent.
Sexual abuse and physical abuse are examples
of Type II high-magnitude stressors, as are vio-
lent political kidnappings, witnessing parental
torture, and possibly domestic violence be-
tween caretakers and their partners. ASD tends
to result from Type I traumatic events, and
complex PTSD symptoms typically arise from
exposure to extremely traumatizing Type II
events. PTSD can result from both types of
traumatic events, although symptomatic reac-
tions may differ depending on the type of event
(Fletcher, 2003).

DSM-IV requires one symptom of reex-
periencing of the event after exposure occurs
(criterion B). Also required are three symptoms
of denial, avoidance, withdrawal, or numbing
(criterion C). Requiring three symptoms of de-

nial or avoidance may be too restrictive (Green,
1993), because it is difficult to identify such
symptoms, whether the identification is made
by the survivor, an observer, or the person mak-
ing the assessment. This may be difficult when
assessing the reactions of children (Scheeringa
& Zeanah, 2003; Schwarz & Kowalski, 1991)
and particularly when assessing reactions of in-
fants (Scheeringa & Zeanah, 1995).

Criterion D of DSM-IV requires two reac-
tions symptomatic of overarousal to make a di-
agnosis of PTSD. Criterion E requires that
symptoms have endured for at least 1 month.
Criterion F requires that these symptoms cause
clinically significant distress or disrupt impor-
tant activities in the child’s or adolescent’s life.
Criterion F needs serious consideration by the
clinician. It is likely that disruption in more
than one sphere of the child’s or adolescent’s
life is associated with greater severity of the
disorder. Restoring a sense of safety and
meaningfulness to these important activities
should be an essential and concrete goal in
therapy.

Some clinicians and therapists have argued
that symptom lists for PTSD included in DSM-
IV and in the 10th revision of the International
Classification of Diseases (ICD-10; World
Health Organization, 1992) may not be inclu-
sive enough (Keane, 1993), especially when the
reactions of children or infants (Scheeringa,
Zeanah, Drell, & Larrieu, 1995) are involved
(Armsworth & Holaday, 1993). Still others
question the reliance on diagnostic criteria, ar-
guing that a dimensional approach to the as-
sessment of posttraumatic stress responses,
rather than the dichotomous diagnostic
method of DSM-IV and ICD-10, might prove
more fruitful in the long run for both the re-
searcher and the clinician (Keane, 1993;
Putnam, 1998).

These points may be illustrated with the re-
sults of a study of the aftereffects on first- and
third-grade children exposed to a hostage-
taking incident in Paris (Vila, Porsche, &
Mouren-Simeoni, 1999). The researchers re-
ported the number of children who not only
met DSM-IV diagnostic criteria for PTSD, but
also those who did not meet full PTSD criteria
but did meet all criteria except one of criterion
C (avoidance) and one of criterion D (over-
arousal). Children who met this reduced set of
criteria were said to have subclinical posttrau-
matic stress. They found that 7 (26.9%) of 26
children met the full DSM criteria for PTSD at
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some time during the 18-month follow-up pe-
riod, whereas 13 (50%) met criteria for
subclinical posttraumatic stress, while never
meeting the full DSM-IV criteria for PTSD di-
agnosis. Moreover, of the seven children who
met the full criteria at some point during the
follow-up period, three children originally only
met criteria for subclinical posttraumatic stress
when they were first assessed.

Prevalence and Incidence

The prevalence of PTSD among children in the
community has been estimated to be between 1
and 14% (APA, 1994). However, these figures
apply to children and adolescents regardless of
whether they have ever been exposed to a high-
magnitude stressor. Incidence rates among
those who have actually experienced trauma
provide more meaningful information for clini-
cal and research purposes. Even then the pic-
ture is complicated by the need to take into ac-
count the kinds of stressful events involved, the
ages and developmental stages of the children
or adolescents exposed to the events, their gen-
der and ethnicity, how their reactions were as-
sessed, how soon after their exposure their
reactions were assessed, and other potential
mediators and moderators of the impact of
the stressful events on the survivors (Fletcher,
2003).

After Hurricane Hugo, 5,687 youths be-
tween the ages of 9 and 19 were surveyed for
their reactions (Lonigan, Shannon, Finch,
Daugherty, & Taylor, 1991; Shannon et al.,
1994). The overall incidence of those who met
criteria A–D of DSM-III-R (APA, 1987) was
5.4%. Girls were more likely (6.9%) than boys
(3.8%) to meet all of these criteria. There were
no significant differences observed among the
ethnic groups, with an incidence of 6.3%
among African Americans (who represented
25.8% of the sample), whereas it was 5.1%
among all of the other ethnic groups. The inci-
dence was 9.2% among school-age children
(ages 9–12), which was higher than the 4.2%
rate for those ages 13–15, and the 3.1% rate
for those ages 16–19.

The estimated incidence rates of this study are
likely to be conservative and perhaps not as ac-
curate as they might have been if a different as-
sessment tool had been employed. The research-
ers in this particular instance used one of the first
assessment tools developed to measure child-
hood PTSD, the Child Posttraumatic Stress Re-

action Index (CPTS-RI; Frederick, 1985b; Fred-
erick, Pynoos, & Nader, 1992; Pynoos et al.,
1987; see Appendix 9.5). The CPTS-RI was not
designed to be used to determine PTSD diagnosis
using DSM-IV criteria. To do so, researchers are
forced to modify the way the measure is scored
(Nader, 1993, 1999). Estimates of incidence
rates depend on the manner in which researchers
choose to dichotomize the 5-point scale re-
sponse categories for each item. Two choices are
possible: (1) to consider a symptom as present if
the relevant item is rated with one of the two
highest responses, or (2) to use the three highest
responses as indicative of the presence of a symp-
tom. The first approach obviously produces
lower estimates (as demonstrated by Schwarz &
Kowalski, 1991). Shannon and colleagues
(1994) and Lonigan and colleagues (1991) used
the first, more conservative approach, which
may have underestimated incidence rates of
PTSD among the children of Hurricane Hugo.

Other studies have found higher incidence
rates. Of 1,019 fourth- to eighth-grade stu-
dents in North Carolina surveyed after a major
fire in a chicken-processing plant in the com-
munity, 11.9% met DSM-III-R criteria for
PTSD (March, Amaya-Jackson, Terry, &
Costanzo, 1997). In another study of urban
youth exposed to community violence, 24%
met PTSD criteria (Breslau, Davis, Andeski, &
Peterson, 1991), whereas in a similar study,
34.5% of youth met full PTSD criteria
(Berman, Kurtines, Silverman, & Serafini,
1996). A meta-analysis of the empirical litera-
ture (Fletcher, 2003) found incidence rates sim-
ilar to those in the two preceding studies, with
estimated rates of 39% for preschool children
(≤ 7 years old), 33% for school-age children
(6–12 years old), and 27% for adolescents (12
years and older).

Gender Differences

Whether or not gender differences are found
among children and adolescent survivors of ex-
tremely stressful events depends on several fac-
tors. Boys and girls tend to be exposed to dif-
ferent kinds of interpersonal violence. Girls, for
instance, are more likely than boys to report
having experienced sexual abuse or rape,
whereas boys are more likely to report having
been a victim of community violence (Bergen,
Martin, Richardson, Allison, & Roeger, 2004;
Garland et al., 2001; Helzer, Robins, &
McEvoy, 1987).
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Girls and boys may also react differently to
the same traumatic events. Girls may be more
likely to react with internalizing behavior prob-
lems, such as clinging, worrying, sullenness;
whereas, boys may be more likely to react with
both internalizing and externalizing behavior
problems, such as argument, hot temper, im-
pulsivity, or hyperactivity (Bolton, O’Ryan,
Udwin, Boyle, & Yule, 2000; Jaffe, Wolfe, Wil-
son, & Zak, 1986; Winje & Ulvik, 1998). Sex-
ually abused girls between the ages of 2 and 6
years in one study (Kiser et al., 1988) tended to
feel sad and depressed, whereas boys the same
age who had been sexually abused tended to
act with rage and aggression. Girls reported
significantly more feelings of fear, horror, and
helplessness in response to a hurricane than did
boys (Goenjian et al., 2001). Moreover, al-
though significant bivariate associations indi-
cated that girls reported more symptoms of
PTSD than did boys, gender differences disap-
peared in multivariate analyses when subjective
reactions were considered as well. This sug-
gests the possibility that girls may report higher
levels of PTSD symptomatology than boys, be-
cause girls are liable to experience more fear,
horror, and helplessness in the face of traumat-
ic events. Some support for this possibility was
found in assessments of reactions of children
and adolescents to Hurricane Hugo (Lonigan
et al., 1991; Shannon et al., 1994). There, too,
girls reported more PTSD symptoms than did
boys; in addition, they were more likely to re-
port being distressed by the hurricane, feeling
upset by thoughts of it, fearing its recurrence,
avoiding reminders of the hurricane, avoiding
feelings about it, and experiencing affective
numbing, somatic complaints, guilt feelings,
and increased startle response.

On the other hand, the coping strategies of
girls may be more adaptive than those of boys.
Girls may be more likely to seek social support,
whether from a caregiver or from peers, after
experiencing a severe trauma, and they may be
more likely to receive social support from im-
portant others once they seek it (Milgram &
Toubiana, 1996; Rossman, 1992). Moreover,
girls’ use of anger seems to decline with age; al-
though its use by boys appears to decline be-
tween ages 8 and 9 years, it seems to increase
again between ages 10 and 12 (Rossman,
1992).

Even the time of assessment relevant to the
potentially traumatic experience may make a
difference in gender-reported symptomatology.

The sexually abused preschool boys observed
by Kiser and colleagues (1988) were more
likely than sexually abused girls to be with-
drawn immediately after their abuse was dis-
covered; whereas, a year later, girls were more
likely to be withdrawn. Posttraumatic stress
symptomatology among boys after a nuclear
waste disaster decreased over time, whereas it
increased among girls (Korol, Green, & Gleser,
1999). Similarly, displaced boys in wartime
Bosnia showed more symptoms of anxiety,
overarousal, and intrusive thoughts than girls
at first assessment, but 8 months later, girls
were more symptomatic in these areas than
boys (Stein, Comer, Gardner, & Kelleher,
1999).

Ethnic and Cultural Variations

There is ample evidence that PTSD occurs
among children of different cultural and ethnic
backgrounds (Ahmad & Mohamad, 1996;
Beals et al., 1997; DeJong, Emmett, &
Hervada, 1982; Diehl, Zea, & Espino, 1994;
DiNicola, 1996; Jones, Dauphinais, Sack, &
Somervell, 1997; Lindholm & Willey, 1986;
Pierce & Pierce, 1984). On the whole, when
exposed to Type I, acute, nonabusive stressors
of high magnitude, children of non-European
descent may present with more severe levels of
posttraumatic symptomatology than children
of other ethnic backgrounds. Of the 5,587
youth ages 9–19 whose reactions to Hurricane
Hugo were assessed (Shannon et al., 1994), the
majority were of European American descent
(67.3%), whereas 25.8% were African Ameri-
can, 3.6% were Asian American, 1.4% were
Hispanic American, and 1.9% were from
“other minority” groups. Even after control-
ling for the severity of the traumatic experience
and for levels of trait anxiety, African Ameri-
can children and adolescents reported more
symptoms of criteria A through D of DSM-III-
R PTSD than did the European American or
other, non–African American minority children
and adolescents. At the same time, the propor-
tion of African Americans (6.3%) who met the
core criteria, A through D for PTSD, did not
differ significantly from the proportion of
other children and adolescents (5.1%) who met
the same criteria.

On the other hand, ethnic group differences
were observed in a prospective study of the re-
actions to Hurricane Andrew of 442 fifth,
sixth, and seventh graders (La Greca et al.,
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1996). European American children consti-
tuted 45.7% of the sample, whereas Hispanic
American and African American children each
comprised 23.5% of the sample, and Asian
Americans, 3.4%. The Hispanic American and
African American children reported similar lev-
els of posttraumatic symptomatology, at levels
that were approximately one-half a standard
deviation higher than those reported by the Eu-
ropean American children. Moreover, the Afri-
can American and Hispanic American children
were less likely to demonstrate improved PTSD
symptomatology over time. As the authors re-
marked, “These ethnic differences in PTSD re-
porting may be related to other variables asso-
ciated with minority status, such as the limited
availability of financial resources” (p. 721), but
the reasons for the differences remain unclear.

Cultural and ethnic differences become more
complex when Type II chronic or abusive
stressors of high magnitude are considered.
Upon review of the medical records of four
groups of American children—80 of African,
69 of Asian, 89 of European, and 80 of His-
panic origin—referred to a clinic for sexual
abuse, several differences among the groups
emerged (Rao, DiClemente, & Ponton, 1992).
Sexual acting out was least likely to be ob-
served among Asian American children (1.4%
vs. 15.0% among African Americans, 17.5%
among European Americans, and 12.8%
among Hispanic Americans). Asian American
children were also the least likely to display an-
ger (8.7% vs. 21.3% among African Ameri-
cans, 22.5% among European Americans, and
20.0% among Hispanic Americans). Urinary
problems were least frequently found among
Asian American children (2.9%) and most fre-
quently among European Americans (17.5%),
with the frequency among African Americans
(10.0%) and Hispanic Americans (6.3%) in be-
tween the two extremes. On the other hand,
suicide attempts or ideation occurred most
frequently among Asian American children
(21.7% vs. 11.3% among African Americans,
15.0% among European Americans, and
10.0% among Hispanic Americans).

Cultural background may affect how PTSD
symptomatology is manifested (Cohen et al.,
1998). DSM-IV (APA, 1994) notes that chil-
dren of Hispanic or Latin American origins,
for example, may manifest symptoms as the
culture-bound syndrome of susto, also known
as “fright sickness,” literally meaning a loss of
the soul from the body (Rubel, O’Nell, &

Collado-Ardon, 1984). The cause is a sudden
frightening experience such as an accident, a
fall, witnessing a relative’s sudden death, or any
other potentially dangerous event. Symptoms
include nervousness, anorexia, insomnia, list-
lessness, despondence, involuntary muscle tics,
and diarrhea. A diagnosis is based on the symp-
tom complex and the associated history of a
traumatic event. Unfortunately, research on the
impact of culture and ethnicity among non-
American cultures, especially immigrants and
refugees, is in its early stages at best (Jaycox et
al., 2002; Sattler et al., 2002).

The many issues surrounding cross-cultural
and multiethnic assessment of trauma are far
too complex to consider here in depth (Man-
son, 1997; Marsella, Friedman, Gerrity, &
Scurfield, 1996; Stamm & Friedman, 2000).
However, it was considered of such importance
that Appendix I of DSM-IV is devoted to an
“Outline for Cultural Formulation and Glos-
sary of Culture-Bound Syndromes.” Manson
(1997), a member of the NIMH-sponsored
Culture and Diagnosis Group that wrote that
appendix for DSM-IV (Mezzich, 1995), pro-
vides a discussion and example of how to con-
duct a cultural formulation when taking a cli-
ent’s history. Every clinician should be able to
conduct a cultural formulation, not only be-
cause immigrants, and in particular refugees
from war torn third-world countries, are in-
creasingly likely to settle in areas other than
their traditional ports of entry, but because
even within the United States there are ethnic
and cultural differences that should be consid-
ered when assessing and treating trauma with
Native Americans, Hispanics who themselves
are not a homogeneous culture, and black
Americans born in this country. The National
Child Traumatic Stress Network (Ko, 2005,
p. 1) notes the extent of the problem in the
United States:

Research indicates that children and adolescents
from minority backgrounds are at increased risk
for trauma exposure and development of Post-
traumatic Stress Disorder [PTSD; Jaycox et al.,
2002; Norris, Byrne, Diaz, & Kaniasty, 2002].
For example, African American, American Indian,
and Latin American children are overrepresented
in reported cases of child maltreatment, and in
foster care [U.S. Department of Health and Hu-
man Services, Administration for Children and
Families, 2002]. Further, research indicates that
disasters pose particular burdens in mental health
for ethnic minority and developing country popu-
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lations, especially for children, due to social, eco-
nomic, and political marginalization, deprivation,
and powerlessness [Sattler et al., 2002]. Conse-
quently, minority children fare worse in the after-
math of trauma, often experiencing more se-
vere symptomatology for longer periods of time,
than their majority group counterparts [Cohen,
Deblinger, Mannarino, & de Arellano, 2001;
Jones, Hadder, Carvajal, Chapman, & Alexander,
2006; Norris & Alegria, 2005].

Acute Stress Disorder

If posttraumatic reactions are restricted to 1
month after traumatic exposure, PTSD may
not be diagnosed. ASD, however, can be,
if symptomatology meets DSM-IV criteria.
Whereas some of the symptomatology of ASD
(see Table 9.2) parallels that of PTSD, the pri-

mary distinction, besides timing of responses,
is dissociative symptomatology. Although this
includes the absence of emotional respon-
siveness, a general sense of detachment or
emotional numbing, which is included as a
symptom of avoidance or withdrawal in PTSD,
it includes additional symptoms not considered
essential for PTSD diagnosis. Survivors might
experience a reduction of awareness of the sur-
roundings, of “being in a daze,” for example,
and may find it difficult to recall some or all as-
pects of their experience. A feeling that their
experience cannot have been real (derealiza-
tion) is also possible. Their sense of detachment
from their experience may become so extreme
that they begin to feel that what they are living
is not happening to them, that it is all a dream
(depersonalization). To meet criteria for diag-
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TABLE 9.2. DSM-IV-TR Diagnostic Criteria for Acute Stress Disorder

A. The person has been exposed to a traumatic event in which both of the following were present:

(1)the person experienced, witnessed, or was confronted with an event or events that involved actual or
threatened death or serious injury, or a threat to the physical integrity of self or others
(2)the person’s response involved intense fear, helplessness, or horror

B. Either while experiencing or after experiencing the distressing event, the individual has three (or more)
of the following dissociative symptoms:

(1) a subjective sense of numbing, detachment, or absence of emotional responsiveness
(2) a reduction in awareness of his or her surroundings (e.g., “being in a daze”)
(3) derealization
(4) depersonalization
(5) dissociative amnesia (i.e., inability to recall an important aspect of the trauma)

C. The traumatic event is persistently reexperienced in one (or more) of the following ways: recurrent
images, thoughts, dreams, illusions, flashback episodes, or a sense of reliving the experience or
perceptions; or distress on exposure to reminders of the traumatic event.

D. Marked avoidance of stimuli that arouse recollections of the trauma (e.g., thoughts, feelings,
conversations, activities, places, people).

E. Marked symptoms of anxiety or increased arousal (e.g., difficulty sleeping, irritability, poor
concentration, hypervigilance, exaggerated startle response, motor restlessness).

F. The disturbance causes clinically significant distress or impairment in social, occupational, or other
important areas of functioning or impairs the individual’s ability to pursue some necessary task, such
as obtaining necessary assistance or mobilizing personal resources by telling family members about the
traumatic experience.

G. The disturbance lasts for a minimum of 2 days and a maximum of 4 weeks and occurs within 4 weeks
of the traumatic event.

H. The disturbance is not due ot the direct physiological effects of a substance (e.g., a drug of abuse, a
medication) or a general medical condition, is not better accounted for by Brief Psychotic Disorder, and
is not merely an exacerbation of a preexisting Axis I or Axis II disorder.

Note. From American Psychiatric Association (2000). Copyright 2000 by the American Psychiatric Association. Reprinted by
permission.



nosis, survivors must manifest three or more of
these symptoms. On the other hand, they are
not required to have more than one symptom
of each of the “core” PTSD symptoms: re-
experiencing, avoidance of stimuli associated
with the traumatic event(s), and increased
arousal. Note that symptoms of both avoid-
ance and numbing or dissociation are required
to meet the criteria for diagnosis of ASD,
unlike the criteria for PTSD, which require
three symptoms of avoidance, withdrawal, or
numbing (but not dissociation). Moreover, the
symptoms of dissociation can manifest during
the traumatic event(s), as well as immediately
after.

The definition of ASD has been controversial
since its inception in DSM-IV (Davidson et al.,
1996; Marshall, Spitzer, & Liebowitz, 1999;
Rothbaum & Foa, 1993). The objective was to
allow identification of clinically important re-
sponses to high-magnitude stressors in the im-
mediate aftermath of the experience, during the
4-week period in which PTSD could not be diag-
nosed, while avoiding the possibility of assign-
ing a diagnosis to survivors who would eventu-
ally recover on their own (Davidson et al., 1996;
Marshall et al., 1999). At that time, several stud-
ies found that dissociative responses during or
immediately after traumatic experiences were
predictive of eventual diagnosis of PTSD (see
Cardeña, Lewis-Fernández, Bear, Pakianathan,
& Spiegel, 1996, for a review). Information on
the incidence of ASD after exposure to high-
magnitude stressors has yet to be explored ade-
quately. Nor is there currently much generally
agreed-upon information about the risk factors
for developing ASD after exposure to extreme
stressors, the association of its occurrence with
the development of PTSD, or other factors that
might influence its etiology and prognosis. What
little evidence exists regarding ASD among chil-
dren and adolescents suggests that the incidence
of dissociative symptoms after high-magnitude
stressors, key criteria for diagnosis of ASD, is
considerably less than that found among adults
(Daviss, Mooney, Racusin, Fleischer, et al.,
2000; Daviss, Mooney, Racusin, Ford, et al.,
2000; Kassam-Adams & Winston, 2004) and
does not predict later incidence of PTSD. The re-
quirement for symptoms of dissociation has thus
far led to lower incident rates for diagnosis of
ASD than for subsyndromal ASD. Rates of ASD
among children and adolescents after hospital-
ization for injuries were 7.4%, whereas rates for
subsyndromal ASD were 22% (Daviss, Mooney,

Racusin, Ford, et al., 2000). Similarly, rates for
full versus subsyndromal ASD were 8% versus
14% among traffic accident survivors (Kassam-
Adams & Winston, 2004), and 19.4% versus
24.7% among children and adolescents in-
volved in assaults or motor vehicle acci-
dents (Stedman, Yule, Smith, Glucksman, &
Dalgleish, 2005). In all of these studies, however,
although diagnosis of ASD was a good predictor
of later PTSD, dissociation did not play a signifi-
cant role in the prediction. The number of ASD
symptoms (which does not depend on endorse-
ment of dissociative symptoms) is what predicts
later PTSD rather than the diagnosis of ASD
(which does depend on endorsement of dissocia-
tive symptoms). Much more research is clearly
needed regarding the incidence of ASD among
children, with special attention to the predict-
ability of later PTSD from ASD severity versus
diagnosis. The development of good measures of
ASD symptomatology is required for such re-
search. Fortunately, work has begun in this area,
as described in a later section of this chapter.

Complex PTSD

The DSM-IV-TR (APA, 2000) definition of
PTSD implicitly acknowledges the develop-
ment of more severe symptoms as the duration
of the condition increases, noting that duration
of symptoms for less than 3 months is indica-
tive of acute PTSD, whereas longer duration
indicates chronic PTSD (see Table 9.1). The lit-
erature has increasingly noted the greater likeli-
hood of comorbid conditions developing the
longer PTSD persists (Keane & Kaloupek,
1997; van der Kolk et al., 2005). Foa, Fried-
man, and Keane (2000) note that more than
80% of patients with PTSD suffer from comor-
bid conditions. Many PTSD researchers and
clinicians have proposed that most of the
symptoms that DSM-IV lists as associated
symptoms actually provide a description of
complex PTSD, and that this syndrome “pro-
vides a clear delineation of the enduring devel-
opmental effects of trauma” and “is helpful in
conceptualizing the complex adaptations to
trauma over the lifespan” (van der Kolk &
Courtois, 2005, p. 386).

Pain (2002) has suggested that this concep-
tualization of complex PTSD fits Kardiner’s
original (1941) conceptualization of the devel-
opmental course of traumatic reactions. She
noted that he
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postulated a two-stage response to trauma that
also takes into account how the disorder changes
as it becomes long-standing. He described the core
response to trauma and first stage as expressed in
the symptoms of PTSD. Stage two—the change
from simple PTSD to PTSD with comorbidity, or
what we are calling complex PTSD or DESNOS—
represents the personality’s adaptation and reor-
ganization in response to the compromised func-
tion caused by failure to recover from the original
trauma(s). This concept is salient in the case of in-
dividuals who suffered repeated and prolonged
psychological trauma during childhood, which
disturbed the normal developmental trajectory.
(p. 13)

Because complex PTSD is not a recognized
disorder in DSM-IV, there is no formal defini-
tion of the syndrome. However, criteria for
complex PTSD were created for the DSM-IV
field trial for PTSD, which also explored the vi-
ability and utility of a separate diagnostic cate-
gory for complex PTSD (Kilpatrick et al.,
1998; van der Kolk et al., 1996). Since that
time various listings of symptom categories
have been suggested, but most include the fol-
lowing seven categories: (1) difficulties regulat-
ing affect and impulses, (2) alterations in atten-
tion or consciousness, (3) somatization, (4)
distorted self-perception, (5) distorted percep-
tions of the perpetrator, (6) difficult relations
with others, and (7) alterations in systems of
meaning. Descriptions of the kinds of symp-
toms in each of the seven categories may be
found in Table 9.3, in which categories and
symptoms are based on similar listings in
Herman (1992), Pelcovitz and colleagues
(1997), and van der Kolk and colleagues
(2005).

Very little is known about the manifestation
of complex PTSD symptoms among children
and adolescents. However, the DSM-IV field
trial for PTSD included adolescents age 15
years and older who were identified as meeting
criteria for complex PTSD (van der Kolk et al.,
1996, 2005). Moreover, research has shown
that traumatized children have problems with
unmodulated impulse control and aggression
(Cole & Putnam, 1992; Steiner, Garcia, &
Matthews, 1997), may be prone to dissociation
and to problems maintaining attention (Perry,
2001; Perry, Pollard, Blakley, Baker, & Vigi-
lante, 1995; Teicher et al., 2003), and have dif-
ficulties forming trusting relationships with
both caregivers and peers (Schneider-Rosen &
Cicchetti, 1984). Thus, growing evidence indi-

cates that children, adolescents, and young
adults can and do develop clusters of symp-
toms that bear a strong resemblance to the pro-
posed syndrome of complex PTSD. Even if this
cluster of symptoms is not accepted as an offi-
cial syndrome, clinicians should be alert to the
possibility of such associated and related symp-
toms of PTSD developing among children ex-
posed to abuse and neglect of any kind, espe-
cially if the abuse started when they were
young and continued over a prolonged period
of time.

Other Comorbid Disorders

As noted earlier, survivors of traumatic experi-
ences who react with symptoms of PTSD are
more likely than not to show signs of other dis-
orders as well. For children and adolescents
these include substance abuse (Kilpatrick et al.,
2000), adjustment, panic, depressive (Kilpat-
rick et al., 2003), anxious, dissociative, atten-
tion deficit (Saigh, Yasik, Sack, & Koplewicz,
1999), and eating disorders (Breslau, Davis,
Andreski, Peterson, & Schultz, 1991; Cloitre,
Chase Stovall-McClough, Miranda, & Chem-
tob, 2004; Finkelhor & Kendall-Tackett, 1997;
Zlotnick et al., 1996). There is increasing
evidence that adults who suffered childhood
abuse may have long-term medical problems
as well, including cardiovascular, immunologi-
cal, metabolic, and sexual problems (Briere &
Elliott, 2003; Dube et al., 2001; Felitti et al.,
1997; Hulme, 2000; van der Kolk et al., 2005).
Clinicians need to be aware of the possible ex-
istence of such comorbid disorders, both when
assessing and treating children clearly identi-
fied as survivors of high-magnitude stressors
and when seeing children with these conditions
who have not been identified as survivors of
potentially traumatic events.

ASSESSMENT OF PTSD IN CHILDREN

Practice parameters for the assessment and
treatment of children and adolescents with
PTSD have been published by the American
Academy of Child and Adolescent Psychiatry
(AACAP; Cohen et al., 1998). This article in-
cludes a review of several measures of childhood
PTSD, as does another review (Ohan, Myers, &
Collett, 2002) by the same journal. The AACAP
practice parameters appear to be directed pri-
marily toward the clinician situated in the clini-
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TABLE 9.3. Complex PTSD Symptom Constellation Arranged into Categories

I. Difficulty regulating affect and impulses

A. Affect regulation
• Easily upset. Difficulty calming down once upset.
• Persistent dysphoria.

B. Modulation of anger
• Persistent feelings of anger.
• Difficulty controlling anger.

C. Self-destructive
• Either deliberate hurting of self or involvement in

an unusual number of serious “accidents.”

D. Suicidal preoccupation
E. Difficulty modulating sexual involvement

• Sexual preoccupation, from fantasy to situations
that put self at risk or in danger.

F. Excessive risk taking

II. Alteration in attention or consciousness

A. Amnesia
• Unable to remember important parts of life

history, or confusion or uncertainty about
whether certain events did or did not take place.

B. Transient dissociative episodes
• Difficulty keeping track of time in daily life.
• “Spacing out” when feeling frightened or under

stress.

C. Depersonalization or derealization
• Feeling unreal or as if living in a dream. Events

do not seem real.
D. Reliving the traumatic experiences

• Through intrusive memories, etc., as in PTSD, or
through ruminative preoccupation with the
events or similar kinds of events.

III. Somatization

A. Digestive system
• Unexplained nausea, abdominal pain, intolerance

of food, vomiting, diarrhea.
B. Chronic pain

• Recurrent, unexplained pain in arms, legs, back,
joints, genitals, while urinating, headaches.

C. Cardiopulmonary symptoms
• Shortness of breath, dizziness, heart palpitations,

chest pain.

D. Conversion symptoms
• Unexplained difficulties remembering things,

difficulties swallowing, losing one’s voice, blurred
vision, actual blindness, fainting and losing
consciousness, seizures and convulsions,
difficulties walking, muscle weakness or
paralysis, difficulties urinating.

E. Sexual symptoms
• Unexplained burning sensations in sexual organs

or rectum (not during intercourse); impotence for
males; irregular menstrual periods, excessive
premenstrual tension, excessive menstrual
bleeding for females.

IV. Distorted self-perception

A. Ineffectiveness
• Feelings of having no control over what happens

to self.
• Can manifest as paralysis of initiative.

B. Permanent damage
• Feelings of having something wrong with self

that can never be fixed.
C. Guilt and self-blame

• Persistent and recurring feelings of guilt about
many things.

• A readiness to assume guilt in new situations.

D. Shame
• Feelings of deep shame.
• Poor self-esteem.

E. Nobody can understand
• Feelings of being different and set apart from

others.
F. Minimizing

• Minimizing one’s own victimization and the
victimization of others.

V. Distorted perceptions of the perpetrator

A. Adopting distorted beliefs
• Believing that one deserved to be hurt or

“punished.”
B. Idealization of the perpetrator

• Unrealistic attribution of total power to
perpetrator.

• Paradoxical gratitude.

C. Preoccupation with relationship with the
perpetrator, including preoccupation with revenge
• Sense of special or supernatural relationship.

D. Identification with the perpetrator
• Acceptance of beliefs or rationalizations of the

perpetrator.

(continued)



cal setting. As such, they do not address the par-
ticular needs of assessment outside the clinical
setting. Assessment needs in the field during and
immediately after the occurrence of a high-
magnitude stressor, such as Hurricane Katrina,
call for a different approach to assessment—a
two-stage process: a quick screening, followed
by a more intensive assessment for individuals
who screen positive for posttraumatic stress re-
actions. Because clinicians may be asked to as-
sist in crisis situations, the unique assessment
needs associated with the initial screening for
the possible presence of ASD or PTSD are con-
sidered here as well. Since the AACAP
Workgroup on Quality Issues made its recom-
mendations (Cohen et al., 1998), and since
Ohan and colleagues made their recommenda-
tions in 2002, much more has been learned
about the assessment of children’s reactions to
high-magnitude stressors, and many more as-
sessment tools have been created and tested. As
such, measures recommended in this chapter
frequently differ from the AACAP and Ohan
and colleagues recommendations.

Factors to Consider When Choosing
Assessment Tools

As noted earlier, simply being exposed to a po-
tentially traumatic event does not necessarily
mean a child will develop ASD, PTSD, com-
plex PTSD, or any other adverse reaction.
Children’s and adolescents’ responses to high-
magnitude stressors may be affected by quite a
few factors, many of which need to be consid-
ered during the assessment process (for more
detailed consideration of these factors, see

Fletcher, 2003; Nader, 1997; and, in particular,
Nader, in press). Some of the more salient fac-
tors were discussed briefly earlier. Additional
factors that need to be considered in assess-
ment include the age and developmental stage
of the youth, the youth’s reading level and ver-
bal comprehension, the purpose of the assess-
ment, the type of stressor to which the youth
was exposed, how close the youth was to the
central aspects of the stressor, how long the ex-
posure lasted, and how the youth’s parents re-
acted to his or her experience. It is particularly
important to be mindful of the psychometric
properties of the measures.

Clinical Utility

One criterion for choosing a clinical measure
that is more often assumed than explicitly con-
sidered, both by clinicians and by those who
develop such measures, is clinical utility. Of
course, no one would create or choose to use a
clinical measure unless it was thought to have
some sort of clinical utility. Just what that util-
ity might be, however, is not always considered
beyond accurate assessment and diagnosis, and
perhaps as a measure of success or failure of
clinical interventions (a use that unfortunately
is found more often in research than in clinical
practice). Part of the reason for the lack of clar-
ity on the clinical utility of such measures may
be the lack of a formal definition for the term,
especially as it relates to clinical measures. One
notable attempt to define “clinical utility” has
been made as it relates to the clinical utility
of psychiatric diagnoses. First and colleagues
(2004) define clinical utility in this regard as
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TABLE 9.3. (continued)

VI. Difficult relations with others

A. Inability to trust
• Difficulties forming and keeping intimate

relationships.
B. Isolation and withdrawal

• May alternate with repeated search for rescuer.

C. Revictimization
• Vulnerability to being victimized in a manner

similar to the original trauma and in new kinds
of traumas.

D. Victimizing others
• Victimizing others in a manner similar to the

original trauma.

VII. Alterations in systems of meaning

A. Despair and hopelessness B. Loss of previously sustaining beliefs
• Loss of belief in the meaningfulness of life. Loss

of religious beliefs or other previous sustaining
beliefs.



the extent to which DSM assists clinical decision
makers in fulfilling the various clinical functions
of a psychiatric classification system. These func-
tions include assisting clinicians and other users
with the following:

1. Conceptualizing diagnostic entities
2. Communicating clinical information to practi-

tioners, patients and their families, and health
care systems administrators

3. Using diagnostic categories and criteria sets in
clinical practice (including for diagnostic inter-
viewing and differential diagnosis)

4. Choosing effective interventions to improve
clinical outcomes

5. Predicting future clinical management needs
(p. 947)

With minimal revision this could be applied
to a definition of the clinical utility of a clini-
cal assessment tool. Measures of ASD, PTSD,
and complex PTSD should be able to guide
the clinician’s conceptualization of each of
these diagnostic entities. Inasmuch as a mea-
sure includes assessment of all suggested
symptoms and rules for determining whether
requirements are met for each criterion asso-
ciated with these syndromes, it can be said to
meet the first requirement of clinical utility
set forth by Fast et al. Many measures of
childhood PTSD do not explicitly address cri-
terion E (the duration of symptoms must be
more than 1 month posttrauma) or criterion
F (the symptoms must lead to clinically sig-
nificant distress and substantial social dys-
function). The clinician needs to consider
whether associated symptoms should also be
measured, in addition to the required symp-
toms, such as criteria A–F for PTSD. In some
cases, for example, among the very young,
some relevant symptoms may not even be
considered by most of the child PTSD assess-
ment tools currently available, as noted in the
later discussion of developmental issues re-
lated the assessment of childhood PTSD.

Communicating clinical information to the
child and family, as well as to other practition-
ers and administrators, not to mention health
insurance agencies—the second point in the
First and colleagues (2004) definition of clini-
cal utility—can be facilitated by an assessment
tool that allows the clinician to determine the
child’s precise responses to his or her traumatic
experience during the event, immediately after
it, and over time. Information obtained using a
reliable and valid instrument can provide in-

sight to clinician, child, and family, as well as
detailed and documented support for the clini-
cian’s diagnosis. Copies of the responses to
standardized interviews or surveys placed in
the child’s medical record can help to ensure
that other clinicians and therapeutic caregivers
have an adequate understanding of the child’s
reactions as well.

The third part of the definition of clinical
utility is perhaps the most salient reason for
creating and using diagnostic assessment tools:
diagnostic interviewing and differential diag-
nosis. It is important to remember that differ-
ential diagnosis is a necessary part of the as-
sessment, however. It is also important to
remember that PTSD is frequently comorbid
with other disorders that also are responses to
the same traumatic circumstances. Grief or
depression, for example, may also be post-
traumatic responses, not just ASD, PTSD, or
complex PTSD. Most current PTSD measures
(other than the general diagnostic measures
described in Appendix 9.3) do not provide
screening for other responses so clinicians need
to supplement PTSD-specific measures with as-
sessment tools for other possible responses.
This is especially the case for children referred
for violent, interpersonal stressors of long du-
ration, such as abuse, in which case symptoms
of complex PTSD should be assessed, as well as
the DSM-IV symptoms of PTSD.

The last two points of the definition of
clinical utility—choosing effective interven-
tions and predicting future clinical needs—are
clearly related. The results of the first assess-
ment should provide guidelines for how the cli-
nician may best proceed with the initial stages
of any intervention. An overemphasis on symp-
toms of avoidance, numbing, and overarousal
may suggest to the clinician that the child is not
ready to be asked to focus attention on the de-
tails of the traumatic experience at this point.
Perhaps issues of trust, therapeutic bonding,
and reassurance of security would be good
places to start with this particular child. At the
same time, the clinician should be alert to the
fact that such heightened attention to defend-
ing against reminders may indicate the inten-
sity with which such reminders are likely to re-
turn once the child does gain a minimum sense
of safety and reassurance, and be prepared for
the fear that such intense reminders are likely
to inspire in the child.

The anticipation of dynamic changes over
time in presenting symptomatology when treat-
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ing individuals with posttraumatic stress sug-
gests another aspect of the clinical utility of
measures of PTSD that is not explicitly consid-
ered in First and colleagues’ (2004) definition:
the ability to monitor a child’s changing symp-
tomatology. For the most part, of course, clini-
cians monitor the progress of their client’s
symptomatology on a regular but unstructured
basis as they discuss their progress. However,
an occasional formal assessment of current
symptomatology can ensure that no possible
symptoms are being overlooked. Such assess-
ments also provide an opportunity to examine
the child’s progress by comparing the child’s
current and previous responses. This can be
particularly productive in the group setting,
where some children may tend to participate in
group discussion less than others. Formal as-
sessment also assists in the evaluation of differ-
ent types of intervention. In fact, only in this
context has the ability of a measure to monitor
children’s progress been assessed to any degree
thus far. For a measure to serve as a useful
monitoring tool, it needs to be able to reflect
actual changes accurately in children’s post-
traumatic stress symptomatology; that is, it
needs to be responsive to true change in symp-
tomatology. There are formal methods of as-
sessing a measure’s responsiveness to change,
but these methods have yet to be used to test
the responsivity of any of the currently avail-
able measures of childhood ASD, PTSD, or
complex PTSD.

The Clinical Assessment

In what follows, the terms “child” and “chil-
dren” include infants, children, adolescents,
and young adults unless otherwise noted. A
clinician attempting to determine a child’s
reactions to high-magnitude stressors ideally
should collect information from as many
sources as possible, including not only the child
and one or more caregivers, but also others
who knew the child prior to, during, and after
the event(s). Additional reporters might include
relatives other than the primary caregivers, sib-
lings, teachers, peers, and others who were af-
fected by the event(s), especially those who
lived through it with the child. When the
stressor involves abuse or domestic violence,
any alleged offending caregiver need not be in-
terviewed, although a report from sources in-
volved with eliciting the offender’s report of the
event(s) can be helpful.

OBTAIN A HISTORY

The article “Practice Parameters for the Assess-
ment and Treatment of Children and Adoles-
cents with Posttraumatic Stress Disorder” (Co-
hen et al., 1998) recommends the same course
of assessment for the parent and the child. The
first step is to obtain a thorough history of the
child. Whenever possible, information should
be sought regarding the child’s psychiatric his-
tory, including any partial or inpatient hos-
pitalizations, medications (especially psycho-
tropic), and outpatient psychotherapy. This
would include any history of mood disorders,
anxiety disorders, PTSD symptomatology, and
substance abuse, as well as medical conditions
that may present as anxiety or mood disorders,
such as thyroid disease. An understanding of
the medical and psychiatric history of other
members of the family may also be very help-
ful.

The clinician is encouraged to assess the ex-
tent to which other stressors have played a part
in the child’s life, both in the distant past and
more recently. As noted earlier, previous expo-
sure to other stressors may have an important
impact on the child’s reaction to the event(s)
under consideration. The clinician should in-
quire not only into the child’s history of expo-
sure to high-magnitude stressors such as abuse
or neglect, and exposure to domestic or com-
munity violence, but also into the occurrence of
and reaction to other, lesser stressors, such as
family illnesses, deaths, conflict, separation, or
divorce, as well as frequent moves, school
changes, or problems in the school or with
peers.

Any parental history of exposure to poten-
tially traumatic events also should be consid-
ered, whether or not the child might be aware
of this history. Any familial history of PTSD is
particularly important to determine, because
this can have repercussions on the child’s out-
look on life and ability to cope with stressful
events. It also can affect the caregiver’s reac-
tions to the child’s potentially traumatic experi-
ence, especially if that experience mirrors the
caregiver’s own traumatic experience. The re-
actions of mothers to their children’s abuse ex-
perience may be greatly complicated if the
mothers themselves have a history of childhood
abuse, for example. The clinician should ascer-
tain whether the caregiver was exposed to the
same event(s) as the child and if so, the nature
of the caregiver’s own reactions during and af-
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ter experiencing the event(s), and the extent to
which the caregiver may have reacted to the
experience with symptoms of posttraumatic
stress. The parents’ own reactions to the child’s
traumatic experiences also should be explored,
because children, especially younger children,
often use their parents’ reactions to the experi-
ence to determine how they themselves should
be reacting (Fletcher, 2003).

DEVELOPMENTAL CONSIDERATIONS

During the assessment process, the clinician
must make an effort to pay attention to devel-
opmental variations in the child’s reactions.
This is particularly important when assessing
preschool-age children. Scheeringa, Peebles,
Cook, and Zeanah (2001; Scheeringa &
Zeanah, 1995; Scheeringa, Zeanah, Myers, &
Putnam, 2003) devised and examined the pre-
dictive ability of a revised set of particularly in-
teresting criteria for this age group. Their
criteria are dependent more on behavioral ob-
servations than on verbal descriptions of symp-
toms (Scheeringa et al., 2003):

Some symptoms had to be developmentally modi-
fied because they were derivative functions of
memory, abstract thought, emotional processing,
or language, which are all in a state of emerging
development in young children. Several symptoms
could not be used because they were inappropri-
ate for the developmental capacities of young chil-
dren (e.g., sense of a foreshortened future). The
A(2) criterion (the person’s immediate response
must show extreme emotional or behavioral reac-
tions) was not required, because if the child is
perverbal, and an adult is not present to witness
the child’s reaction, then this symptom is unde-
tectable. One completely new symptom—loss of
previously acquired developmental skills such as
toileting or speech—was added to cluster C. It
was a common symptom in prior studies and fit
conceptually with the avoidance/numbing symp-
toms. An entirely new cluster was added that con-
tained three symptoms that had also been fre-
quently observed: new separation anxiety, new
aggression, and new fears that seemed unrelated
to trauma reminders. These symptoms did not fit
conceptually into the existing cluster so they were
placed in a new cluster for further research.
Finally, the algorithm threshold was changed so
that only one avoidance/numbing symptom (clus-
ter C) was needed instead of three. Only one
hyperarousal symptom (cluster D) was needed in-
stead of two. One symptom from the new cluster
was needed. (pp. 561–562)

Among 62 children exposed to high-magnitude
stressors, none met DSM-IV criteria for PTSD,
though 67.9% had at least one symptom of cri-
terion B, reexperiencing (Scheeringa et al.,
2003). After examining several alternatives, the
researchers concluded that the optimal algo-
rithm was one symptom of both criteria B and C
and two of criterion D. Scheeringa and col-
leagues used this algorithm to diagnose 26% of
the young children with PTSD. Children diag-
nosed with PTSD using this method (Scheering,
Zeanah, Myers, & Putnam, 2005) were signifi-
cantly more likely than those not diagnosed
with PTSD to show functional impairment 1
and 2 years later, and were more likely 2 years
later to be diagnosed with PTSD using DSM-IV
criteria per the National Institute of Mental
Health (NIMH) Diagnostic Interview Schedule
for Children, Version IV (DISC—Shaffer, Fisher,
& Lucas, 2000; see Appendix 9.3). Importantly,
other research has replicated these findings
(Ippen, Briscoe-Smith, & Lieberman, 2004;
Ohmi et al., 2002). Much of the criteria used in
Scheeringa and Zeanah’s measure (see Posttrau-
matic Stress Disorder Semistructured Interview
and Observational Record for Infants and
Young Children in Appendix 9.4 for the current
version of the measure used) has been adopted
for use in the Diagnostic Classification of Men-
tal Health and Developmental Disorders of In-
fancy and Early Childhood: Revised Edition
(DC:0–3R; Zero to Three, 2005) diagnosis of
PTSD in this age group.

UNDERSTANDABILITY OF QUESTIONS

It also is important to determine the extent to
which all informants, child and adult, are
able to understand the meaning of each ques-
tion asked of them. Too many assessment
tools for children and adolescents have been
based on adult measures, with no attempt to
rewrite questions to make them more child-
friendly. One of the original and most widely
used measures of childhood PTSD, the Child
Posttraumatic Stress Reaction Index (CPTS-
RI—Frederick et al., 1992; see Appendix
9.5), is an unfortunate example of this prob-
lem. The clinician should carefully read and
assess each measurement tool prior to admin-
istering it to caregiver or child and be ready
to provide clarifying prompts or explana-
tions, if respondents do not appear to under-
stand any question.
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ASSESS THE FULL RANGE OF RESPONSES

The assessment of posttraumatic symptomatol-
ogy should include the full range of possible re-
actions. Thus, it should ideally include an as-
sessment of ASD symptomatology, especially if
the event occurred less than 1 month prior to
the assessment. The dissociative symptoms of
ASD are rarely assessed in measures of the core
DSM-IV criteria of PTSD, even though the
presence of such symptoms more than 1 month
after the occurrence of the event(s) may be in-
dicative of more severe reactions to the trau-
matic event(s). Moreover, if the event(s) to
which the child’s reactions are being assessed
might qualify as “early onset, multiple, ex-
tended, and sometimes highly invasive trau-
matic events, frequently of an interpersonal na-
ture, often involving a significant amount of
stigma or shame” (Briere & Spinazzola, 2005,
p. 401), then the clinician should attempt to as-
sess possible symptoms of complex PTSD as
well. This is particularly important because, as
noted earlier, there is evidence that treating the
distinctive symptoms of complex PTSD as co-
morbid conditions rather than as an integral
part of the posttraumatic response can lead to
markedly reduced response to treatment (van
der Kolk & Courtois, 2005; van der Kolk et al.,
2005).

Approximate onset dates of traumatic symp-
toms should be ascertained as often as possible.
Only those symptoms with onset after expo-
sure can be considered diagnostic of ASD or
PTSD. Duration of symptoms can provide evi-
dence regarding the severity of the traumatic
response as well. Some assessment tools ascer-
tain whether symptoms have occurred within
the past week or past month. Others specifi-
cally determine dates of onset for symptoms
that children endorse. Clinicians should be
mindful that children younger than 8 years
vary in their ability to answer reliably time-
related questions about date of onset and dura-
tion, or even whether symptoms have occurred
within a specific time frame, such as 1 month
ago. Certainly children younger than 6 years
have great difficulty with such concepts, and
caregivers must be relied upon for such infor-
mation. Caregivers, too, however, are often
limited in their ability to answer such ques-
tions, particularly if the symptoms refer to in-
ternal states. Even their dating of externalizing
behaviors may be inaccurate, if onset occurred

outside their purview, such as during recess
time at school or afterschool play. Therefore,
assessments of onset and duration of symptoms
should be considered approximations rather
than definitive responses.

When responses from different sources con-
flict, the child’s responses should be considered
the most compelling, particularly if the ques-
tions concern internal processes, unless there
are reasons to question the veracity of the
child’s statements or his or her ability to recall
or articulate the experiences. Generally, the
older the child, the more weight his or her re-
sponses should be accorded. Responses of pri-
mary caregivers, whether parent, grandparent,
stepparent, or other, should generally carry
nearly as much weight as the child’s responses,
perhaps even more in some cases, such as those
regarding externalizing behaviors. When con-
sidering the responses of others who have some
knowledge of the child, keep in mind the cir-
cumstances under which the respondent and
the child normally interact. Teachers, for exam-
ple, tend to interact with their students in
a much narrower set of situations than do
primary caregivers, even though the teachers
spend several hours a day, 5 days a week with
their students. Fathers, or the family’s primary
source of income, too, may spend less time
with the child than do mothers, or the family’s
primary caregiver, in general. In the final analy-
sis, children who are age 8 and older might be
considered to know more about their own ex-
periences, especially their own internal pro-
cesses, than any adult who knows or cares for
them.

Caregiver Assessment

When possible, it is often helpful to obtain as
much information as possible from adults in
the child’s life regarding the stressor(s) to which
the child has been exposed, and the child’s reac-
tions to the stressor(s), before interviewing the
child in any depth concerning his or her experi-
ence. In addition to providing valuable infor-
mation regarding specific details of the trau-
matic event or stressor(s), caregivers also can
supply information about the child’s level of
functioning. Primary caregivers provide the
most detailed and accurate reports about the
child’s experiences, behavior, and emotional
and social life prior to and after the occurrence
of the stressful event(s). If the child is of school
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age, a report on the child’s performance at
school, including academic performance, social
behavior at school, activity level, and interac-
tions with teachers and other authority figures,
may provide information complementary to
that of the caregiver regarding the child’s post-
traumatic functioning outside the home, in sit-
uations where the caregiver is rarely present.

Child Assessment

After interviewing the child’s caregiver, the cli-
nician should then interview the child, and
starts by eliciting the child’s understanding of
the reason for the referral. The clinician en-
courages the child to describe the experience(s)
from his or her own point of view. Asking for
some description of the stressful experience(s)
is useful in many ways, because it allows the
clinician to develop a picture of the child’s sub-
jective experience during and immediately after
the traumatic event, and provides an indication
of the detail and accuracy of the child’s memo-
ries of the event(s). It is primarily the child’s
perception of the experience and its conse-
quences, rather than the “objective” descrip-
tion of the event(s) or the caregiver’s percep-
tions of the event, that affects the child’s
reactions: what he or she saw and experienced,
what those experiences meant to the child dur-
ing the event and afterwards, and, in particular,
what thoughts and feelings the experience
evoked in the child. At the same time, the child
should be allowed to give as much, or as little,
information as he or she is willing to divulge
during the first interview. More information
may be forthcoming as the child becomes more
comfortable with the interviewer and the inter-
view process itself.

The clinician tries to discover who or what
the child considers responsible for the event(s),
whether the child feels responsible to any de-
gree, and whether the child feels that he or
she reacted inappropriately to the event(s), or
could or should have reacted differently. It is
important to determine the extent to which the
child perceives caregivers and important others
to have been distressed by the experience them-
selves. The younger the child, the more likely
his or her reactions are a reflection of the re-
actions of caregivers and important others
(Fletcher, 2003). The interviewer should also
attempt to evaluate the level of support the
child feels he or she has received from care-
givers and important others. In addition, an

understanding of the extent to which the child
feels the experience has resulted, or will result,
in stigmatization or ostracism by family or
peers may be helpful during both the assess-
ment process and treatment. In a similar vein,
the interviewer should attempt to determine
the child’s perceptions concerning his or her re-
actions to the stressful event(s), in particular,
whether the child feels that his or her reactions
are “normal.” Reassuring children regarding
misattributions of self-responsibility for the
event(s) and the “normality” of any reactions
to it may encourage children to describe their
experiences and reactions more openly and
honestly, as well as relieve some of their dis-
tress.

Assessing the Stressor

Prior to assessing the child’s reactions to expo-
sure to a potentially traumatic event or events,
the clinician must first develop an understand-
ing of the stressful experience itself. When pos-
sible, a detailed description of the events lead-
ing up to, during, and following the stressor is
important when assessing the child’s reactions
to the stressful event(s). Discrepancies between
the child’s description and the “actual” event
may provide useful diagnostic information. If a
primary caregiver was not present, reports
from other sources, including police reports,
news reports, and reports of emergency re-
sponse teams, may be useful in developing a de-
scription of the stressor prior to hearing the
child’s own description.

Assessing Exposure to High-Magnitude Stressors

In some cases, the clinician may not know
whether the child has ever been exposed to a
high-magnitude stressor. This is often the case
when a child is being administered a general
psychiatric examination, for example. In those
situations, it may be necessary to ask whether
or not the child has ever experienced any of a
list of potential high-magnitude stressors. Such
lists are included in the PTSD module of nearly
all of the general child psychiatric interviews
listed in Appendix 9.3. There are also stand-
alone measures of exposure to stressful experi-
ences available. These are described in Appen-
dix 9.1. Some of these measures assess only
exposure to high-magnitude stressors. Other
measures assess a wide array of stressors, in-
cluding not only potentially high-magnitude
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stressors, such as abuse, kidnapping, torture,
or natural disasters, but also stressors of gener-
ally lesser magnitude (e.g., overnight stay in a
hospital prior to routine surgery to remove the
child’s tonsils, the death of a pet, or extended
periods of separation from the caregiver, espe-
cially at earlier ages), to which past exposure
might contribute to the child’s reactions to a
more current high-magnitude stressor.

Few of the measures that assess only expo-
sure to high-magnitude stressors described in
Appendix 9.1 have been examined for their
psychometric properties, and none have had
both their reliability and validity assessed. Of
those with some evidence of acceptable to good
test–retest and interrater reliability, the Trau-
matic Events Screening Inventory (TESI; Ford
et al., 2002) seems to show the most promise.
Available in both child and parent forms, the
TESI is an interview that comprises 16 ques-
tions regarding high-magnitude stressors, ar-
ranged so that questions about exposure to the
lowest magnitude stressors are first and those
regarding sexual abuse are last, to help the
child and parent tolerate the potentially stress-
ful nature of the questions. Probes assist the in-
terviewer to determine whether or not any en-
dorsed event met both parts of criterion A of
DSM-IV PTSD diagnosis. If criterion A is met
for a particular type of stressor, the interviewer
asks for more specifics about the event(s), the
age of the child when it occurred, who else was
involved, and whether anyone was hurt and
needed medical attention. The TESI is designed
to assess exposure to high magnitude stressors
among children aged 8 to 18. The parent form
(TESI-P—Ghosh Ippen et al., 2002; see Appen-
dix 9.1) was designed to assess children ages 0–
18 years. The interviewer should be a qualified
mental health professional, or an advanced
trainee supervised by a qualified mental health
professional.

Assessing Exposure to a Range of Stressors

The AACAP practice parameters for the assess-
ment and treatment of children and adolescents
with PTSD (Cohen et al., 1998) emphasize that
to develop a full understanding of the child’s
reactions to any particular high-magnitude
stressor, the clinician must understand the
child’s history of and reactions to a wide range
of possible stressors, such as significant family
conflict, separation or divorce, frequency of
moves, school changes, family deaths, illnesses,

and exposure to domestic and community vio-
lence. To accomplish this, it is recommended
that some measure of exposure to lifetime
stressors be administered to the parent and/or
child—preferably both, whenever possible—to
help determine the extent to which the child
has been exposed to a range of stressors, in ad-
dition to high-magnitude stressors.

Several instruments are available to assess
both high-magnitude stressors and those of a
generally lesser magnitude. The appropriate-
ness of the measures described in Appendix 9.1
depends on the developmental level of the
child, adolescent, or young adult who is being
assessed.

ASSESSING STRESSORS IN PRESCHOOL
AND SCHOOL-AGE CHILDREN

There are currently no measures that assess a
full range of high-, moderate-, and low-
magnitude stressors among preschool or
school-age children. Only some of the inter-
views and self-report measures with good psy-
chometric properties that assess a child’s expo-
sure to community violence also assess sexual
abuse, physical abuse, and neglect, and none
assesses stressors of lesser magnitude. The Ju-
venile Victimization Questionnaire (JVQ—
Finkelhor, Hamby, Ormrod, & Turner, 2005;
see Appendix 9.1), a very promising new mea-
sure with good psychometric properties, as-
sesses exposure to (1) conventional crime, (2)
child maltreatment, (3) peer and sibling victim-
ization, (4) sexual victimization, and (5) wit-
nessing and indirect victimization. Exposure is
assessed for the previous year and over the life-
time of the child. As an interview, the JVQ can
be used with children 8 years and older. It can
be administered in a self-report format with ju-
veniles 12 years and older, including young
adults. A parent version of the JVQ can be used
to assess the exposure history of children age 2
years and older.

The Preschool Age Psychiatric Assessment
(PAPA) Life Events Scale (Egger & Angold,
2004; Appendix 9.1) is part of the full PAPA
psychiatric assessment interview (see Appendix
9.3). The Life Events Scale assesses a par-
ticularly good selection of high- and lesser-
magnitude stressors in the lives of the very
youngest children, ages 3–6 years, such as a re-
duction in the family’s standard of living, at-
tending unsafe day care, a detailed history of
accidents and hospitalization, separation from

Chapter 9. Posttraumatic Stress Disorder 419



significant attachment figures for more than 1
week, and becoming homeless. These poten-
tially stressful experiences for very young chil-
dren are rarely assessed by other stressor scales
and interviews. Related interviews include life
events scales for older children and adolescents
ages 9–17 (Child and Adolescent Psychiatric
Assessment [CAPA] Life Events Scale; Angold
& Costello, 2000, Tables 5 and 6) and for
young adults 18 years or older (Young Adult
Psychiatric Assessment [YAPA] Life Events
Scale; Angold & Costello, 2000, Tables 5 and
6).

The Tough Times Checklist (Fletcher, 1996f;
Appendix 9.1) is a self-report measure for chil-
dren with a third-grade or higher reading level
(approximately age 7 years and older), that as-
sesses the child’s lifetime exposure to stressors
of both high and moderate magnitude. It does
not assess any type of sexual abuse or neglect,
although the child is asked whether any peers,
adult strangers, or known adults ever made
him or her do “something horrible.” Assessors
are then required to inquire as to the nature of
that event, if the child endorses it. Children in-
dicate whether they have ever experienced each
of the stressors. A version for adolescents, the
Teen Tough Times Checklist (Fletcher, 1996f;
Appendix 9.1) assesses exposure in the previ-
ous year and over the lifetime to the same
stressors included in the Tough Times Check-
list. Rather than a simple checklist, respon-
dents rate each stressor on a 4-point scale:
Never happened (0); Happened, but the worst
time was not upsetting (1); Happened, and the
worst time was somewhat upsetting (2); and
Happened, and the worst time was very upset-
ting (3). A caregiver version for children of any
age, the Child’s Upsetting Times Checklist
(Fletcher, 1996f; Appendix 9.1) asks the care-
giver to rate the child’s exposure to the same
stressors, using the same response format as the
Teen Tough Times Checklist. Of these three re-
lated measures, the Child’s Upsetting Times
Checklist is the only one that has any psycho-
metric information. It has been shown to corre-
late significantly with both the child’s own re-
port and the parent’s report of the child’s PTSD
symptomatology (Fletcher, 1996b).

ASSESSING STRESSORS IN ADOLESCENTS AND YOUNG ADULTS

The Young Adults Upsetting Times Checklist, a
paper-and-pencil self-report measure (Fletcher,
1996f; Fletcher & Skidmore, 1997), is cur-

rently the only available measure of stressor ex-
posure for adolescents and young adults that
assesses both moderate- and high-magnitude
stressors, including a variety of sexual abuse
experiences, both prior to and after age 18
years. It has accumulated good evidence for its
reliability and validity. The measure is suitable
for adolescents, young adults, and older adults.
Depending on the maturity of the child, it
might be suitable for children as young as 11 or
12 years. Respondents rate each item as Never
happened (0); Happened, but the worst time
was not upsetting (1); Happened, and the
worst time was somewhat upsetting (2); Hap-
pened, and the worst time was very upsetting
(3); and Happened, and the worst time was ex-
tremely upsetting (4). Two additional items ask
respondents to rate (1) the worst thing that
happened to them in the past year and (2) the
worst thing that ever happened to them prior
to the last year. Total scores can be computed
for the previous year, for any time before the
past year, and for any time over the lifetime, in-
cluding the past year. Each of these totals
correlates significantly with measures of post-
traumatic stress (see Appendix 9.1 for more de-
tails).

Assessing the Traumatic Characteristics
of Stressful Events

Simple assessment of the kinds and number of
potentially stressful events to which children
have been exposed can provide useful informa-
tion, but it is unlikely to tell the whole story re-
garding the child’s peritraumatic experience.
No two events are exactly alike. Even stressful
events of the same type are likely to differ sub-
stantially from each other. Moreover, the same
event is never experienced either subjectively or
objectively in exactly the same way by people
who live through it together. Each stressful
event is a unique phenomenological experience
for everyone who lives through it. The fact that
not everyone who lives through the same high-
magnitude stressor develops PTSD illustrates
this point. Despite this, the literature does sug-
gest that specific characteristics or dimensions
of high-magnitude stressors increase the likeli-
hood that anyone exposed to events that mani-
fest these dimensions will react with symptoms
of PTSD (Fletcher, 2003).

The Dimensions of Stressful Events (DOSE)
scale (Fletcher, 1996d) was designed to assess
the characteristics or dimensions of high-
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magnitude stressor events suggested by the lit-
erature to increase the likelihood of a child or
adolescent responding with PTSD symptoma-
tology. The measure is divided into two sec-
tions. The first section contains 25 items that
assess such things as the child’s proximity to
the event; viewing of blood; whether anyone
was injured or killed; whether the child was
separated from caretakers; the child’s relation-
ship to any perpetrator and other victims; the
perception of stigmatization associated with
the experience(s); the suddenness and unex-
pectedness of the event(s); the perceived uncon-
trollability of the event(s); the duration and fre-
quency of exposure to the event(s); whether the
event was caused by humans rather than na-
ture; whether the adverse consequences of the
event(s) are long lasting, irreversible, and liable
to recur; whether the event(s) involved moral
conflicts for the child; whether the child per-
ceived the event(s) as a threat to family or
friends; and whether the event(s) originated
within the family. The second DOSE section
contains 24 items that assess the frequency and
degree of child abuse experiences, as well as ex-
periences that may mitigate the child’s re-
sponses, such as the extent to which the parents
support the child’s claim. The psychometric
properties of the first section (none are yet
available for the second section) are very good.
Scores on the DOSE appear to provide better
prediction of adverse outcomes than do counts
of the number of lifetime stressors to which a
child has been exposed (Fletcher, 1996b;
Fletcher, Cox, Skidmore, Janssens, & Render,
1997; Fletcher, Spilsbury, Creedan, & Fried-
man, 2006). These results suggest that the
DOSE might provide a means of screening for
posttraumatic stress responses without asking
about any DSM-IV symptomatic responses. See
Appendix 9.2 for more details on psychometric
properties of the measure.

ASSESSING EMOTIONAL RESPONSES TO HIGH-
MAGNITUDE STRESSORS

Interviews. Determining that the child has
been exposed to high-magnitude stressors with
characteristics that increase the likelihood of
traumatic responses meets only the first half of
DSM-IV criterion A. The clinician also must
determine that the child’s “response involved
intense fear, helplessness, or horror” or “disor-
ganized or agitated behavior” (see Table 9.1).
Most of the general psychiatric interviews that

have PTSD modules (see Appendix 9.3) in-
clude questions designed to assess the child’s
response to their potentially traumatic exper-
ience, although some interviews are more thor-
ough than others in that they ask about several
specific kinds of possible responses, while oth-
ers try to make do with one or two very general
questions. It is generally best to be more spe-
cific when asking questions of children and ad-
olescents. Few interviews that ask about spe-
cific responses sacrifice much time to do so;
therefore, when choosing from among general
psychiatric interviews, the Child and Adoles-
cent Psychiatric Assessment (CAPA) Scale
(Angold & Costello, 2000) and its associated
versions for preschool children (the PAPA) and
for young adults (the YAPA), would seem the
best choice, because each explores the child’s
responses in more detail than do others, while
not sacrificing too much time in the process. If
one prefers to focus only on the assessment of
PTSD and does not wish to conduct a full-scale
diagnostic interview but would still like to con-
duct an interview, the Children’s PTSD Inven-
tory (CPTSDI; Saigh, 1998a, 1998b) is a good
choice. It asks preliminary questions about
four types of high-magnitude stressors to
which children might be exposed, followed
by four questions on their reactions to any
stressor.

Self-Report Questionnaires. If an interview
is not possible, or if a self-report assessment
tool is required to examine children’s responses
to high-magnitude stressors, perhaps as part of
a screening process, then the choices currently
are limited. For exposure to high-magnitude
stressors that do not involve abuse, the Expo-
sure Questionnaire (EQ—Nader, 1993, 1999;
see Appendix 9.2) might be a good choice. Sim-
ilar to the DOSE, the EQ assesses aspects of
the event(s) associated with increased PTSD
symptomatology—such as whether there was
threat to life, threat of injury, subjective prox-
imity to the events, relationship to victims,
worries about others, property damage, and
helping efforts. In addition, it assesses the child
or adolescent’s emotional reactions during the
event, such as helplessness, fear, horror, panic,
and guilt, both during and after the traumatic
experience. It inquires about the frequency and
intensity of the reactions. Two versions are
available, one for Postwar Questions and one
for Postdisaster or Violence Questions. Scores
on the EQ have been shown to be associated
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with exposure and severity levels for chil-
dren in war zones (Nader & Fairbanks, 1994;
Nader, Pynoos, Fairbanks, Al-Ajeel, & Al-
Asfour, 1993), providing some preliminary evi-
dence of the validity of the measure. Another,
shorter scale that might be considered, the
Peritraumatic Response Scale (Pfefferbaum et
al., 2002), consists of just 12 questions that ad-
dress the child’s peritraumatic responses of fear,
arousal, and dissociation at the time of the inci-
dent. Unfortunately, no information about its
psychometric properties is currently available.

When assessing the peritraumatic responses
of children who have been abused, the
Children’s Peritraumatic Experiences Ques-
tionnaire (CPEQ—Wolfe & Birt, 1993; see Ap-
pendix 9.2) is an appropriate choice. The
CPEQ is a 33-item scale designed to assess chil-
dren’s emotional reactions during their sexual
abuse experiences, or for nonabused children,
their most negative life experience. The CPEQ
assesses feelings and thoughts of helplessness,
fear, terror, sadness, and anger related to DSM-
IV criterion A2. Items are divided into five sub-
scales, derived from a principal components
analysis: Extreme Reactions (e.g., thoughts of
being killed or killing the perpetrator, fear of
death and injury, becoming ill, wanting to
throw something, terror, or fainting), Fear/
Anxiety, Negative Affect, Dissociation, and
Guilt. The measure appears to have good psy-
chometric properties (Wolfe & Birt, 2002b; see
Appendix 9.2). The CPEQ is now included
with the Children’s Impact of Traumatic Events
Scale–II (CITES-II—Wolfe et al., 1991; see Ap-
pendix 9.5).

Assessing the Full Range of Posttraumatic
Stress Reactions

Assessing ASD

ASSESSING ASD WITH A GENERAL PSYCHIATRIC INTERVIEW

There are currently very few measures of ASD
available for children ages 6–18 (see Appendix
9.3). An exception is the Children’s Interview
for Psychiatric Syndromes (ChIPS—Rooney,
Fristad, Weller, & Weller, 1999; Weller, Weller,
Fristad, Rooney, & Schecter, 2000; Weller,
Weller, Rooney, & Fristad, 1999), a highly
structured interview that screens for 20 DSM-
IV Axis I disorders, as well as psychosocial
stressors such as emotional, physical, or sexual
abuse and neglect. In doing so, it assesses both
ASD and PTSD. If the stressor occurred within

4 weeks of the interview, children are asked six
questions to assess whether they reacted with
symptoms of dissociation or derealization,
such as whether they have felt as if they were
not themselves and as if they were no longer
real (depersonalization), and whether they
have trouble remembering things about the
event(s). Then seven questions are asked that
assess reexperiencing symptoms, two that as-
sess feeling “upset” by reminders of the experi-
ence(s), and one that assesses physical reactions
to reminders, such as stomachaches or trouble
breathing. If none of these symptoms is en-
dorsed, the rest of the Stress Disorder questions
are skipped. Otherwise, 10 questions are asked
that assess symptoms of avoidance and with-
drawal. If at least one of these is answered in
the affirmative, one question is asked about
changes in moods or emotions since the
event(s), one about feelings of numbness since
the event(s), and two about anticipating a fore-
shortened future (feeling as if one will not live a
long life). Then six questions are asked about
symptoms of overarousal, anger, and difficulty
concentrating. If none of these questions is en-
dorsed, one question is asked about a tendency
to startle easily.

The interviewer is provided with two algo-
rithms to determine whether the child meets
criteria for ASD or PTSD, or neither. Next the
child is asked when the symptoms began, then
whether he or she is still troubled by the symp-
toms; if not, an attempt is made to determine
when the symptoms stopped. Children who
meet criteria for ASD are asked whether the
symptoms began within 4 weeks of the
event(s), lasted more than 2 days, and lasted
for less than 4 weeks. Children who meet crite-
ria for PTSD are asked whether the symptoms
have lasted longer than 1 month. Finally, chil-
dren are asked whether “these problems cause
you trouble” at home, at school, and with
other kids. If the duration of symptoms can
be determined, the interviewer can indicate
whether the PTSD can be classified as acute or
chronic in duration, and whether or not symp-
toms had a regular onset (within 6 months of
the event[s]) or a delayed onset (more than 6
months after the event[s]). ChIPS is designed to
be administered by people with at least a bach-
elor’s degree in a field associated with mental
health. It is recommended that a clinician fa-
miliar with DSM-IV who has undergone simi-
lar training on ChIPS train lay interviewers.
Unfortunately, the psychometric properties of
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the ChIPS have yet to be established satisfacto-
rily (see Appendix 9.3).

ASSESSING ASD WITH A CARETAKER REPORT OF ASD AND PTSD

The Child Stress Disorders Checklist (CSDC;
Saxe, 2004) is a 42-item, paper-and-pencil
scale that asks parents, guardians, or other ob-
servers to report on the child’s reaction to high-
magnitude stressors. Unlike most other child
PTSD measures to date, the CSDC allows as-
sessment of symptoms of both DSM-IV PTSD
and ASD. The respondent is first asked to indi-
cate whether the child has been exposed to any
of eight kinds of high-magnitude stressors, in-
cluding an “other” category. Age of exposure is
requested for all endorsed stressors. Next, five
questions are asked regarding the child’s emo-
tional reactions to the experience(s), then seven
items assess symptoms of reexperiencing, five
assess avoidance, eight assess numbing and dis-
sociation, six assess increased arousal, and four
assess functional impairment. Responses to
each question can be either Not true (as far as
you know), Somewhat true, or Very true. Psy-
chometric properties for the measure are cur-
rently sparse but encouraging (see Appendix
9.5).

ASD SELF-REPORT

There is currently only one self-report measure
devoted to the assessment of ASD in children.
Fortunately, it appears to have very good psy-
chometric properties (see Appendix 9.7 for de-
tails). The Acute Stress Checklist for Children
(ASC-Kids; Kassam-Adams, 2006), a 29-item
self-report measure, comprises 25 items assess-
ing ASD according to DSM-IV criteria: 4 items
assessing whether the experience was horrible,
frightening, beyond the child or adolescent’s
control, or whether the child feared for his or
her life; 4 items assessing emotional numbing,
derealization, and dissociation; 15 items assess-
ing the remaining DSM-IV criteria; 1 item as-
sessing the degree to which the child or adoles-
cent was emotionally upset by the experience; 1
item assessing disruptions to social interaction
with meaningful others; 2 items assessing social
functioning at school and with the immediate
family; 1 item assessing social support; and 1
item assessing self-perceived coping skill. Most
response categories are Never/Not true (0),
Sometimes/Somewhat (1) and Often/Very true
(2). Items rated a score of 2 indicate that

a DSM-IV symptom is present. Symptom
category subscales include Dissociation, Re-
experiencing, Avoidance, and Overarousal/
Anxiety. The ASC-Kids is appropriate for chil-
dren ages 8–17, although the author suggests
that the items should be read to children age 9
and younger, as well as to any 10- or 11-year-
old who appears to require assistance.

Assessing PTSD

ASSESSING PTSD WITH A GENERAL PSYCHIATRIC INTERVIEW

Several general psychiatric interviews for chil-
dren that include PTSD modules are available
(see Appendix 9.3). Of these, the Diagnostic In-
terview for Children and Adolescents—Revised
(DICA-R; Kaplan & Reich, 1991) was among
the first to include a PTSD module. A semi-
structured interview, the DICA-R is a modifica-
tion of the Diagnostic Interview for Children
and Adolescents (DICA; Herjanic & Reich,
1983a, 1983b), developed to allow the assess-
ment of diagnoses in children 6–17 years old.
The DICA-R, a modified form of the DICA, al-
lows assessment of DSM-III-R criteria. Ques-
tions were rephrased in a more conversational
manner, and questions related to DSM-III-R di-
agnoses were added (Kaplan & Reich, 1991),
including a PTSD module. The DICA-R was
then itself revised to allow assessment of DSM-
IV diagnoses. There are versions for younger
children, ages 6–12 years, for adolescents, and
for parents. The time required for administra-
tion of the full DICA-R is approximately 1.5
hours. With training, the interview may be ad-
ministered by research assistants with no more
than a bachelor’s degree.

Unfortunately, psychometric information on
the DICA-R is questionable. Some 7-year-olds
have been reported to have difficulty under-
standing some of the DICA-R questions, sup-
posedly written for interviewing 6- to 12-year-
olds (reported in Nader, 1997). The PTSD
module was unable to distinguish between
adolescents who were exposed to wildfires
and those who were not (Jones, Ribbe, &
Cunningham, 1994). To add to the confusion,
the DICA-R has been replaced by the Missouri
Assessment of Genetics Interview for Children
(MAGIC—Reich & Todd, 2002; see Appendix
9.3), for which full psychometric information
is still unavailable.

The Child and Adolescent Psychiatric As-
sessment Scale (CAPA; Angold & Costello,
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2000) appears to be one of the few general
child psychiatric interviews containing a PTSD
module for which there is specific information
regarding its reliability and validity. However,
psychometric properties for the PTSD module
are still sketchy at this point. The CAPA was
designed to be administered to children be-
tween the ages of 9 and 17 years. A version for
young adults, the Young Adults Psychiatric As-
sessment (YAPA; see Appendix 9.6) is also
available, although there is not yet any psycho-
metric information for the interview. The Pre-
school Age Psychiatric Assessment (PAPA—
Egger & Angold, 2004; Egger, Ascher, &
Angold, 1999; Egger et al., 2004; see Appendix
9.3) is a substantial rewrite of the CAPA for
preschool children ages 3–6 years. Changes in-
clude DSM-IV and ICD-10 criteria that better
reflect experiences of younger children. Symp-
toms and diagnoses included in the Diagnostic
Classification of Mental Health and Develop-
mental Disorders of Infancy and Early Child-
hood, Revised Edition (DC:0–3R; Zero to
Three, 2005) were added to the PAPA as well.
Relevant items from other preschool measures
not covered by the CAPA also were included.
Changes appropriate for preschool children
were made to the family functioning and rela-
tionships sections. Alternate PTSD and reactive
attachment disorder diagnostic criteria were
based on criteria suggested by Zeanah, Boris,
and Scheeringa (Boris, Zeanah, Larrieu,
Scheeringa, & Heller, 1998; Scheeringa et al.,
1995, 2001; Scheeringa & Zeanah, 1995).
Detailed information is gathered by the PAPA
regarding 21 changes in the child’s behaviors,
emotions, or relationships that might have
occurred as a result of exposure to the poten-
tially traumatizing event(s), such as new fears
or anxieties, increased crying, increased aggres-
sion, regression of toileting skills or language,
and changes in the child’s interactions with oth-
ers (Egger & Angold, 2004). Each symptom
is rated for frequency, intensity, duration, and
date of onset. If the caregiver indicates that at
least one high-magnitude stressor has occurred
in the child’s life, and if the caregiver believes
that experience is related to at least one symp-
tom (new fears, separation anxiety, etc.),
then the interviewer asks the questions in the
PTSD section. PAPA requires the same type and
duration of training as is required for the
CAPA and YAPA. Certification by a qualified
PAPA trainer is required before using the PAPA
in the field. Unfortunately, very little psycho-

metric information is yet available for the
PAPA.

Another promising general psychiatric inter-
view for children, the ChIPS (Rooney et al.,
1999; Weller et al., 1999, 2000) was discussed
earlier in the section that describes measures of
ASD, because it assesses both ASD and PTSD.

PTSD-SPECIFIC CHILD INTERVIEWS

PTSD Interviews for Preschool Chil-
dren. Levonn: A Cartoon-Based Structured In-
terview for Assessing Young Children’s Distress
Symptoms (Martinez & Richters, 1993;
Richters, Martinez, & Valla, 1990) was written
for young, school-age children. Shahinfar, Fox,
and Leavitt (2000) devised a version for pre-
school children. Levonn, a 39-item, cartoon-
based, structured interview of children’s
distress symptoms, is based on an earlier
cartoon-based interview of general psychiatric
symptoms, Dominique (Valla, 1989). The
Dominique interview was revised, so that the
main character Levonn represents an urban
child. The Levonn includes cartoons of symp-
toms associated with PTSD, with two- or three-
sentence scripts included for each cartoon. The
response format comprises three thermometers
filled with varying degrees of mercury, indicat-
ing increasing levels of frequency. Thermome-
ters are labeled Never, Some of the time, and A
lot of the time. Before administration of the
PTSD interview, children are taught how to use
the thermometer response format correctly.

After each cartoon is described by the inter-
viewer, children draw a circle around a ther-
mometer to indicate how often they have felt
like Levonn. On one page, for example, the
three thermometers take up the top one-third
of the page. On the right, lower half of the page
are three cartoons, laid out vertically, one over
the other. In the top cartoon, a frowning young
boy with a white face is shown in his pajamas
walking somewhat slouched over away from a
bed, with his head slightly bent down. The
middle cartoon shows the boy, now dressed for
school, walking, again slouched over, head
bent, and frowning, dragging a book bag along
the ground. In the bottom cartoon, Levonn,
again in pajamas, stands facing his bed, frown-
ing, with his head bent. In the middle of the left
bottom portion of the page is the following
script, which the interviewer reads to the child
being interviewed: “Here is Levonn feeling very
sad for a whole day. He gets up in the morning
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feeling sad, he feels sad all day, and he still feels
sad at bedtime. How many times have you felt
like Levonn?” (Martinez & Richters, 1993,
p. 26). The scale comprises four subscales
measuring Depression, Anxiety/Recurring
Thoughts, Sleep Problems, and Impulsiveness.

In the revised version for preschoolers
(Shahinfar et al., 2000), the symptoms assessed
include sadness, lack of appetite, fear of going
outside because of possible violence, intrusive
traumatic memories, and nightmares. Thus, a
DSM-IV diagnosis is not possible with Levonn.
In a study of 155 primarily (98.8%) African
American children between the ages of 3.5 and
4.5, the authors carefully debriefed children af-
ter administering the revised Levonn. Shahinfar
and colleagues reported that very few of the
children indicated either verbally or behavior-
ally that they had been upset by the interview.
Unfortunately, most of the available psycho-
metric data are based on the original Levonn
for school-age children.

PTSD Interviews for School-Age Children
and Older. The Clinician-Administered PTSD
Scale for Children and Adolescents (CAPS-
CA—Newman et al., 2004; see Appendix 9.5)
is an interview based on the Clinician-
Administered PTSD Scale for adults (CAPS;
Weathers et al., 2004). The CAPS-CA is cur-
rently considered the “gold standard” inter-
view for childhood PTSD. Comprising approx-
imately 53 items that assess things such as the
intensity of the experience and its duration, it is
an extremely complete, detailed, well-thought-
out interview. The PTSD-specific items inquire
about the occurrence, intensity, and frequency
of endorsed symptoms both for the past month
and over the lifetime. The interview begins
with a script to establish the meaning of a
month’s time for those younger children who
might have trouble with the concept. To estab-
lish criterion A, 17 different types of high-
magnitude stressors are described one by one,
and the child or adolescent is asked to indicate
whether each event actually happened to him
or her, or whether he or she Saw it, Learned
about it, is Not sure, or it Never happened to
him or her. If none of the 17 events is endorsed,
four additional prompts are provided to
attempt to elicit an experience of a high-
magnitude stressor. If three or more events are
endorsed, the interviewer tries to determine
whether the experiences evoked fear or terror, a
sense of helplessness, horror, or disorganized

agitation. Various optional prompts for elicit-
ing this information are provided the
interviewer, using wording appropriate for
children and adolescents. The interviewer rates
whether each event was a life threat, a serious
injury or threat to physical integrity, and
whether each of the four emotional reactions
just listed occurred when the exposure oc-
curred.

When a child’s responses meet DSM-IV crite-
rion A, questions related to each symptom
listed in DSM-IV are administered. First, a
practice question teaches the child or adoles-
cent how to respond to the questions about fre-
quency and intensity of events. After questions
that assess DSM-IV criteria B–D, two questions
related to the duration of symptoms (criterion
E) are then asked, followed by four questions
regarding subjective distress and social, scho-
lastic, and developmental (loss of acquired
skill) functioning (criterion F). Three global
rating scales are available: (1) overall validity
of the responses, (2) overall severity of PTSD
symptoms, and (3) improvement for instances
of repeated administration of the interview
over time. Six items examine the presence of
seven associated features: guilt over acts of
commission or omission, survivor guilt when
there were multiple victims, shame, reduction
of awareness of surroundings, derealization,
depersonalization, and changes in attachment.
Three open-ended questions determine how the
child or adolescent thinks the event has af-
fected his or her life, what has helped him or
her feel better since the event, and what coping
strategies he or she uses.

The interviewer’s guide and summary scor-
ing sheet for the CAPS-CA (Newman et al.,
2004) includes scoring for ASD, although no
algorithms are provided for actually deriving a
diagnosis of ASD. There is a lot to like about
the CAPS-CA but, unfortunately, despite the
general conception that the CAPS-CA repre-
sents the “gold standard” for the assessment of
childhood PTSD, the psychometric properties
of the interview have yet to be thoroughly ex-
plored. Moreover, although no information is
available on the average administration time
required by the interview for children who
have PTSD symptoms, the level of detail re-
quired by the full interview is likely to take a
considerable amount of time. However, the au-
thors do indicate that “it is possible to custom-
ize the interview by eliminating less relevant
components or changing the time frames” (p.
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4). Still, the dearth of psychometric informa-
tion for the CAPS-CA (see Appendix 9.5 for
details) means it cannot yet be recommended
for clinical use.

The Children’s PTSD Inventory (CPTSDI;
Saigh, 1998a, 1998b), an interview for children
ages 7 years and older, has excellent psycho-
metric data (see Appendix 9.5). In fact, the pro-
cedures followed by Saigh and his colleagues
(2000) for developing and assessing the psy-
chometric properties of their interview could
serve as a model for anyone who wishes to ex-
amine the psychometric characteristics of a
new measure. The CPTSDI is a 47-question in-
terview designed to provide a DSM-IV diagno-
sis of childhood PTSD. The child is first read a
sample list of traumatic events, then is asked
four questions to examine exposure to high-
magnitude stressors, and four questions to as-
sess possible traumatic reactivity to the expo-
sure, per both parts of criterion A of DSM-IV.
If this criterion is not met, the interview termi-
nates. Eleven questions examine the presence
or absence of symptoms of intrusion (criterion
B of DSM-IV). Sixteen questions address crite-
rion C, avoidance and numbing symptoms.
Seven questions address criterion D symptoms
of overarousal. Five questions assess the dura-
tion of symptoms (criterion E) and significant
impairment in functioning (criterion F). Each
item measures a symptom or criterion and is
scored as present or absent. The interview re-
quires 15–20 minutes when administered to
youth with a trauma history, and only 5 min-
utes to administer to youth with no trauma his-
tory (Saigh et al., 2000). The psychometric
properties of the CPTSDI make it the best
choice for a PTSD-specific interview for chil-
dren age 7 years and older.

PTSD-SPECIFIC CHILD PAPER-AND-PENCIL SELF-REPORTS

Self-reports for preschool children are rare, and
the few that are available tend to be cartoon
based (e.g., Levonn, described above; see Ap-
pendix 9.4), and tend to assess symptoms that
are not directly associated with DSM-IV PTSD
criteria. The Posttraumatic Symptom Inventory
for Children (PT-SIC; Eisen, 1997), a promis-
ing self-report measure for children ages 4–8
that does attempt to assess the DSM-IV PTSD
criteria, is a 30-item questionnaire that assesses
PTSD symptoms based on DSM-IV criteria.
Questions are read to the child by the clinician
or administrator and are addressed in two

stages. A child is first asked if a symptom ever
happens. If the child answers affirmatively, he
or she is asked to indicate the frequency of such
occurrences: A real lot—like everyday (scored
2) or Just sometimes (scored 1). The PT-SIC
includes a checklist to screen for 11 high-
magnitude stressors (e.g., car crashes, sexual
abuse, witnessing or being a victim of commu-
nity violence). The PT-SIC is a newer scale and
cannot yet be considered to have established
psychometric properties, but its use with chil-
dren ages 4–8 years might provide useful in-
sight into the young child’s personal reactions
to exposure to high-magnitude stressors.

Although several child paper-and-pencil self-
report measures are currently available, few
assess all of the core DSM-IV criteria A–F
symptoms or have amassed enough evidence of
reliability and validity to make them good can-
didates for clinical use. The Child Posttraumat-
ic Stress Reaction Index (CPTS-RI—Frederick
et al., 1992; also known as the PTSD-RI and
the CPTSD-RI) was one of the first measures
written to assess childhood PTSD. It has be-
come the most frequently used outcome mea-
sure in research on childhood PTSD. Based on
Frederick’s (1985a, 1985b) measure of PTSD in
adults, the CPTS-RI does not appear to have
ever been assessed for readability or reading
level among children, which is troubling, be-
cause some of the language might be consid-
ered confusing for adults. Originally intended
to be used as an interview, the CPTS-RI has fre-
quently been used as a self-report measure in
research, with little or no evidence that it is
suitable for such use. Information on the psy-
chometric properties was nonexistent for quite
some time, and that currently available is mini-
mal (see Appendix 9.5). Moreover, the measure
was never intended to be used to make PTSD
diagnosis, nor is it possible to do so in its cur-
rent form. It does not assess the full range of
DSM-IV symptomatology. Items are assessed
with a 5-point Likert-like scale, which makes it
difficult to decide what kind of response indi-
cates the presence of a symptom. Estimates of
diagnosis obviously vary depending on
whether one decides to use the middle, or the
second highest response or higher as the indica-
tor of symptom endorsement, as demonstrated
by Schwarz and Kowalski (1991).

A revised version of the CPTS-RI has been
created: the UCLA PTSD Reaction Index
for DSM-IV (UPRID—Pynoos, Rodriquez,
Steinberg, Stuber, & Frederick, 1998; see Ap-
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pendix 9.5). The UPRID has been selected to be
the primary PTSD screening measure for the
National Child Traumatic Stress Network. It is
a 49-item scale derived from the CPTS-RI, but
with much better written questions. A parent
version is available. An original adolescent
version (Rodriguez, Steinberg, Saltzman, &
Pynoos, 2001a) was eventually merged with
the child version (Steinberg, Brymer, Decker, &
Pynoos, 2004). Two shorter versions, one with
seven items and the other with nine, are avail-
able for screening. The measure is designed to
be administered three different ways: (1) as
a self-report; (2) as one-on-one “interview,”
wherein the items are read to the child; and (3)
for group administration.

The first 13 items of the UPRID assess expo-
sure to different high-magnitude stressors for
children. Stressors assessed include community
violence, natural disaster, medical trauma, and
abuse. These are followed by an item that asks
children to select the experience that bothers
them the most and rate how bothersome it was
for them, using a 3-point scale: A little (1),
Somewhat (2), or A lot (3). The next 13 items
assess different responses to the experience that
children might have had at the time. These
items are intended to establish whether chil-
dren responded with fear, helplessness, or hor-
ror, per DSM-IV criterion A2, but one item is
about reactions of confusion, another is about
upset or disorganized behavior, and still an-
other is about feelings of unreality. These are
rated as either yes or no. Of the final 22 ques-
tions, 20 assess the presence of symptoms re-
lated to DSM-IV criteria B–D, and, in addition,
fear of recurrence of the trauma and trauma-
related guilt are assessed by one item each.
These items are rated from None of the time (0)
to Most of the time (5). The questionnaire is ac-
companied by a frequency rating sheet that vi-
sually assists children in providing accurate re-
sponses about how often the reaction has
occurred over the past month. Although the in-
strument was not created to be a diagnostic
tool, there also is a score sheet that allows one
to make a preliminary DSM-IV diagnosis. It is
recommended that the instructions and ques-
tions be read aloud to children under the age of
12 or to youth with reading comprehension
problems. When children meet criterion A, and
when they sufficiently endorse each of the B–D
criteria categories at the top two rating catego-
ries (Much of the time or Most of the time), a
likely diagnosis of PTSD is made. When chil-

dren meet criterion A and only two of symp-
tom criteria B–D, they are scored as “partial”
PTSD. A cutoff of 38 or greater has the greatest
sensitivity and specificity for detecting PTSD
(Rodriguez et al., 2001a, 2001b).

It is difficult to evaluate the psychometric
properties of the UPRID, because the authors
appear to report results of CPTS-RI psycho-
metric testing as if they were representative of
the psychometrics of the UPRID (Steinberg et
al., 2004). To further complicate the matter,
both the CPTS-RI and the UPRID have under-
gone several revisions, and the reported psy-
chometric properties of the UPRID as reported
by Steinberg and colleagues (2004) appear to
be based on tests of different iterations of both
scales. Needless to say, this is confusing at best,
as well as misleading. The two measures are
not the same: Their structures differ; the ques-
tions are worded very differently; the response
categories differ; and each measure contains
questions that are not included on the other
measure. The psychometrics of one measure
cannot be substituted for the psychometrics of
the other. On the other hand, some of the ear-
lier reports regarding the measure (Rodriguez,
2001; Rodriguez et al., 2001a, 2001b), as well
as the latest (Rodriguez, in press), do seem to
report solely on the psychometric properties of
the UPRID. Thus, although it is currently diffi-
cult to determine with certainty the reliability
and validity of the UPRID, its psychometric
properties as reported by Rodriguez (2001, in
press) do suggest that it is a promising PTSD-
specific measure for use with children age 7
years and older. It is certainly to be preferred as
an alternative to the CPTS-RI.

The Child PTSD Symptom Scale (CPSS—
Foa, Johnson, Feeny, & Treadwell, 2001; see
Appendix 9.5) is one of the best of the cur-
rently available self-report measures of child-
hood PTSD that may be used to make a tenta-
tive clinical diagnosis of PTSD in children 8
years or older. It is based on a psychometrically
sound measure of PTSD in adults, the Posttrau-
matic Diagnostic Scale (Foa, Cashman, Jaycox,
& Perry, 1997). The language of the adult scale
was modified to be more appropriate for chil-
dren. The 26-item CPSS includes 2 items as-
sessing exposure to a high-magnitude stressor
(DSM-IV criterion A); 17 items assessing symp-
toms of reexperiencing, avoidance, and
overarousal (criteria B–D); and 7 items assess-
ing impaired functioning (criterion F). Children
and adolescents are asked to indicate how of-
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ten the 17 PTSD symptoms bothered them in
the past month, with responses of Not at all
(0), Once a week or less (1), 2 to 4 times a week
(2), and 5 or more times a week (3). The 17
PTSD symptoms yield a total symptom severity
score ranging from 0 to 51, as well as symptom
severity scores for each of the three core DSM-
IV criteria B–D. These items can also be scored
dichotomously, presumably scoring ratings of 2
or 3 as symptom present; thus, a tentative
DSM-IV diagnosis can be made based on re-
sponses to the 2 criterion A items, the 17 crite-
ria B–D items, and the 7 criterion F items.
Children indicate whether or not their symp-
toms cause them difficulty in each of the fol-
lowing seven areas of functioning: prayers,
chores and duties, relationships with friends,
fun and hobbies, schoolwork, relationships
with family, and general happiness with life.
These responses are scored as either Absent (0)
or Present (1).

The psychometrics of the CPSS are impres-
sive, although they may be considered prelimi-
nary in some respects, because they are based
on a study wherein the measure was adminis-
tered by examiners who read the questions
aloud to children. Also assessed were reactions
to a high-magnitude stressor that had occurred
over 2 years prior to the administration; the
primary measure of convergent validity, the
CPTS-RI (Frederick et al., 1992; see Appendix
9.5), as described earlier, may not represent a
“gold standard” against which to measure, es-
pecially because it neither assesses the full spec-
trum of DSM-IV symptoms of PTSD nor does
it allow diagnosis of PTSD according to DSM-
IV standards (as the authors themselves note;
Foa et al., 2001, p. 377). Nonetheless, the psy-
chometric studies are relatively thorough
compared to those conducted for other paper-
and-pencil, child self-report measures, and the
results suggest that the CPSS is an excellent
self-report measure of PTSD among school-age
children, adolescents, and young adults.

ASSESSING CHILDREN’S PTSD WITH CAREGIVER REPORTS

Most parent or caregiver versions of children’s
PTSD assessment measures are versions of
child self-report measures. Of the interviews
that include PTSD as part of a broader assess-
ment of several psychiatric disorders, those as-
sociated with the CAPA are among the best and
most useful, especially if the child is to be inter-
viewed with the CAPA (see Appendix 9.3) or

one of its variants, the PAPA (see Appendix
9.3) or the YAPA (see Appendix 9.6). Two of
the PTSD-specific measures, one an interview
and the other a parent self-report on the child’s
reactions, that currently appear to have the
best psychometrics are the Childhood PTSD
Interview—Parent Form (Fletcher, 1996b,
1996c) and the Parent Report of the Child’s Re-
action to Stress (PRCRS; Fletcher, 1996b,
1996e). These measures are from the same au-
thor and ask similar but not entirely parallel
questions.

The Childhood PTSD Interview—Parent
Form (Fletcher, 1996b, 1996c; see Appendix
9.5) is a semistructured interview of the care-
taker regarding the child’s reactions to the
stressor(s). It allows DSM-IV criteria to be as-
sessed and diagnosis to be made. It contains
one item that allows the interviewer to rate
how well the caregiver’s description of the
event(s) matches that of the child. Sixty-two
questions assess DSM-IV PTSD criteria A–D.
Unlike most other measures of childhood
PTSD, all symptoms are assessed by at least
two different questions to increase the reliabil-
ity of the measure. Four questions assess crite-
rion A. Nineteen questions assess the five
symptoms of criterion B. The seven symptoms
of criterion C are assessed by 24 questions. The
five criterion D symptoms are assessed by 15
questions (see Appendix 9.5 for details).

An optional, additional 26 questions on the
interview assess associated symptoms. Inter-
viewers may choose to ask some, all, or none of
these questions. Five questions assess symp-
toms of anxiety; three assess symptoms of de-
pression; two assess indications of whether the
child perceives certain prestressor events as
omens; two assess symptoms of survivor guilt;
and two assess symptoms of guilt or self-blame,
at which point the interviewer is asked to indi-
cate to what extent the child might actually
be considered to have some responsibility for
events. Two questions assess indications of
fantasy denial; three assess possible self-
destructive or suicidal thoughts and behaviors;
four assess symptoms of dissociation; three as-
sess antisocial behavior; two assess risk-taking
behavior; and a final two assess changed eating
habits. Answers to these questions can provide
indications of whether the child should be as-
sessed for ASD or complex PTSD.

The PRCRS (Fletcher, 1996b, 1996e; see Ap-
pendix 9.5) is a 78-item, paper-and-pencil re-
port by the parent about the child’s reaction to
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exposure to a high-magnitude stressor. The
first 51 questions allow the assessment of
DSM-IV PTSD criteria A–D. The first 4 ques-
tions assess criterion A; 20 questions assess the
five symptoms of criterion B; 21 assess the
seven symptoms of criterion C; and 12 assess
criterion D’s five symptoms. Associated symp-
toms are assessed by an additional 27 questions
on the PRCRS (see Appendix 9.5 for details).
Most items are answered using 6-point, Likert-
like response categories, ranging from Never to
Always, and many include a seventh Don’t
know category. Children’s positive responses to
some of the items are followed by a request
that they explain or describe the reason for the
response. Scorers of the responses are cau-
tioned to consider these explanations carefully
before rating the response. For example, parent
or guardians are asked to explain what makes
them believe their child behaves in new and un-
usual ways since the event(s).

Psychometrics for these two parent reports
are promising, but they are based on a small
sample of only 30 caregivers (Fletcher, 1996b).
Of particular interest is the degree to which
each of these parent measures demonstrated
good agreement with child reports. The Parent
Interview correlated .69 with the Childhood
PTSD Interview—Child Form (Fletcher, 1996c;
see Appendix 9.5) and .59 with the When Bad
Things Happen scale (WBTH—Fletcher,
1996g; see Appendix 9.5) self-report. The
PRCRS correlated .60 with the Parent Inter-
view and .54 with the WBTH self-report.

Assessing Complex PTSD

SELF-REPORT ASSESSMENT OF COMPLEX PTSD
AMONG PRESCHOOL CHILDREN

The Angie/Andy Cartoon Trauma Scales
(Praver & Pelcovitz, 1996; Praver, Pelcovitz, &
DiGiuseppe, 1998; see Appendix 9.7) were cre-
ated specifically to assess complex PTSD in
children ages 3–4 years and older. Modeled on
the cartoon-based child interview, Levonn: A
Cartoon-Based Structured Interview for As-
sessing Young Children’s Distress Symptoms
(Richters et al., 1990; see Appendix 9.4), this
interview is a child version of the Structured In-
terview for Disorders of Extreme Stress Not
Otherwise Specified (SIDES; see Appendix 9.7
and description below). It contains 44 full-page
cartoons illustrating DSM-IV symptomatic re-
sponses to high-magnitude stressors plus the

additional symptoms associated with complex
PTSD (see Table 9.3). As such, it is primarily a
measure of reactions to prolonged, repeated
abuse; thus, it is probably more appropriate for
assessing complex PTSD among young chil-
dren. However, it does allow posttraumatic
stress symptomatology to be assessed. The
Angie/Andy Cartoon Trauma Scales include
scales of Attention and Consciousness, Dysreg-
ulation of Affect and Impulses, Relations with
Others, Self-Perception, Somatization, and Sys-
tems of Meaning. Symptoms such as despair,
hopelessness, and loss of previously sustained
beliefs are included. Two summary scores are
computed: one for Posttraumatic Stress symp-
toms and one for Total Associated symptoms.
The associated items are relevant for the assess-
ment of complex PTSD. The child rates how
often he or she feels like the child in the draw-
ing, using four separate thermometers that are
filled to levels corresponding to a response of
Never, Just a few times, Some of the time, and
A lot of the time. There are parallel Angie/
Andy Parent Rating Scales available, which ask
the parent to assess the same symptoms in the
child, minus the cartoons.

The Structured Interview for Disorders of
Extreme Stress Not Otherwise Specified
(SIDES; Pelcovitz et al., 1997), a 48-item inter-
view, can also be administered as a paper-and-
pencil self-report measure. It was designed to
assess the suggested criteria for complex PTSD
(also known as disorder of extreme stress not
otherwise specified, or DES NOS). The SIDES
was used to investigate the viability of a sepa-
rate diagnostic category for complex PTSD
during the DSM-IV field trials (Kilpatrick et
al., 1998; van der Kolk et al., 1996). Questions
on the SIDES assess specific symptoms of the
domains of complex PTSD. In the domain of
alteration in regulation of affect and impulses,
three questions assess problems with affect reg-
ulation in general; four assess problems modu-
lating anger; three assess self-destructive be-
haviors; one assesses suicidal preoccupation;
seven assess difficulty modulating preoccupa-
tion with sexual involvement; and one assesses
excessive risk-taking behavior. In the domain
of alterations in attention or consciousness,
one item assesses amnesia, four assess transient
dissociative episodes and depersonalization,
and one assesses a sense of ineffectiveness. The
domains alteration in self-perception, sense of
ineffectiveness; sense of permanent damage to
the self; guilt and responsibility; shame; feeling

Chapter 9. Posttraumatic Stress Disorder 429



that nobody can understand; and minimizing
the traumatic experience(s) are all assessed
with one question each. In the domain of alter-
ations in perception of the perpetrator, the
adoption of distorted beliefs about the perpe-
trator; idealization of the perpetrator; and pre-
occupation with hurting the perpetrator are as-
sessed with one question each. In the domain of
alterations in relations with others, three items
assess the inability to trust others, one assesses
the occurrence of revictimization experiences,
and one assesses the tendency to victimize oth-
ers. In the domain of somatization, problems
with the digestive system and chronic pain are
assessed by one question each, whereas cardio-
pulmonary symptoms are assessed with
one item, wherein the respondent can indicate
whether any of four different symptoms have
been experienced; conversion symptoms are as-
sessed with one item, wherein the respondent
can indicate whether any of nine different
symptoms have been experienced; and sexual
symptoms are assessed with one item, wherein
up to four symptoms can be endorsed. In the
domain of alterations in systems of meaning,
three items assess a pessimistic attitude toward
the future (also known as foreshortened fu-
ture), and two items assess a loss of previously
sustaining beliefs. Endorsement of complex
PTSD is met when criteria for all scales except
that assessing alterations in perceptions of the
perpetrator are met (Pelcovitz et al., 1997).

FUTURE DIRECTIONS

Measures written specifically to assess PTSD in
children did not exist 15 years ago. As this
chapter demonstrates, there is now a large but
potentially confusing array from which to se-
lect. Which measure or measures the clinician
chooses depend on the purposes of the assess-
ment, the respondents, time constraints, and
other logistical and procedural considerations.
However, a great deal of the choice also should
depend on the psychometric properties of the
measure(s) to be used. Instruments that are
without empirical support and that do not
measure what they purport to measure are of
little use. Similarly, important decisions about
the state of mind and emotions of a child who
has been exposed to a potentially traumatic ex-
perience should not rely on unreliable measures
that cannot be assumed to reflect the true state
of affairs from one day to the next. I hope that

the information in this chapter helps readers
make better informed choices of the most em-
pirically supported and clinically practical as-
sessment tools for assessing childhood PTSD in
the full range of its manifestation.

At the same time, it must be admitted that
very few of the many measures of childhood
PTSD now available have sufficient data on
their psychometric properties. Fortunately, cli-
nicians and researchers alike are becoming in-
creasingly aware of the necessity for testing the
reliability, validity, and clinical utility of mea-
sures that may ultimately help determine the
welfare of traumatized children, adolescents,
and young adults. One of the developments we
are most likely to see in the near future are
more reports regarding the assessment of the
psychometric properties of many of the mea-
sures described in this chapter. Important infor-
mation regarding certain psychometric proper-
ties is still lacking on nearly all of the measures
discussed in this chapter. Few have had their
factor structure examined, for example. Fewer
still have been assessed using Item Response
Theory, which can provide more precise infor-
mation regarding the contribution of each item
to the overall score. Nearly all of the measures
of childhood PTSD currently available lack in-
formation regarding how well their scores are
able to reflect progress shown in treatment.
Knowledge of a measure’s responsivity to inter-
vention can help guide clinicians in their choice
of measures to use when monitoring a child’s
response to treatment. To date no measures of
childhood PTSD have been formally assessed
for their ability to detect treatment response.
However, a few have demonstrated an ability
to detect effective interventions for posttrau-
matic stress. These include the Child and Ado-
lescent Trauma Survey (CATS; March, Amaya-
Jackson, et al., 1997; March, Amaya-Jackson,
Murray, & Schulte, 1998), the CPTS-RI (Fred-
erick et al., 1992; Goenjian et al., 2001), the
CAPS-CA (March et al., 1998; Newman et al.,
2004), and the Kauai Recovery Index (KRI—
Hamada, Kameoka, & Yanagida, 1996; Hama-
da, Kameoka, Yanadiga, & Chemtob, 2003)
(see Appendix 9.5 for all of these measures).

Another current shortcoming in the field is
the fragmentation or compartmentalization of
measures that assess the full range of posttrau-
matic stress symptomatology. Newer measures
do seem to be developing in the direction of in-
tegrating assessment of the related symptoma-
tology of ASD and PTSD. This is particularly
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true of general psychiatric interviews for chil-
dren, such as the CAPA, PAPA, YAPA, and
ChIPS. However, far too many measures still
tend to focus only on PTSD symptomatology,
and, in fact, the majority do not evaluate all
DSM-IV A (both parts) through F criteria, as-
sessing only the 17 symptoms listed in DSM-IV
for the core criteria B, C, and D instead. This
may be adequate for screening purposes. How-
ever, by not evaluating the full range of possible
reactions to high-magnitude stressors, these
measures make it all too easy to misdiagnose
children and to miss additional and “associ-
ated” symptomatology that may in fact be
more relevant for treatment of dysfunctional
children. This is particularly likely to occur
among children exposed to the most horren-
dous experiences over extended periods of
time: sexual, physical, and emotional abuse
and neglect. Any clinician who evaluates mal-
treated children but does not examine the
possibility that the children are experiencing
symptoms associated with such traumatic ex-
periences, symptoms that go far beyond the 17
core symptoms of PTSD listed in DSM-IV,
places those children at risk for a lifetime of in-
creasingly disabling behavioral and medical
problems, ranging from chronic, unexplainable
medical problems to substance abuse, social
and sexual problems, and borderline personal-
ity disorder. The few currently available mea-
sures that include questions about at least some
of the additional and associated symptoms in-
cluded in DSM-IV can sometimes provide im-
portant insight into symptoms associated with
more extreme traumatization. However, none
of today’s measures, not even the interviews, al-
lows for assessment of the full range of symp-
toms associated with complex PTSD, with the
possible exception of the Angie/Andy Cartoon
Trauma Scales (Praver & Pelcovitz, 1996;
Praver, Pelcovitz, & DiGiuseppe, 1998) and its
associated measure for parents (see Appendix
9.7).

Measures that provide assessment of the full
spectrum of posttraumatic stress responses
should be able to evaluate whether a child has
ever been exposed to a stressor with the quali-
ties most likely to lead the child to respond
with symptoms of posttraumatic stress. The cli-
nician, in addition to probing for exposure to
known high-magnitude stressors, would con-
sider other experiences that the child him- or
herself experienced as extremely stressful. As-
sessment of the experience should go beyond

simply noting whether exposure to a poten-
tially traumatic event has taken place. It should
include the child’s emotional reactions to the
event as it took place and immediately after-
ward, with questions that help elucidate the ex-
tent to which the child’s emotional reactions
meet criterion A2 of DSM-IV. It would also
mean attempting to come to a more detailed
understanding of the actual circumstances sur-
rounding the child’s experience of the event.
Particularly important is the extent to which
the event involved those characteristics that,
according to the literature, increase the likeli-
hood of children responding with posttraumat-
ic stress symptomatology, measured in a stan-
dardized manner similar to that employed by
the DOSE scale.

Once a clinician develops an understanding
of the child’s experience, he or she can assess
the child’s initial and continuing responses.
This involves assessment of a full complement
of the possible reactions, including those asso-
ciated with ASD, PTSD, and complex PTSD, as
well as other important possibilities, such as
grief reactions or changes in cognitive process-
ing. Elaboration of the assessment of disrup-
tions in the child’s functioning as a result of the
traumatic experience (criterion F of DSM-IV
diagnostic criteria for PTSD) is useful as part of
both the assessment process and treatment
planning and monitoring.

Beyond refining and integrating assessment
tools for the full spectrum of a potentially trau-
matic event and the child’s reactions to it, both
during the event and afterward, the field is
ready to move into areas of assessment that go
beyond the mere determination of symptoma-
tology and diagnosis. It is time to make tools
available to examine further ramifications of
the traumatic experience and its aftermath.
This already is starting to happen. A good ex-
ample of a new measure that assesses impor-
tant, possibly long-term reactions to traumatic
experiences not captured by DSM-IV symp-
tomatology is the World View Survey (Fletcher,
1996h; Skidmore & Fletcher, 1997; see Ap-
pendix 9.7), which assesses important beliefs
about the self and others that appear to be the
result of traumatic experience. Several theorists
have suggested that posttraumatic stress re-
sponses represent a survivor’s attempt to ac-
commodate to and assimilate experiences that
challenge the victim’s whole worldview (e.g.,
Chemtob, Roitblat, Hamada, Carlson, &
Twentyman, 1988; Foa et al., 1989; Horowitz,
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1976a, 1976b). Some theorists (Epstein, 1990;
Janoff-Bulman, 1989; McCann & Pearlman,
1990a, 1990b; Norris & Kaniasty, 1991) con-
tend that stressful events become traumatic
when they shatter certain basic beliefs that peo-
ple normally assume about themselves and the
world in which they live. Alteration in meaning
is one of the symptoms of complex PTSD (see
Table 9.3), but beliefs related to meaning are
not the only beliefs that can be affected by trau-
matic experiences. High-magnitude stressors
can pose overwhelming threats to beliefs about
the safety and security of the world—its
certainty, orderliness, predictability, and
controllability—and to beliefs in one’s compe-
tence and general self-esteem, not to mention
the trustworthiness of important others
(Fletcher, 1988; Janoff-Bulman, 1989, 1992;
Norris & Kaniasty, 1991).

The World View Survey (Skidmore &
Fletcher, 1997) assesses 50 beliefs that reflect
the basic assumptions thought to be affected by
traumatic experience (Epstein, 1990; Janoff-
Bulman, 1989). The measure also includes po-
tentially positive beliefs (e.g., that it is good to
be alive, or that having lived through traumatic
experiences, one now feels capable of handling
anything). The authors determined the psycho-
metric properties of the measure using re-
sponses of undergraduate college students, but
the measure has been used successfully with ad-
olescent psychiatric inpatients as well, most of
whom had a diagnosis of PTSD (Skidmore &
Fletcher, 1997). Factor analysis produced nine
factors, and a second-order factor analysis sug-
gested that the nine factors fell under two
superordinate factors.

The first higher-order factor comprised six
of the original factors, all of which were related
to the basic assumptions put forth by Epstein
(1990) and Janoff-Bulman (1989): (1) Anxious
Uncertainty (exemplified by beliefs such as
“Life does not seem to make much sense any-
more”); (2) Inadequacy (e.g., “I am a jinx”);
(3) Dangerous World (e.g., “The world is a
dangerous place to live”); (4) Self-Abnegation
(e.g., “Sometimes I think I am not a very good
person”); (5) Lack of Control (e.g., “I feel like I
have control over my life”—if disagreed with);
and (6) Poor Attachment (e.g., “It is easy for
me to make friends”—if disagreed with). The
second higher-order factor comprised four of
the original factors, most of which were origi-
nally intended to indicate positive beliefs, but
which correlations with PTSD symptoms indi-

cated should be scored in a negative direction:
(1) Poor Ego-Strength (e.g., “Since I have lived
through some bad times, I have a better idea of
what is important to me and what is not”—if
disagreed with); (2) Poor Attachment (e.g., “It
is easy for me to make friends”—if disagreed
with); (3) Lack of Personal Empowerment
(e.g., “I feel like nothing can keep me from get-
ting what I want out of life anymore”—if dis-
agreed with); and (4) Negative Outlook (e.g.,
“Nowadays I feel like every new day I am alive
is a gift”—if disagreed with). Poor Attachment
loaded on both higher-order factors.

Examination of the ramifications of a trau-
matic experience for the adolescent’s or young
adult’s belief system with a measure such as the
World View Survey can provide guidance rela-
tive to the goals and progress of treatment for
these youth. This is an example of the possibili-
ties for assessment that go beyond determining
the degree to which a child meets DSM-IV cri-
teria for PTSD.

In summary, this chapter has emphasized the
need to consider much more than just DSM-
IV’s 17 core symptoms of PTSD when at-
tempting to assess the reactions of infants,
children, adolescents, and young adults to
high-magnitude stressors. During the process
of making such an assessment, the clinician will
do well to keep in mind several key ideas. First,
exposure to even the most extreme stressor
does not automatically lead to reactions symp-
tomatic of posttraumatic stress in anyone of
any age. Second, whenever possible, the child
should be allowed to give an account of his or
her experience of, and reactions to, the stressor,
although accounts of important others, espe-
cially caregivers, should also be given due con-
sideration. Third, children should be inter-
viewed in a manner appropriate to their
developmental stage and in language suitable
to their ability to comprehend. A corollary to
this is that when children are asked to respond
to standardized measures, the interview should
endeavor to ensure that they have an adequate
grasp of the possible response categories. It is
not good practice to assume that the questions
and response categories will be clearly under-
standable to a child just because the measure
has been published and/or used by others to as-
sess PTSD in children. Fourth, possible re-
sponses to traumatic events are not limited
to PTSD. Some children who exhibit few or no
symptoms of PTSD possibly exhibit other
symptoms that seem to be related to the trau-
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matic experience (e.g., depression, fear, or
panic attacks), and others who clearly have
PTSD symptoms also may exhibit additional
symptoms that need more immediate attention
than the core symptoms of PTSD (e.g., self-
cutting or suicidal behavior). In short, the
child’s experience is uniquely her or his own
and should be examined as such, rather than as
something that one assumes it should be or is
supposed to be. The best assessment tools help
the clinician, child, and caregiver to come to a
collaborative understanding of the child’s expe-
rience. This collaborative understanding then
provides a sound basis for a treatment plan
that will help the child respond more adap-
tively to the earth-shattering experience and
move beyond it to more positive growth expe-
riences.
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APPENDIX 9.1. Measures of Criterion A: Exposure to Stressful Events

ADMINISTERED TO CHILD

Child and Adolescent Psychiatric Assessment (CAPA) Life Events Scale (Angold & Costello, 2000)

Brief Description: This Life Events Scale is part of the PTSD module of the CAPA, a semistructured psychiatric as-
sessment interview (see Appendix 9.3 for a description of the full interview) that assesses both high- and low-magni-
tude stressors. High-magnitude stressors are assessed for child’s whole life; low-magnitude stressors, for past 3
months. Training is required. Interviewer qualifications: Bachelor’s degree or higher. Age range: 9–17 years. Lan-
guages available: English and Spanish.

Evidence of Reliability: For high-magnitude stressors, the intraclass correlation (ICC) within 2 weeks = .72. For
low-magnitude stressors, ICC within 2 weeks = .62 (Costello, Angold, March, & Fairbank, 1998). For seven events
that were reported by 4 or more children, the test–retest kappa ranged from .25 for learned about a traumatic event to
.88 for diagnosis of a serious illness.

Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Developmental Epidemiology Program, Duke University Medical Center, Attention: Juné

Rogers, DUMC Box 3454, Durham, NC 27710. Telephone: (919) 687-4686, extension 273. E-mail: jrogers@psy-
ch.duhs.duke.edu.

Children’s Report of Exposure to Violence (CREV; Cooley, Turner, & Beidel, 1995)

Brief Description: The CREV is a self-report assessment of children’s exposure to violence through four modes: me-
dia (television or film), reported (people’s reports of occurrence), witnessed (directly witnessed), and victim (directly
experienced). The CREV includes three categories of victims: the self, strangers, and familiar persons. This report
comprises 32 items, 29 of which ask children to indicate the frequency of exposure to violent events in the community
during their lifetime. Children rate the frequency of ever being exposed to each type of violence using a 5-point Likert-
like scale: No/Never (0), One time (1), A few times (2), Many times (3), or Every day (4). The final three items, which
are open-ended questions that allow children to describe any other kinds of violent experiences not already described,
are not scored. Scores are based on the first 29 questions. Age range: 9–15 years.

Evidence of Reliability: In a sample of 228 children (Cooley et al., 1995) ages 9–15 (M = 11.4, SD = 1.37), attend-
ing grades 4 through 7, 50.9% girls, 74.1% African American, 19.7% European American, 1.8% Hispanic, 1.3%
Native American, 1.3% Asian, and 1.8% biracial, Cronbach’s alpha for the total score was .78, and it was .93 for the
Direct Exposure factor (see “Evidence of Validity” below) and .75 for Media Exposure. Test–retest reliability was ex-
amined for a sample of 42 children who were retested 2 weeks later. The test–retest reliability Pearson correlation for
the total score was .75, and it was .78 for the Direct Exposure and .52 for the Media Exposure factors.

Evidence of Validity: Factor analysis identified two factors on which all but 5 of the items loaded: Direct Exposure
(21 items) and Media Exposure (3 items; Cooley et al., 1995). This factor analysis is frequently referred to as evidence
of the validity of the CREV. Such “evidence” is incomplete. Although Cooley-Quille, Turner, and Beidel (1995) also
are frequently cited as providing evidence for the validity of the CREV, in actuality they provide very little evidence of
validity for the scale. This does not necessarily mean the CREV is not a valid instrument; however, the authors chose
only to examine correlations between the CREV and general reports of depression, temperament, and internalizing
and externalizing behavior, not its association with symptoms of PTSD. Moreover, they examined those correlations
separately within two groups: those who scored in the upper and the lower quarters of the CREV. Not only did this re-
duce their sample sizes drastically but it also reduced the variance associated with exposure to violence within each of
the groups, thus limiting the magnitude of any correlation that might be found.

Contact Information: Michele R. Cooley-Quille, PhD, Department of Psychology, George Mason University,
Fairfax, VA 22030-4444. Telephone: (703) 993-1363. Fax: (703) 993-1359.

Juvenile Victimization Questionnaire (JVQ)—Child Report (Finkelhor, Hamby, Ormrod, & Turner, 2005)

Brief Description: The JVQ Child Report version (see below for the Caregiver Proxy Report version) asks screening
questions about 34 acts of violence against children, related to five general areas: (1) conventional crime, (2) child
maltreatment, (3) peer and sibling victimization, (4) sexual victimization, and (5) witnessing and indirect victimiza-
tion. Questions association with each of the five areas are contained in their own module, each of which was designed
for use on their own in stand-alone form. However, Finkelhor and colleagues (2005) note, “For theoretical and practi-
cal reasons, however, it is preferable to administer the full instrument” (p. 385). Events that are endorsed are followed
up with questions about the number of times the child has been victimized in this manner, who victimized the child,
whether or not the child was hurt, and questions specific to the type of victimization reported (e.g., the value of stolen
items). The JVQ can be used without the follow-up questions, at the expense of eliciting detailed information about
the different experiences. The JVQ asks about the occurrence of events in the previous year, but it can be adapted for
asking about lifetime exposure. Early testing of the JVQ included extensive reviews by experts in the field of juvenile
victimization. Draft versions were critiqued by focus groups of youth and parents to refine the wording. A series of
cognitive interviews with 24 children between the ages of 6 and 15 were conducted to ensure comprehensibility of the
questions. Administration time: 20 minutes on average. Age range: As an interview, it can be used with children 8
years and older. It can be administered in a self-report format with juveniles 12 years and older.

Evidence of Reliability: To conduct test–retest evaluation of the JVQ, 100 youth ages 10–17 were recontacted 3–4
weeks after their original telephone interviews and readministered the JVQ. The overall agreement for the total JVQ
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was 95%, with a range for the individual screener items of 77–100% (Finkelhor et al., 2005). The mean kappa of the
items was. 63, with a range of .22–1.0. Small response rates for many items were associated with small kappas.
Noting that there are good reasons to question the utility of tests of internal consistency among questions designed to
assess actual experiences, the authors reported the values for the total of the 34 JVQ items (alpha = .80), as well as for
each of the individual summary subscales: .61 for Conventional Crime (8 items), .64 for Physical Assault (10 items),
.38 for Property Victimization (3 items), .39 for Child Maltreatment (4 items), .51 for Sexual Victimization (7 items),
.35 for Sexual Assault (4 items), .55 for Peer or Sibling Victimization (9 items), and .35 for Peer or Sibling Assault
(.35).

Evidence of Validity: Among 992 children and adolescents ages 10–17 who participated in a national telephone
survey, most of the single items on the JQV correlated significantly with the Trauma Checklist for Children (TSCC—
Briere, 1996b; see Appendix 9.5) subscales of Anxiety, Depression, and Anger, and all of the subscale totals correlated
significantly with each of these subscales of the TSCC.

Contact Information: David Finkelhor, PhD, Crimes Against Children Research Center, University of New Hamp-
shire, 126 Horton Social Science Center, Durham, NH 03824. Example items from the questionnaire are available as
an appendix to Finkelhor and colleagues (2005).

KID-SAVE (Flowers, Hastings, & Kelley, 2000; Hastings & Kelley, 1997a)

Brief Description: The KID-SAVE measures the frequency of exposure to violence in the home, school, and neigh-
borhood (Hastings & Kelley, 1997a). The scale comprises 34 items with three subscales derived from factor analysis:
(1) Traumatic Violence—witnessing a shooting or murder, or being the victim of an assault with a deadly weapon (12
items); (2) Indirect Violence—witnessing less severe interpersonal violence or hearing about violent events (16 items);
(3) Physical/Verbal Abuse—hitting among peers, and grownups hitting/screaming at child (6 items). The content of
the items is identical to the adolescent version, the Screen for Adolescent Violence Exposure (SAVE; Hastings &
Kelley, 1997b; see below, this appendix), although violence in three different settings is not assessed in the KID-SAVE
as it is in the SAVE. Each item is rated by the child on frequency of exposure: Never, 0; Sometimes, 1; or A lot, 2. The
impact of endorsed incidents—how upsetting they were to the child when they occurred—was rated with the follow-
ing responses accompanied by faces: Not at all, with a happy face, 0; Somewhat, with a “frowning face,” 1; and Very,
with a “very upset” face, 2, for a total possible score of 0–68. Readability was established at the fourth-grade level, so
items must be read to children in the third grade. Age range: 8–12 years; grades 3–7. A Caretaker version also is avail-
able (P-KID-SAVE—Flowers, Lanclos, & Kelley, 2002; see below, this appendix).

Evidence of Reliability: Among 470 primarily (90%) African American children, 48% boys, ages 7–15 (M = 10.69,
SD = 1.71), who lived in neighborhoods of high crime, Cronbach’s alpha for the Frequency scale was .91 for the total,
.86 for the Indirect Violence, .87 for the Traumatic Violence, and .66 for the Physical/Verbal Abuse subscales. The
alphas are similar for the Impact totals and subscales: .88 for the total, .85 for Indirect Violence, .77 for Traumatic Vi-
olence, and .62 for Physical/Verbal Abuse. The correlation between Impact and Frequency scale scores was .69, and
the correlations for subscales were as follows: .84 for Traumatic Violence; .60 for Indirect Violence; and .77 for Physi-
cal/Verbal Abuse. A 3-week test–retest reliability was conducted in a subsample of 22 children (55% girls) ages 8–11
(M = 9.5, SD = 0.91); reliability coefficients for Frequency were .86 for the total, .67 for Indirect Violence, .76 for
Traumatic Violence, and .62 for Physical/Verbal Abuse subscales; and for Impact, they were .81 for the total, .73 for
Indirect Violence, .82 for Traumatic Violence, and .58 for Physical/Verbal Abuse subscales (Hastings & Kelley,
1997a). Cronbach’s alpha for the Flowers and colleagues (2000) sample was .89 for the Frequency scale. There was
insufficient variability in responses on the Impact scale to calculate a Cronbach’s alpha.

Evidence of Validity: Construct validity was established in a subsample of 187 primarily (87%) African American
children, 47% boys, ages 7–15 (M = 10.28, SD = 1.72; Hastings & Kelley, 1997a) by correlating scores on the KID-
SAVE with scores on the TSCC (Briere, 1996a, 1996b; see Appendix 9.5). Significant correlations for the frequency
scale and subscales ranged from r = .20, p < .05 to r = .54, p < .001. Scores on the Impact scale and TSCC also were
significantly correlated and ranged from r = .17, p < .05 to r = .43, p < .001. In a separate study (Flowers et al., 2002),
children in higher grades indicated they experienced greater frequency of exposure to indirect violence, whereas the
younger children reported more frequent physical/verbal abuse, and they reported significantly greater impact of their
exposure to physical/verbal abuse. Scores on the frequency of exposure to traumatic violence were associated with
scores on the Child Behavior Checklist (CBCL; Achenbach, 1991a) Withdrawn, Anxious–Depressed, Delinquent, and
Aggression subscales. Frequency of indirect violence was associated with Social Problems on the CBCL. Reports of
higher frequency of exposure to indirect violence, physical/verbal abuse, and traumatic violence were associated with
higher Anxiety scores on the TSCC. TSCC Depression was associated with child reports of frequency of exposure to
physical/verbal abuse and indirect violence. Both the Posttraumatic Stress and Anger scales of the TSCC were associ-
ated with frequency of exposure to indirect violence, traumatic violence, and physical/verbal abuse. The Dissociative
scale of the TSCC was associated with the frequency of indirect violence and physical/verbal abuse. Total scores on the
KID-SAVE were significantly associated with total TSCC scores.

Contact Information: Anise L. Flowers, PhD, Tarrow Center for Self-Management, 1001 West Loop South, #215,
Houston, TX 77027. E-mail: doctorflower@email.com. Instructions and items for the child version are included in the
original article (Hastings & Kelley, 1997a).

Lifetime Incidence of Traumatic Events (LITE), Student form (Greenwald & Rubin, 1999)

Brief Description: The LITE assesses exposure to 16 potentially traumatic stressors, such as a car accident or the
death of someone in the family. It measures the frequency of exposure, age at time of exposure, and how upset the
child was at the time of the event and currently on a 3-point scale (None, Some, Lots). Age range: 8+. Languages avail-
able: English, Spanish, German, Persian, and Swedish.
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Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Sidran Institute, 200 E. Joppa Road, Suite 207, Towson, MD 21286. Telephone: (410) 825-

8888. E-mail: sidran@sidran.org. Website: www.sidran.org.

My Exposure to Violence (My ETV; Buka, Selner-O’Hagan, Kindlon, & Earls, 1996; Selner-O’Hagan, Kindlon, Buka,
Raudenbush, & Earls, 1998)

Brief Description: My ETV is a highly structured interviewer-administered instrument designed to cover lifetime
and past-year exposure to 18 different violent events that have either been witnessed or personally experienced by a
child or adolescent. It also ascertains the location of the violence (e.g., school, home, neighborhood), identifies both
perpetrators and victims of violence (e.g., family member, stranger), and whether the exposure was gang-related. The
instrument measures lifetime exposure (“ever”) and prevalence (“in the past year”). Frequency of exposure is mea-
sured on a 6-point scale (Never, Once, 2 or 3 times, 4 to 10 times, 11 to 50 times, and More than 50 times). Six sub-
scales are defined: (1) Witnessing Violent Events, (2) Victimization, and (3) Total Exposure (witnessing and victimiza-
tion), obtaining scores for both lifetime and past-year exposure.

Age Range: 9 years and older.
Evidence of Reliability: The ICC test–retest reliability for the six subscales was .88 for the total My ETV Lifetime,

.75 for the Victimization Lifetime, .85 for the Witnessing Lifetime, .81 for the Past-Year Total My ETV, .94 for the
Past-Year Victimization, and .75 for the Past-Year Witnessing (Selner-O’Hagan et al., 1998). Internal consistency for
the scales, as measured by Cronbach’s alpha, was .93 for Total Lifetime My ETV, .89 for Total Past-Year My ETV, .79
for Lifetime Victimization, .68 for Past-Year Victimization, .92 for Lifetime Witnessing, and .91 for Past-Year Wit-
nessing subscales.

Evidence of Validity: A theoretical underlying unidimensional latent construct of exposure to violence has been
demonstrated using item response theory (IRT; Kindlon, Wright, Raudenbush, & Earls, 1996; Selner-O’Hagan et al.,
1998). Neighborhoods with higher rates of crime were associated with significantly higher reports of exposure to
past-year violence on the My ETV, but lifetime rates did not differ significantly (Selner-O’Hagan et al., 1998).
Children, adolescents, and young adults who reported committing at least one violent event themselves had signifi-
cantly higher My ETV scores for both the past year and over their lifetime (Selner-O’Hagan et al., 1998). Lifetime My
ETV scores were positively correlated with age, with higher scores among older youth. However, there was also a sig-
nificant quadratic association between age groups, with the two middle ages (15 and 18) reporting more lifetime ex-
posure than the youngest (9–12) and oldest (21–24) age groups. For past-year scores, there was no linear association
between age and scores, but there was again a significant quadratic association, with the two middle age groups again
reporting more exposure to violence over the past year. African American children and adolescents reported signifi-
cantly more exposure in the past year than European Americans, but there was no difference in reports of lifetime ex-
posure. Boys reported higher levels of exposure over the lifetime and in the past year than girls, both in terms of wit-
nessing and victimization.

Contact Information: Mary Beth Selner-O’Hagan, PhD, Department of Maternal and Child Health, Harvard
School of Public Health, 677 Huntington Ave., Boston, MA 02115. E-mail: mohagan@phdcn.harvard.edu.

Post-Traumatic Stress Disorder Index (Diehl, Zea, & Espino, 1994)

Brief Description: Languages available: Spanish.
Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: The measure is included as an appendix to Diehl and colleagues (1994).

Screen for Adolescent Violence Exposure (SAVE; Hastings & Kelley, 1997a)

Brief Description: The SAVE is a 32-item, Likert-type scale assessing violence exposure in school, home, and neigh-
borhood on corresponding settings scales. Each setting scale comprises three subscale scores: Traumatic Violence, In-
direct Violence, and Physical/Verbal Abuse, for a total of 9 subscales. Response categories for each question included
1, Never; 2, Hardly ever; 3, Sometimes; 4, A lot; and 5, Almost always. Total setting scores range from 32 to 160, with
higher scores indicative of greater violence exposure (Hastings & Kelley, 1997a).

Evidence of Reliability: Coefficient alphas ranged from .58 to .91 for the nine subscales (mean alpha = .78). The
lowest alphas were for the Physical/Verbal Abuse subscales (.58 for School Violence, .68 for Home Violence, and .61
for Neighborhood Violence; mean alpha = .62). The highest alphas were for the Indirect Violence subscales (.84 for
School Violence, .89 for Home Violence, and .91 for Neighborhood Violence; mean alpha = .88). Alphas for the Trau-
ma Violence subscales were almost as high (.78 for School Violence, .84 for Home Violence, and .85 for Neighbor-
hood Violence; mean alpha = .82). Cronbach’s alphas for the three settings (sums of the three subscales within each
setting) were .90 for School Violence, .93 for Home Violence, and .94 for Neighborhood Violence. Two-week test–re-
test correlations varied from .53 to .91 (M = .76). The lowest test–retest correlations were again for the Physical/Ver-
bal Abuse subscales (.53 for School Violence, .60 for Home Violence, and .61 for Neighborhood Violence; mean alpha
= .58). The highest test–retest correlations were again for the Indirect Violence subscales (.87 for School Violence, .88
for Home Violence, and .91 for Neighborhood Violence; mean alpha = .89). Test–retest correlations for the Trauma
Violence subscales were almost as high (.78 for School Violence, .81 for Home Violence, and .82 for Neighborhood
Violence; mean alpha = .80).Test–retest coefficients for the three settings were .91 for School Violence, .92 for Home
Violence, .92, and .92 for Neighborhood Violence (Hastings & Kelley, 1997b).
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Evidence of Validity: Principal components factor analysis with a varimax rotation was conducted separately for
each of the three settings in a sample of 1,036 adolescents, 94.2% African American, ages 11 to 19 years (M = 14.84,
SD = 1.86) in grades 6 through 12. Each analysis produced three factor subscales: “(1) Traumatic Violence, relating to
severe victimization experiences (12 items), (2) Indirect Violence, relating to the witnessing of or being informed of
less severe interpersonal violence (14 items), and (3) Physical/Verbal Abuse, relating to the actual or threatened violent
harm directed at the participant (six items)” (Hastings & Kelley, 1997b, p. 515). A separate sample of 214 adoles-
cents, ranging in age from 13 to 18 years (M = 14.62, SD = 1.11), participated in validity studies of the measure. Con-
firmatory factor analysis indicated that the three-factor solution provided a reasonable fit for each of the three
settings. Known-groups validity was assessed by dividing one group of adolescents according to police zones of low (n
= 262) and high (n = 250) rates of reported violent crime to assess the Neighborhood setting subscales; scores of the
upper (n = 98) and lower (n = 98) quartiles of the Conflict Tactics Scales (CTS; Straus, 1979) to assess the Home set-
ting subscales; and schools reporting low (n = 238) and high (n = 214) levels of student aggression to assess the School
setting subscales. All scales successfully discriminated between high- and low-violence groups. According to these
analyses, the Neighborhood scale demonstrated sensitivity of .78 and specificity of .87; the School scale, sensitivity of
.76 and specificity of .94; and the Home scale, sensitivity of .68 and specificity of .92. Convergent validity was demon-
strated for the Neighborhood subscale, with significant correlations between each of its subscales and violence scores
for neighborhoods based on local crime data (r = .28 for the Traumatic Violence subscale; r = .38 for the Indirect Vio-
lence subscale; and r = .35 for the Physical/Verbal Abuse subscale of the Neighborhood setting scales). Divergent va-
lidity was demonstrated for most of the subscales of the Home and School settings based on nonsignificant correla-
tions between the neighborhood violence scores, except for significant correlations with Indirect Violence for each
setting (r = .24 and .27, respectively). Convergent validity was demonstrated for the Home Traumatic Violence and
Physical/Verbal Abuse subscales through significant correlations with parental CTS Verbal Aggression (r = .43 for
both) and CTS Violence (r’s = .48 and .33, respectively). Divergent validity was demonstrated for the Home subscales,
with nonsignificant correlations with the CTS Parent Reasoning scale. Construct validity was demonstrated with sig-
nificant correlations between the nine SAVE subscales and subscales of the TSCC (Brier, 1996a, 1996b; see Appendix
9.5), the Impact of Event Scale (IES; Horowitz, Wilner, & Alvarez, 1979), and the Youth Self-Report (YSR;
Achenbach, 1991b). All nine subscales correlated significantly with the Intrusion and Avoidance subscales of the IES,
the Internalizing and Externalizing scales of the YSR, and the Anger subscale of the TSCC (with correlations ranging
from .21 to .52). The TSCC Posttraumatic Stress subscale correlated significantly with the Home Indirect Violence
subscale (.32), Home Physical/Verbal Abuse subscale (.34), the total Home setting scale (.27), the Neighborhood
Physical/Verbal Abuse subscale (.23), the School Physical/Verbal Abuse subscale (.32), and the total School setting
scale (.22). The TSCC Dissociation subscale correlated significantly with the Home Indirect Violence subscale (.32),
Physical/Verbal Abuse subscale (.38), the total Home setting scale (.33), the Neighborhood Physical/Verbal Abuse sub-
scale (.27), the total Neighborhood scale (.25), the School Physical/Verbal Abuse subscale (.33), and the total School
scale (.24). The TSCC Anxiety and Depression subscales correlated significantly with Home Indirect Violence (.22 and
.27), Home Physical/Verbal Abuse (.29 and .31), total Home setting scale (.22 and .27), and the School Physical/Ver-
bal Abuse subscale (.32 and .27). The total School setting scale correlated .22 with the TSCC Anxiety subscale
(Hastings & Kelley, 1997b).

Contact Information: Teresa L. Hastings, PhD, P.O. Box 95606, Seattle, WA 98145-2606. The items are listed in
Hastings and Kelley (1997b).

Stressful Life Events Checklist (SLE; Bean, Eurelings-Bontekoe, Derluyn, & Spinhover, 2004c)

Brief Description: The SLE, a checklist of 12 stressful events “commonly experienced by refugee minors,” includes
one open-ended question and a space for comments. The experiences assessed, however, appear to be applicable to
other children as well. Responses are yes–no. The SLE was written as a companion assessment tool to the Reactions of
Adolescents to Traumatic Stress (RATS—Bean et al., 2004b; see Appendix 9.6). Some questions may require explana-
tion. The manual supplies short answers for those questions that posed problems during the original testing. Age
range: 12–18 years. Languages available: Amhars, Albans, Arabic, Bandini, Chinese (Mandarin), Croation, Dari,
Dutch, English, French, German, Mongols, Portuguese, Russian, Servo-Croation, Spanish (presumably European
Spanish rather than Central or South American Spanish), Soerani, Somali, and Turkish.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: The SLE correlated significantly with the RATS (Bean et al., 2004b; see Appendix 9.6 for de-

tails) in four different large samples: r’s ranged from .45 to .52 for the total RATS, from .43 to .53 for the Intrusion
scale, from .36 to .44 for the Numbing/Avoidance scale, and from .38 to .45 for the Hyperarousal scale.

Contact Information: All versions of the SLE, along with the manual, may be downloaded from www.centrum45.
nl/research/amaenggz/ukamtool.php. Tammy Bean, PhD, may be contacted via e-mail at t.bean@centrum45.nl.

Stressful Life Events Schedule—Child Version (SLES; Williamson et al., 2003)

Brief Description: To assess stressors in children and adolescents, the SLES comprises 61 potentially stressful
events in the life of the child or the child’s important others. It also allows for the inclusion of additional events
not covered. Events are categorized into domains of education, work, money, housing, crime, health, deaths, ro-
mantic relationships, and other relationships. Events are rated on subjective stressfulness on a 4-point scale: Little
or none, Some, Moderate, and High. Memory aids help the child date the occurrence of each endorsed event. Du-
ration of the event is also recorded. Events also are rated on whether they are behavior-dependent or independent;
that is, whether or not the child was actively involved in creating the stressful event. Time required: 15–120 min-
utes (M = 35.5 ± 18.9, for nonpsychiatrically ill children; M = 55.5 ± 26.7, for psychiatrically ill children—
Williamson et al., 2003).
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Evidence of Reliability: Ratings for six raters of more than 1,000 events elicited from 60 children and adolescents
(half of whom were psychiatrically ill) showed moderate to excellent agreement, with kappas of .67 for exact ratings
of objective threat, .84 for behavior-dependence/independence, and .93 for the focus of the event (Williamson et al.,
2003). For events labeled severe (rated 3 or 5 on objective threat) agreement was higher (kappa = .70). On an event
rated behavior-dependent (3 or 4 on the dependence scale), kappa was .92. Age, gender, and diagnostic status did not
significantly impact the reliability estimates. Fifty-nine of the children were reinterviewed approximately 1 week after
their initial interview to examine the test–retest reliability of the interview. The ICC for the number of events reported
in each interview was .93; for children age 12 or under, ICC was .91, and for those over age 12, it was .94. Normal
children had higher intraclass reliability for nonsevere events than did children with psychopathology (.93 vs..83). The
test–retest reliability of events with high objective threat was substantially lower, with an ICC of .70. Adolescents had
higher test–retest reliability than younger children for severe events (.86 vs..43). The test–retest kappa for any event
was .68, and girls had higher kappas (.74) than boys (.62). Test–retest for all events also was higher for adolescents
(kappa = .72) than for younger children (.61). For severe events, test–retest reliability was higher, with a kappa of .80.
For nonsevere events, kappa was .67, and girls again had higher kappas (.78) for these events than boys (.60).

Evidence of Validity: Children with psychiatric disorders reported more stressful events in the past year than nor-
mal children (M’s = 8.1 ± 4.0 vs. 4.9 ± 3.5). Children with psychiatric disorders also reported more behavior-depen-
dent events, more behavior-independent events, more severe events, and higher levels of stressful responses to the
events. Adolescents were more likely to report behavior-dependent events and to score higher on the total sum of ob-
jective and subjective stress. Total stressful life events assessed with the SLES agreed with those assessed by the Life
Events Checklist (Johnson & McCutcheon, 1980), with an ICC of .83 (Williamson et al., 2003).

Contact Information: Douglas E. Williamson, PhD, Department of Psychiatry, Western Psychiatric Institute and
Clinic, University of Pittsburgh School of Medicine, 3811 O’Hara Street, Room E-723, Pittsburgh, PA 15213. Tele-
phone: (412) 624-4526. E-mail: williamsonde@msx.upmc.edu.

Survey of Exposure to Community Violence—Self-Report Version (SECV-SR; Richters & Saltzman, 1990)

Brief Description: This self-report measure evaluates children’s exposure to 20 forms of severe violence (shootings,
stabbings, and rapes), less severe violence (beatings and chases), and moderately severe violence (threats, accidents,
drug deals, and arrests). Children report on whether they have been the victim of, witnessed, and simply heard about
each kind of event. The frequency of each exposure is assessed on a 9-point scale, ranging from No exposure (0) to Ex-
posed every day (8). Also known as Survey of Children’s Exposure to Community Violence. For the Parent Report
Version, see below, this appendix.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Children’s reports of exposure to stressors on the SECV-SR (Martinez & Richters, 1993) were

significantly correlated with their Checklist of Child Distress Symptoms (CCDS—Richters & Martinez, 1990a; see
Appendix 9.5) scores, whether they were themselves victims of community violence (r(37) = .37) or witnessed it (r(37) =
.39), or they witnessed violence in the home (r(37) = .33).

Contact Information: John E. Richters, PhD, Department of Human Development and Institute for Child Study,
University of Maryland, Benjamin Building, Room 4104, College Park, MD 20742. Telephone: (301) 405-7354. E-
mail: jrichter@nih.gov.

Tough Times Checklist (Fletcher, 1996f)

Brief Description: The Tough Times Checklist is a 70-item, paper-and-pencil assessment of lifetime and past-year
exposure to low-, moderate-, and high-magnitude stressors, based on the Life Events and Coping Inventory (LECI;
Dise-Lewis, 1988) with very minor or general stressors (“You felt angry or upset,” “You felt rushed or pressured”) ex-
cluded. Higher magnitude stressors have been added. Explicit questions about sexual abuse are excluded, although the
child is asked whether any peers, adult strangers, or known adults ever made him or her do “something horrible.” As-
sessors are required to inquire as to the nature of that event, if the child endorses it. If a measure that inquires about
explicit sexual abuse experience is desired, see the Young Adult Upsetting Times Checklist below, this appendix. Re-
sponse format is as follows: Never happened; Happened, but the worst time was not upsetting; Happened, and the
worst time was somewhat upsetting; and Happened, and the worst time was very upsetting. Adolescents are also
asked to describe the most upsetting event experienced in the past year, then rate it on how upsetting it was—A little,
Very much, Totally. Then the child is asked to describe the most upsetting event experienced prior to last year, and to
rate how upsetting it was. Age range: 7 and older. Third-grade reading level required.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts

Medical School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: ken-
neth.fletcher@umassmed.edu.

Things I Have Seen or Heard (Richters & Martinez, 1990b)

Brief Description: In this 15-question, simply worded, structured interview designed to assess the frequency of
young children’s exposure to violence and violence-related themes (Richters & Martinez, 1993), each question is de-
scribed on a separate page. Response categories are depicted as five stacks of balls, with a different and increasing
number of balls in each stack, ranging from none to five, labeled Never/0 times, 1 time, 2 times, 3 times, and Many
times. For the Never/0 times response, the ball is empty, and for the others the balls are filled. For times 1 through 3,
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an equivalent number of filled balls is shown. For Many times, five filled balls are shown. Children are taught to use
the proper stack of balls to indicate the frequency of their exposure to each event prior to the interview. Age range: 6–
10 years.

Evidence of Reliability: Test–retest correlation for the total score among 21 children over one week is .81, with no
significant difference between scores at the two times (t(2) = 1.34, ns; Richters & Martinez, 1993).

Evidence of Validity: Among 111 first and second graders (Martinez & Richters, 1993) correlations between expe-
riences of violent victimization in the community, as reported on the Things I Have Seen or Heard, and symptoms of
distress, as measured by the Levonn, were significant (r(31) =.28, p < .01). Children’s reports of witnessing violence in
the community also correlated significantly with their total scores on the Levonn (r(81) = .30, p < .01). Children’s re-
ports of the frequency of seeing guns or drugs also correlated significantly with total distress scores on the Levonn, re-
gardless of where that occurred (r(81) = .30).

Contact Information: John E. Richters, PhD, Department of Human Development and Institute for Child Study,
University of Maryland, Benjamin Building, Room 4104, College Park, MD 20742. Phone: (301) 405-7354. E-mail:
jrichter@nih.gov.

Traumatic Events Screening Inventory for Children (TESI-C; Ford et al., 2002)

Brief Description: On the TESI-C, a 16-item, structured interview regarding high-magnitude stressors, questions
are arranged so that the lowest magnitude stressors are asked first and sexual abuse is at the end, to help the child tol-
erate the potentially stressful nature of the questions. Probes assist the interviewer to determine whether endorsed
events meet both parts of criterion A of DSM-IV PTSD diagnosis. If criterion A is met for a particular type of stressor,
the interviewer asks for more specifics about the event(s), the child’s age at its occurrence, who else was involved, and
whether anyone was hurt and needed medical attention. Age range: 8–17 years. Requires a qualified mental health
professional or advanced trainee supervised by a qualified mental health professional.

Evidence of Reliability: Interrater reliability kappas for summary scores ranged from .73 to 1.00 in a sample of pe-
diatric injury patients (Ford & Rogers, 1997). Test–retest reliability kappas for the TESI-C and TESI-P (the parent
form; see below) summary scores ranged from .50 to .70 over a 2- to 4-month period. Test–retest kappas for specific
events at assessments 1 month or more apart were .83 for sexual abuse, .69 for family arguments, .56 for domestic vi-
olence, .51 for physical abuse, .49 for witnessing a death or serious illness, .40 for verbal abuse, .25 for witnessing an
accident, and –.07 for exposure to a natural disaster. Kappas of parent–child agreement on trauma on specific events
ranged from .64 to .79.

Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Julian D. Ford, PhD, Director of Behavioral Healthcare Outcomes Research, Director of

Outpatient Services, Department of Psychiatry 6410, University of Connecticut School of Medicine, University of
Connecticut Health Center, 10 Talcott Notch Rd., Farmington, CT 06032. Telephone: (860) 679-6709/6732. Fax:
(860) 679-6736. E-mail: ford@psychiatry.uchc.edu.

Violence Exposure Scale for Children—Preschool Version (VEX; Fox & Leavitt, 1995; Shahinfar, Fox, & Leavitt, 2000)

Brief Description: The VEX, a 23-item, cartoon-based interview to assess children’s self-reports of exposure to vio-
lence, is based on the Things I Have Seen and Heard scale designed by Richters and Martinez (1990b; see above, this
appendix). The preschool version consists of 15 items. Whereas the violent events are described verbally in the Things
I have Seen and Heard scale, the VEX scale depicts each event in cartoons. Eight of the cartoons show a central char-
acter, Chris, witnessing violent events, and 6 cartoons depict Chris as the victim of violent events. “The violent inci-
dents assessed by the preschool version of the VEX scale are beating, chasing, robbery, threat with a weapon, shoot-
ing, stabbing, pushing or shoving, and slapping. The children were asked about witnessing all of them, and about
victimization by all but shooting or stabbing, partly because of the low probability that preschoolers would be victims
of such events, partly out of concern for keeping the traumatic valence of the cartoon depictions at a minimum. Fol-
lowing the interviewer’s explanation of what Chris is witnessing or experiencing in each picture, the children are asked
how often they have been exposed to the same incident. Below each cartoon is a picture of four thermometers, each
with the mercury at one of four labeled levels: never, once, a few times, and lots of times. For those incidents to which
the child responds positively, the interviewer probes for information regarding where the event occurred, who was
with the child at the time, and when the event occurred. The probing is intended to assess the veracity of the child’s re-
port on the basis of its relevance to the cartoon depiction. At the same time, the questions are designed to allow com-
parison between specific parent- and child-reported events” (Shahinfar et al., 2000, p. 117). A revised version was cre-
ated by Shahinfar and colleagues (2000) based in part on preliminary testing. This resulted in removing several items
that lacked clarity and adding new items designed to assess innocuous events to which the child was likely to have
been exposed (e.g., watching television or seeing a child sitting on Santa’s lap) to provide a “psychological break”
from the more stressful events and to act as a test of a child’s understanding of the questions. Gender-differentiated
versions of the full, revised measure were created, wherein the test remained the same in both versions except for the
gender of the main character. Shahinfar and colleagues found that children could be divided into three levels of com-
prehension of the measure: 73 (47.1%) of 155 children appeared to understand the interview; the level of comprehen-
sion was either unclear or variable for 56 (36.1%) children; and 26 (16.8%) children were unwilling or unable to
complete the interview. Those who understood the VEX scored significantly higher on the Peabody Picture Vocabu-
lary Test—Revised (PPVT-R; Dunn & Dunn, 1981). They also reported significantly lower levels of total violence ex-
posure and symptoms of distress (as measured by a revised, preschool version of the Levonn; see Appendix 9.4), as re-
ported by the children. No group differences were found for parent reports of violence exposure or CBCL behavior
problems. In this study of primarily (98.8%) African American children between ages 3.5 and 4.5, the authors care-
fully debriefed children after administering the revised Levonn (Shahinfar et al., 2000). They reported that very few of
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the children indicated, either verbally or behaviorally, that they had been upset by the interview. The authors divided
the items into two types: exposure to mild violence (beating, chasing, pushing or shoving, and slapping) and exposure
to severe violence (robbery, threats with a weapon, shooting, and stabbing). A Hebrew version is available. It consists
of 12 pairs of drawings, one depicting a child witnessing a violent events and the other depicting a child named
Nitzan, in this version, as a victim of the same act of violence (Raviv et al., 2001). That version was administered to
each child three times in three different settings: home, school, and neighborhood. Responses were depicted as stacks
of balls, with Never depicted as a white or empty ball, Once depicted as a filled or black ball, 2 times as 2 filled balls, 3
times as 3 filled balls, and Many times as 5 filled balls. Cartoons of extremely violent events were shown only in the
witness situation. Age range: Preschool. Languages: English and Hebrew.

Evidence of Reliability: A reliability study of a revised version for school-age children (age 14 and younger) of the
VEX-R, used in the National Survey of Child and Adolescent Well-Being (NSCAW; Administration for Children and
Families, 2006) reported a Cronbach’s alpha of .96 in a sample of 2,738 children whose families had been investigated
(but not necessarily supported) for reported maltreatment, and alphas of .86 for a subscale of items related to witness-
ing mild violence, .88 for items regarding mild violence victimization, and .92 for items related to witnessing severe vi-
olence. Among 73 children ages 3.5 to 4.5 who appeared to understand the VEX Preschool Version questions,
Cronbach’s alphas were .80 for children’s reports of exposure to mild violence (8 items) and .86 for exposure to severe
violence (6 items; Shahinfar et al., 2000). Parent and child reports showed no significant association with each other in
this study. In the Raviv and colleagues (2001) study of Israeli children’s exposure to violence, associations between
child and parent report versions of the VEX tended to be significant, especially for episodes of mild violence, with cor-
relations of .34 for the total of witnessing items and .47 for the total of victimization items.

Evidence of Validity: Small but significant correlations were found between symptoms of distress (as measured by
the preschool version of the Levonn; see Appendix 9.4) and Witnessing Mild Violence (r = .29, p < .05), Victimization
by Mild Violence (r = .22, p = .05), and Witnessing Severe Violence (r = .25, p < .05; Shahinfar et al., 2000). No signifi-
cant association was found between child reports of distress and victimization by severe violence (r = .14, ns). More-
over, among the 73 children who appeared to understand the measures, those who reported witnessing mild violence
were rated by their parents as displaying more internalizing problems on the CBCL (Achenbach, 1991a) than children
who did not report such exposure. Those who reported victimization by mild violence were rated with higher
externalizing behavior by their parents. Parents of children reporting exposure to extreme violence did not report any
significantly different behavior problems on the CBCL than parents of children who did not report exposure to ex-
treme violence. A factor analysis of the Hebrew version (Raviv et al., 2001) resulted in two factors: Mild Violence (six
items: yell, chase, slap, push, beat up, throw something at) and Severe Violence (six items: threaten with a knife or
gun, stab, shoot, arrest, deal drugs, rob). In the same study, responses of children from a low-violence neighborhood
(LVN) were compared to those of children from a high-violence neighborhood (HVN). Children in the HVN group re-
ported more exposure to violence than children in the LVN. In the same study, the correlations between child and par-
ent reports of severe violence exposure were lower but still significant for the totals of the witnessing (.22) and the vic-
timization items (.37). Mothers of children with more experiences of violent victimization reported that they had more
behavior problems, as measured by the CBCL (Achenbach, 1991a). All reports of violent experiences on the VEX also
correlated significantly with scores on a revised version of the Levonn (see description of Levonn and the Hebrew ver-
sion, this appendix).

Contact Information: For revised preschool version: Ariana Shahinfar, PhD, Department of Psychology, University
of North Carolina, Charlotte, NC 28223-0001. E-mail: ashahinf@email.unc.edu. For Hebrew version: A. Raviv, PhD,
Department of Psychology, Tel Aviv University, Ramat Aviv, Tel Aviv 69978, Israel. Telephone: 972-3-640-8969. E-
mail: raviv@post.tau.ac.il.

Young Adult Psychiatric Assessment (YAPA) Life Events Scale (Angold & Costello, 2000)

Brief Description: This Life Events Scale is a module of the full YAPA (Angold & Costello, 2000; see Appendix
9.6). Similar to the CAPA, with which the measure is associated, it assesses both high- and low-magnitude stressors.
High-magnitude stressors are assessed for child’s whole life; low-magnitude stressors, for past 3 months. Training is
required for this semistructured interview. Age range: 18+. Interviewer qualifications: Bachelor’s degree or higher.
Languages available: English and Spanish.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Developmental Epidemiology Program, Duke University Medical Center, Attention: Juné

Rogers, DUMC Box 3454, Durham, NC 27710. Telephone: (919) 687-4686, extension 273. E-mail: jrogers@psy-
ch.duhs.duke.edu.

Young Adults Upsetting Times Checklist (Fletcher, 1996f; Fletcher & Skidmore, 1997)

Brief Description: The Young Adults Upsetting Times Checklist, a paper-and-pencil assessment of lifetime and past-
year exposure to low-, moderate-, and high-magnitude stressors, is based on the Life Events and Coping Inventory
(LECI; Dise-Lewis, 1988), with minor stressors (“You felt angry or upset,” “You felt rushed or pressured”) excluded.
Higher magnitude stressors have been added. Unlike the related measures, the Teen Tough Times Checklist, the Tough
Times Checklist (both described earlier in this appendix), and the Child’s Upsetting Times Checklist (a parent report
version is described in this appendix), several explicit questions about sexual and physical abuse have been included.
There are many questions about the occurrence of abuse before the age of 18, then again, after the age of 18. To ac-
commodate the extra abuse questions, some of the lowest magnitude stressor questions included on the related
stressor checklists have been omitted. Response format is as follows: Never happened; Happened, but the worst time
was not upsetting; Happened, and the worst time was somewhat upsetting; Happened, and the worst time was very
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upsetting; and Happened, and the worst time was extremely upsetting. Two additional items ask respondents to de-
scribe and rate (1) the worst thing that happened to them in the past year, and (2) the worst thing that ever happened
to them prior to the last year, using the same response format. Age range: 13 years and older. Ability of younger ado-
lescents to comprehend the items need to be assessed, and questions referring to occurrences after the age of 18 should
be omitted. Number of items: 76, with item 74 rated twice. Languages available: English; Spanish.

Evidence of Reliability: Among 295 undergraduate college students, ages 17–41 (M = 19.9, SD = 2.8, median = 19),
Cronbach’s alphas for the total of all stressors prior to the previous year was .96, and for the total of all stressors in the
previous year, .97 (reanalysis of data is reported in Fletcher & Skidmore, 1997). Alphas for the six subscales of the
lifetime stressors (see below for description of subscales) were .98 for the High-Magnitude Stressors, .78 for the Peer
Social Stressors, .85 for the Home Life Stressors, .67 for the Alienation Stressors, .80 for Demoralizing Stressors,
and.80 for Home Life Disruptions Stressors. Alphas were .98 for the Major Stressors of the previous year, and .88 for
the Minor Stressors of the previous year.

Evidence of Validity: Factor analysis (Fletcher & Skidmore, 1997) of scores on the lifetime stressors prior to the
previous year produced seven subscales: High-Magnitude Stressors (e.g., sexual or physical abuse, being shot at or
stabbed), Peer Social Stressors (friend in hospital, know someone not family in bad accident, friend died, someone in
family died), Home Life Stressors (had to go live with relatives, sibling moved out of house, parent lost job, house
robbed), Alienation Stressors (does not like teacher, sent to principal, fight with friend, friend stops hanging out), De-
moralizing Stressors (suspended from school, punished, sent back a grade), and Home Life Disruption Stressors
(moved, a parent moved out, parents divorced, parent remarried). The total score for lifetime stressors, including the
previous year, correlated significantly (.26) with the Impact of Event Scale (Horowitz et al., 1979), as did the total for
lifetime prior to the previous year (.28), and total for just the previous year (.13; Fletcher & Skidmore, 1997). Each to-
tal also correlated significantly (.28, .25, and .22, respectively; Fletcher & Skidmore, 1997) with a PTSD score based
on the Symptom Checklist 90 (SCL-90—Derogatis & Melisaratos, 1983; Saunders, Arata, & Kilpatrick, 1990).

Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

ADMINISTERED TO CARETAKER OR OTHER ADULTS

Child and Adolescent Psychiatric Assessment (CAPA) Life Events Scale (Angold & Costello, 2000)

Brief Description: This Life Events Scale is a module of the CAPA general psychiatric assessment interview (see Ap-
pendix 9.3). It assesses both high- and low-magnitude stressors: High-magnitude stressors for the child’s whole life;
low-magnitude, for past 3 months. Training is required for this semistructured interview. Age range: 9–17 years. Inter-
viewer qualifications: Bachelor’s degree or higher. Languages available: English and Spanish.

Evidence of Reliability: For high-magnitude stressors, ICC within 2 weeks = .83. For low-magnitude stressors, ICC
within 2 weeks = .58.

Evidence of Validity: For seven events reported by four or more children, kappas ranged from .16 for a serious acci-
dent to .81 for sexual abuse.

Contact Information: Developmental Epidemiology Program, Duke University Medical Center, Attention: Juné
Rogers, DUMC Box 3454, Durham, NC 27710. Telephone: (919) 687-4686, extension 273. E-mail: jrogers@psy-
ch.duhs.duke.edu.

Child’s Upsetting Times Checklist (Fletcher, 1996f)

Brief Description: The Child’s Upsetting Times Checklist, a paper-and-pencil assessment of lifetime and past-year
exposure to both low- and high-magnitude stressors, is based on the LECI (Dise-Lewis, 1988), with minor stressors
(“You felt angry or upset,” “You felt rushed or pressured”) excluded. Explicit questions about sexual abuse are ex-
cluded, although the parent is asked if peers, an adult stranger, or a known adult ever made the child do “something
horrible.” Assessors then inquire as to the nature of that event if the parent endorses it. Response format is as follows:
Never happened; Happened, but the worst time was not upsetting; Happened, and the worst time was somewhat up-
setting; and Happened, and the worst time was very upsetting. The adult is also asked to describe the most upsetting
event experienced in the past year, then rate it on how upsetting it was—A little, Very much, totally. Then the adult is
asked to describe the most upsetting event experienced prior to last year and rate how upsetting it was. Age range: all
ages. Number of items: 70. Languages available: English; Spanish.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Significant correlations were found between the number of stressors endorsed by the parent

on the Child’s Upsetting Times Checklist and four measures of childhood PTSD (Fletcher, 1996b): the CPTSDI (.40),
the Parent’s CPTSDI (.47), the Parent’s Report of the Child’s Reaction to Stress (.50), and the post hoc CBCL PTSD
scale (.52).

Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

The History of Victimization Form (HVF; Wolfe, Gentile, & Bourdeau, 1987)

Brief Description: The History of Victimization Form is an interview with the caretaker or guardians and/or social
worker that assesses timing, frequency, duration, time of cessation, number of perpetrators and their relationship to
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the child, of physical abuse, sexual abuse, neglect, emotional maltreatment, and family violence. A review of clinical
and protective agency records also is considered. Age range: 8–16 years. Format: yes–no.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Vicky Veitch Wolfe, PhD, Child and Adolescent Centre, 346 South Street, London Health

Sciences Centre, London, Ontario, Canada, N6A 4G5. Telephone: (519) 685-8500. E-mail: vicky.wolfe@lhsc.on.ca.

Juvenile Victimization Questionnaire—Caregiver Proxy Report Version (JVQ-CPR; Finkelhor, Hamby, Ormrod, & Turner, 2005)

Brief Description: The JVQ-CPR (see above for the self-report version for children 10 and older) comprises screen-
ing questions about 34 acts of violence against children related to five general areas: (1) conventional crime, (2) child
maltreatment, (3) peer and sibling victimization, (4) sexual victimization, and (5) witnessing and indirect victimiza-
tion. Questions association with each of the five areas are contained in their own module, each of which was designed
to be used in its own stand-alone form. Finkelhor and colleagues (2005, p. 385) note, “For theoretical and practical
reasons, however, it is preferable to administer the full instrument.” Events that are endorsed are followed up with
questions about the number of times the child has been victimized in this manner, who victimized the child, whether or
not the child was hurt, and questions specific to the type of victimization reported (e.g., the value of stolen items). The
JVQ-CPR can be used without the follow-up questions, at the expense of eliciting detailed information about the dif-
ferent experiences. It asks about the occurrence of events in the previous year, but it can be adapted to query about
lifetime exposure. Early testing of the JVQ-CPR included extensive reviews by experts in the field of juvenile victim-
ization. Draft versions were critiqued by focus groups of youth and parents to refine the wording. Administration
time: 20 minutes on average. Ages: Intended to assess the experiences of children age 2 years and older.

Evidence of Reliability: To conduct test–retest evaluation of the JVQ-CPR, 100 caregivers of children ages 2–9
were recontacted 3–4 weeks after their original telephone interviews and readministered the JVQ-CPR. The overall
agreement for the caregiver proxies was 95%, with a range of 80–100% for the individual items (Finkelhor et al.,
2005). The mean kappa was .50, with a range of –.03 to 1.0. Most of the small kappas were associated with items that
had a low response rate. Noting that there are good reasons to question the utility of tests of internal consistency
among questions designed to assess actual experiences, the authors reported the values for the total of the 34 JVQ
items (alpha = .80), as well as for each of the individual summary subscales: .61 for Conventional Crime (8 items), .64
for Physical Assault (10 items), .38 for Property Victimization (3 items), .39 for Child Maltreatment (4 items), .51 for
Sexual Victimization (7 items), .35 for Sexual Assault (4 items), .55 for Peer or Sibling Victimization (9 items), and .35
for Peer or Sibling Assault (.35).

Evidence of Validity: Among 1,026 caregivers of young children ages 2–9 years who participated in a national tele-
phone survey, most of the single items and all of the subscale totals of their measure of the JVQ-CPR correlated signifi-
cantly with the Trauma Symptom Checklist for Young Children (TSCYC—Briere, 2000; see Appendix 9.4 below)
Anxiety, Depression, and Anger subscales (Finkelhor et al., 2005).

Contact Information: David Finkelhor, PhD, Crimes Against Children Research Center, University of New Hamp-
shire, 126 Horton Social Science Center, Durham, NH 03824. Example items from the questionnaire are available as
an appendix to Finkelhor and colleagues (2005).

Lifetime Incidence of Traumatic Events (LITE), Parent Form (Greenwald & Rubin, 1999)

Brief Description: The LITE Parent Form assesses exposure to 16 potentially traumatic stressors, such as a car acci-
dent or death of someone in the family. It measures the frequency of exposure, age at time of exposure, and how upset
the child was by the event at the time and currently on a 3-point scale (None, Some, Lots). Age range: 8+. Languages
available: English, Spanish, German, Persian, Swedish.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Sidran Institute, 200 E. Joppa Road, Suite 207, Towson, MD 21286. Telephone: (410) 825-

8888. E-mail: sidran@sidran.org. Website: www.sidran.org.

My Exposure to Violence (MyETV)—Parent/Caregiver Report Version (Selner-O’Hagan, Kindlon, Buka, Raudenbush, & Earls, 1998)

Brief Description: MyETV, Parent/Caregiver Report Version is a highly structured interview designed to cover a
child’s lifetime and past-year exposure to 18 different violent events that the child has either witnessed or personally
experienced. It also ascertains location of violence (e.g., school, home, neighborhood), identifies both perpetrators
and victims of violence (e.g., family member, stranger), and whether the exposure was gang-related. MyETV measures
lifetime exposure (Ever) and annual prevalence (In the past year). Frequency of exposure is measured on a 6-point
scale (Never, Once, 2 or 3 times, 4 to 10 times, 11 to 50 times, and More than 50 times). Six subscales are defined: (1)
Witnessing violent events, (2) Victimization, and (3) Total Exposure (witnessing and victimization), obtaining scores
for both lifetime and past-year exposure.

Evidence of Reliability: The version of MyETV for children, adolescents, and young adult respondents (see above,
this appendix) had high internal consistency (r = .68–.93) and test–retest reliability (r = .75–.94). But psychometrics
for the parent form are not available.

Evidence of Validity: The authors also provide evidence of construct validity for children, adolescents, and young
adult respondents.

Contact Information: Mary Beth Selner-O’Hagan, PhD, Department of Maternal and Child Health, Harvard
School of Public Health, 677 Huntington Avenue, Boston, MA 02115. E-mail: mohagan@phdcn.harvard.edu.
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Parent Version of KID-SAVE (P-KID-SAVE; Flowers, Lanclos, & Kelley, 2002)

Brief Description: The P-KID-SAVE, a reworded version of the KID-SAVE (Hastings & Kelley, 1997a; see above,
this appendix), allows administration to caregivers of children. The P-KID-SAVE has yet to be empirically validated.

Evidence of Reliability: Internal consistency among parents of 182 young children (48% girls), in grades 3 through
7 (average age = 9.88 years, SD = 1.65), was demonstrated with Cronbach’s alphas of .88 for the frequency scale for
Indirect Violence, .65 for frequency of Traumatic Violence, and .66 for frequency of Physical/Verbal Abuse; the alphas
were .87 for the impact of Indirect Violence scale, .79 for impact of Traumatic Violence, and .69 for impact of Physi-
cal/Verbal Abuse. Alphas for the totals of the two domains, frequency and impact, were not reported.

Evidence of Validity: Correlations between parent and child responses to the P-KID-SAVE and the KID-SAVE on
five of the six subscales were low (.26 to .30) but significant. The correlation between parent and child ratings on the
impact of Indirect Violence were nonsignificant (.15). Paired t-tests resulted in only one significant difference between
parent and child ratings on the six subscales. Children reported significantly greater frequency of exposure to physical/
verbal abuse than did the parents. Parent reports of their children’s frequency of physical/verbal abuse was signifi-
cantly associated with their ratings of their children’s Withdrawn, Anxious–Depressed, Social Problems, Attention
Problems, Delinquent, and Aggression subscale scores, as well as the Internalizing and Externalizing scores on the
CBCL (Achenbach, 1991a). Parent ratings of their children’s frequency of traumatic violence also was associated with
the Social Problems subscale on the CBCL. Anxiety scores on the Trauma Symptom Checklist for Children (TSCC—
Briere, 1996a, 1996b; see Appendix 9.5) were associated with parent’s ratings of the frequency of their children’s ex-
posure to indirect violence. However, only children’s self-reports were associated with the Posttraumatic Stress sub-
scale of the TSCC (see above, this appendix).

Contact Information: Anise Flowers, PhD, Tarnow Center for Self-Management, 1001 West Loop South, No. 215,
Houston, Texas 77027. E-mail: doctorflowers@email.com.

Preschool Age Psychiatric Assessment (PAPA) Life Events Scale (Egger & Angold, 2004)

Brief Description: This is the life events form of a module of the full PAPA (Egger & Angold, 2004; see Appendix
9.3). The Life Events Scale is a semistructured interview that assesses stressors affecting this age group. High-magni-
tude stressors include physical and sexual abuse and death of a parent. Low-magnitude stressors include reduction in
standard of living and attending unsafe day care. PAPA includes detailed history of accidents, as well as hospitaliza-
tion, separation from significant attachment figures for more than 1 week, and becoming homeless. Training is re-
quired. Age range: 3–6 years. Interviewer qualifications: Bachelor’s degree or higher. Languages available: English and
Spanish.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Developmental Epidemiology Program, Duke University Medical Center, Attention: Juné

Rogers, DUMC Box 3454, Durham, NC 27710. Telephone: (919) 687-4686, extension 273. E-mail: jrogers@psy-
ch.duhs.duke.edu.

Survey of Exposure to Community Violence—Parent Report Version (SECV-P; Richters & Saltzman, 1990)

Brief Description: The SECV-P is a self-report measure that evaluates children’s exposure to 20 forms of severe vio-
lence (shootings, stabbings, and rapes), less severe violence (beatings and chasings), and moderately severe violence
(threats, accidents, drug deals, and arrests). Parents report on whether the child has been the victim of, witnessed, or
simply heard about each kind of event. The frequency of each exposure is assessed on a 9-point scale, ranging from No
exposure (0) to Exposed every day (8). “For each positive response, the questionnaire includes context questions
about (1) where the violence took place (in or near school versus home), (2) who perpetrated the violence (ranging
from stranger to family member), (3) who, if not the child, was victimized (ranging from stranger to family member),
and (4) when the incident occurred (ranging from 1 week ago to more than 5 years ago)” (Richters & Martinez, 1993,
p. 9). The SECV is also known as the Survey of Children’s Exposure to Community Violence. The Child Self-Report
Version was presented earlier in this appendix.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Among 53 mothers (Osofsky, Wewers, Hann, & Fick, 1993), their ratings of their children’s

distress using the CCDS (Richters & Martinez, 1990a; see Appendix 9.5) correlated significantly with the parent’s re-
port on the SECV-P child’s witnessing community violence (r = .42), simply hearing about such violence (.48), minor
family conflicts (.39), and severe family conflicts (.61). Moreover, the magnitude of the correlations was associated
with the magnitude of the stressor. Thus, the CCDS correlated .35 with moderate types, .29 with the less than severe
types of community violence, and .51 with the most severe (a shooting, a stabbing, or rape).

Contact Information: John E. Richters, PhD, Department of Human Development and Institute for Child Study,
University of Maryland, Benjamin Building, Room 4104, College Park, MD 20742. Telephone: (301) 405-7354. E-
mail: jrichter@nih.gov.

Traumatic Events Screening Inventory—Parent Report (TESI-P; Ghosh Ippen et al., 2002)

Brief Description: Based on TESI-C (presented earlier in this appendix), the TESI-P is a semistructured interview or
self-completion instrument for parents. It is recommended that it be administered as an interview. Two stages are em-
ployed to the interview. Stage I comprises only questions about whether the child was exposed to each type of event. In
Stage II, detailed follow-up questions, similar to those used in the TESI-C, are asked only for events endorsed posi-
tively by the parent. Age range: 0–18 years. Languages available: English, Spanish.
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Evidence of Reliability: See TESI-C, this appendix.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Chandra Ghosh Ippen, PhD, Child Trauma Research Project, University of California, San

Francisco, CA 94143. Telephone: (415) 206-5312. E-mail: chandra.ghosh@ucsf.edu.

Violence Exposure Scale for Children—Parent Version (VEX-R; Fox & Leavitt, 1995; Shahinfar et al., 2000)

Brief Description: The VEX-R parallels the preschool version (presented earlier in this appendix). For every event
to which a caregiver responds positively, the interviewer probes for information regarding the location of the event,
the identity of the perpetrators and victims, who was with the child at the time, and how long ago the exposure took
place.

Evidence of Reliability: Among 155 parents of children ages 3.5 to 4.5, Cronbach’s alpha was .72 for parent re-
ports of their children’s exposure to mild violence (8 items; Shahinfar et al., 2000). Too few parents (0.6%) reported
that their children had been exposed to severe violence to allow the internal consistency of that set of items to be as-
sessed. Parent and child reports showed no significant association with each other in this study. In the Raviv and col-
leagues (2001) study of Israeli children’s exposure to violence, associations between child and parent reports on re-
spective versions of the VEX tended to be significant, especially for episodes of mild violence, with correlations of .34
for the total of witnessing items, and .47 for the total of victimization items.

Evidence of Validity: No significant associations were found between parent reports of children’s exposure to vio-
lence and children’s distress, as assessed by the CBCL (Achenbach, 1991a). However, when analyses were restricted to
children who appeared to understand the measures, parents who reported that their children had witnessed mild vio-
lence rated their children as having significantly higher levels of internalizing behavior problem. Parents who reported
that their children had been victims of mild violence rated their children as having had higher levels of externalizing
behavior problems than did the parents who indicated their children had not had such exposure. No significant associ-
ation was found between parent reports of children’s exposure to severe violence and reports of children’s problem be-
haviors on the CBCL. In a study of the violence experiences of Israeli children (Raviv et al., 2001), the correlations be-
tween child and parent reports of severe violence exposure were lower but still significant for the totals of the
witnessing items (.22) and the victimization items (.37). Children reporting more experiences of violent victimization
were reported by their mothers to have more behavior problems, as measured by the CBCL.

Contact Information: Ariana Shahinfar, Department of Psychology, University of North Carolina, Charlotte, NC
28223-0001. E-mail: ashahinf@email.unc.edu.

APPENDIX 9.2. Assessments of the Level and Quality of Exposure

ADMINISTERED TO CHILD

Children’s Peritraumatic Experiences Questionnaire (CPEQ; Wolfe & Birt, 1993)

Brief Description: The CPEQ is a 33-item self-report scale to assess children’s emotional reactions during sexual
abuse experiences, or for nonabused children, their most negative life experience. Feelings and thoughts related to
DSM-IV criterion A2 are assessed, including helplessness, fear, terror, sadness, and anger. Items are divided into five
scales derived from a principal components analysis: Extreme Reactions (e.g., thoughts of being killed or killing perpe-
trator, fear of death and injury, becoming ill, wanting to throw something, terror, or fainting), Fear/Anxiety, Negative
Affect, Dissociation, and Guilt. Each question is rated on a 3-point Likert-like response set: None, Some, and A lot.
Age range: 8–16 years. The CPEQ is now included with the Children’s Impact of Traumatic Events Scale–II (CITES-II;
Wolfe, Gentile, Michienzi, Sas, & Wolfe, 1991; see Appendix 9.5).

Evidence of Reliability: Internal consistency alphas are .89 for Extreme Reactions, .86 for Fear/Anxiety, .88 for
Negative Affect, .81 for Dissociation, and .54 for Guilt (Wolfe & Birt, 2002a).

Evidence of Validity: Sexual abuse survivors scored significantly higher than both agency-referred and community
children on all but the Guilt scale of the CPEQ. The scales correlated significantly with both child and parent ratings
of the child’s PTSD responses. Frequency of abuse correlated with the Dissociation scale at the .05 level, but not at the
Bonferroni-corrected level of .003 (Wolfe & Birt, 2002a).

Contact Information: Vicky Veitch Wolfe, PhD, Child and Adolescent Centre, London Health Sciences Centre, 346
South Street, London, Ontario N6A 4G5. Telephone: (519) 685-8500. E-mail: vicky.wolfe@lhsc.on.ca.

Exposure Questionnaire (EQ; Nader, 1993, 1999)

Brief Description: The EQ assesses aspects of the event(s) that are associated with increased PTSD symptomatolo-
gy—such as whether there was threat to life, threat of injury, subjective proximity to the events, relationship to vic-
tims, worries about others, property damage, and helping efforts—and the child’s or adolescent’s emotional reac-
tions—such as helplessness, fear, horror, panic, guilt—both during and after the traumatic experience. Inquires are
made about frequency and intensity of the reactions. Space is given for a description of the child’s experience. Two
questionnaires are included, one for Postwar questions and one for Postdisaster or Violence questions. Responses are
either yes–no or based on a 5-point Likert-like scale. Age range: 7–17 years. Languages available: English, Croatian,
Kuwaiti Arabic.

Evidence of Reliability: Evidence of reliability has not yet been published.
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Evidence of Validity: Scores on the EQ have been shown to be associated with exposure and severity levels of chil-
dren exposed to war (Nader & Fairbanks, 1994; Nader, Pynoos, Fairbanks, Al-Ajeel, & Al-Asfour, 1993).

Contact Information: Kathleen Nader, DSW. Fax: (512) 219-0486. E-mail: measures@twosuns.org.

ADMINISTERED TO CARETAKER OR OTHER ADULTS

Dimensions of Stressful Events (DOSE) Scale (Fletcher, 1996d)

Brief Description: The DOSE scale is designed to assess the characteristics or dimensions of high-magnitude
stressor events suggested by the literature to increase the likelihood of a child or adolescent responding with PTSD
symptomatology. Items are divided into two sections. The first section contains 25 items that assess things such as the
child’s proximity to the event, viewing of blood, and whether anyone was injured or died; whether or not the child was
separated from caretakers; relationship of the child to any perpetrator and victims; the child’s sense of stigmatization;
the suddenness and unexpectedness of the event(s); the perceived uncontrollability of the event(s); duration and fre-
quency of exposure to the event(s); whether the source of the event(s) was human rather than nature; whether the ad-
verse consequences of the event(s) are long-lasting, irreversible, liable to recur, or involved moral conflicts for the
child; whether the child perceived the event(s) as a threat to family or friends; and whether the event(s) originated
within the family. The second section contains 24 items that assess the frequency and degree of child abuse experi-
ences, as well as experiences that may mitigate the child’s responses, such as the extent to which the parents support
the child’s claim. A suggested scoring key accompanies the scale. The measure is in the public domain. The interviewer
or clinician completes the measure with information from the child, caretakers, and records. Age range: all ages.

Evidence of Reliability: Internal consistency alpha was .60 among 326 school-age and younger children exposed to
domestic violence (Fletcher, Spilsbury, Creedan, & Friedman, 2006).

Evidence of Validity: The DOSE correlated significantly with school-age children’s self-reported PTSD symptoma-
tology, as measured by both the When Bad Things Happen scale (.70; Fletcher, 1996g; see Appendix 9.5) and the
CPTSDI—Child Form (.77; Fletcher, 1996b, 1996c; see Appendix 9.5). It also correlated significantly with parent re-
ports of the child’s PTSD symptomatology, whether measured by the Parent Report of the Child’s Reaction to Stress
(.54; Fletcher, 1996e; see Appendix 9.5), the CPTSDI—Parent Form (.66; Fletcher, 1996b, 1996c; see Appendix 9.5),
or an ad hoc CBCL PTSD scale (.47). When regressing the child’s PTSD symptomatology on gender, family income,
stressful life experiences, and the DOSE, the DOSE tended to be a significant predictor, whereas stressful life experi-
ences were not (Fletcher, 1996c). Among adolescent psychiatric inpatients, the DOSE correlated significantly with the
When Bad Things Happen scale (.45–.54), the CPTSDI—Child Form (.34), and the Child’s Reaction to Traumatic
Events Scale (CRTES—Jones, 1996; see Appendix 9.5) (.42). The DOSE again tended to predict PTSD symptomatolo-
gy significantly in statistical regression tests, whereas lifetime stressors did not (Fletcher, Cox, Skidmore, Janssens, &
Render, 1997). In a sample of 1,277 children (50.4% female, 44.7% African American, 29.4% European American,
3.1% Hispanic; mean age 7.6 ± 4.4 years) participating in a community-based intervention for children exposed to in-
terpersonal violence, DOSE scores were normally distributed (mean score = 21.2 ± 5.7, median = 21.0, range 1–38;
Fletcher et al., 2006). DOSE scores did not differ by gender. European American children scored slightly higher than
African American children [21.9 vs. 21.1, t(943) = 2.097, p = .030]. The DOSE correlated significantly with Briere’s
(1996b) Trauma Symptom Checklist for Children (TSCC; see Appendix 9.5) Posttraumatic Symptom (PTS) scale
(.42), Anxiety (.42), Depression (.35), and Dissociation (.26), as well as Saylor, Swenson, Reynolds, and Taylor’s
(1999) Pediatric Emotional Distress Scale (PEDS; Appendix 9.4) total (.28), and Quay and Peterson’s (1996) Revised
Behavior Problem Checklist (RBPC) Anxiety (.19) and Conduct Disorder (.20) scales, with TSCC correlations gener-
ally higher among girls, and PEDS and RBPC correlations only significant for boys. After adjusting for gender, age,
and ethnicity, the DOSE significantly predicted TSCC PTS, Depression, Dissociation, Anxiety, Anger, and Sexual Con-
cerns scales scores (in linear regressions) and clinical cutoffs (in logistic regressions). Receiver operating characteristic
(ROC) analysis indicated that a total DOSE score of 22.5 or higher provides the best sensitivity–specificity trade-off
when predicting the TSCC PTS scale (area under the curve [AUC] = .74, p ≤ .001).

Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

Peritraumatic Response Scale (Pfefferbaum et al., 2002)

Brief Description: The Peritraumatic Response Scale contains 12 items addressing the participant’s peritraumatic
responses of fear, arousal, and dissociation at the time of the incident.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Betty Pfefferbaum, MD, JD, Department of Psychiatry and Behavioral Sciences, College of

Medicine, University of Oklahoma Health Sciences Center, 920 Stanton L. Young Boulevard, WP-3470, Oklahoma
City, OK 73104. Telephone: (405) 271-5251. E-mail: betty-pfefferbaum@ouhsc.edu.

458



APPENDIX 9.3. General Child Psychiatric Assessment Interviews with a PTSD Module

ADMINISTERED TO CHILD

Child and Adolescent Psychiatric Assessment (CAPA) Scale (Angold & Costello, 2000)

Brief Description: The CAPA is a general child and adolescent, glossary-based interview that includes a PTSD mod-
ule. There are both child and parent report versions. Criteria A1 and A2 are assessed with the Life Events Scale. Other
diagnoses covered include disruptive behavior disorders (including attention-deficit/hyperactivity disorder, on the par-
ent version only, and conduct disorder), mood disorders (including depression and mania), anxiety disorders (includ-
ing generalized anxiety disorder, separation anxiety, panic disorder, and obsessive–compulsive disorder), eating disor-
ders, sleep disorders, elimination disorders, substance use/abuse/dependence, tic disorders, and others (including
adjustment disorders, reactive attachment disorder of childhood, and somatization symptoms). Frequency and dura-
tion of symptoms are assessed for many symptoms. Psychosocial impairment related to the presence of a symptom is
rated in 19 domains related to life at home, school, and elsewhere. There are two alternate forms for different ages: the
PAPA for preschool-age children (see below, this appendix) and the YAPA for young adults (see Appendix 9.6). Age
range: 9–17 years. Time period covered: Previous 3 months, except for select symptoms involving infrequent acts,
such as firesetting or suicide attempts. Interviewer qualifications: bachelor’s degree and up. Languages available: Eng-
lish, Spanish.

Evidence of Reliability: Test–retest reliability kappas for DSM-III-R diagnosis using the Child version (CAPA-C)
with 77 clinically referred children ages 10–16 years ranged from .50 for conduct disorder to .90 for major depression.
ICC for DSM-III-R PTSD symptom scale scores was >.90 (Angold & Costello, 1995). The ICC for level of
psychosocial impairment by child self-report (on the CAPA-C) was .77 (Angold & Costello, 1995). A kappa coeffi-
cient of .64 for interrater reliability on PTSD diagnosis using the CAPA-C was found in another study (Costello et al.,
1998). The same study found an ICC for interrater reliability of .94 for the overall CAPA-C. This same study found a
kappa of .54 for interrater reliability for PTSD diagnosis using the parent version (CAPA-P), whereas an ICC for
interrater reliability on the overall CAPA-P was .99.

Evidence of Validity: The PTSD module of both the Child (CAPA-C) and Parent (CAPA-P) versions differentiated
between a clinical sample and a community sample based on PTSD diagnosis (Costello et al., 1998).

Contact Information: Developmental Epidemiology Program, Duke University Medical Center, Attention: Juné
Rogers, DUMC Box 3454, Durham, NC 27710. Telephone: (919) 687-4686, extension 273. E-mail: jrogers@
psych.duhs.duke.edu.

Children’s Interview for Psychiatric Syndromes (ChIPS; Rooney, Fristad, Weller, & Weller, 1999; Weller, Weller, Rooney, &
Fristad, 1999, 2000)

Brief Description: The ChIPS is a highly structured interview that screens for 20 DSM-IV Axis I disorders, as well
as psychosocial stressors such as emotional, physical, or sexual abuse and neglect. Questions use simple language and
short sentence structure to enhance subject comprehension and cooperation. The interview is based on DSM-IV, and
results are presented in a concise, easy-to-interpret manner. The Stress Disorders section assesses both ASD and PTSD.
Exposure to a high-magnitude stressor is assessed by one question asking whether anything very bad has happened to
the child, such as being kidnapped or attacked, and if yes, what? A second question asks whether the child has ever
witnessed something bad happening to someone else, but not on TV, and if so, what? If the child does not describe an
experience that meets criterion A in one of these questions, no more Stress Disorder questions are asked. Otherwise,
five questions attempt to ascertain the child’s reactions to the experience(s) and whether or not they satisfy the second
half of criterion A. If not, the rest of the Stress Disorder questions are skipped. Otherwise, the child is asked how long
ago the event(s) took place. If it happened within 4 weeks of the interview, six questions are asked to assess whether
the child reacted with symptoms of dissociation or derealization. If so, children are asked if they have felt as if they
were not themselves, as if they were no longer real (depersonalization), and if they have trouble remembering things
about the event(s). Then seven questions are asked to assess reexperiencing symptoms, two to assess feeling “upset”
by reminders of the experience(s), and one to assess physical reactions to reminders, such as stomachaches or trouble
breathing. If none of these symptoms are endorsed, the rest of the Stress Disorder questions are skipped. Otherwise,
10 questions are asked to assess symptoms of avoidance and withdrawal. If none of these are endorsed the rest of the
questions are skipped. Otherwise, one question is asked about changes in moods or emotions since the event(s), one
about feelings of numbness since the event(s), and two about feelings of foreshortened future. Six questions are then
asked about symptoms of overarousal, anger, and difficulty concentrating. If none of these questions are endorsed,
one question is asked about a tendency to startle easily. Then the interviewer is given two algorithms to determine
whether the child meets criteria for ASD or PTSD, or neither. Next children are asked when the symptoms began and
whether they are still troubled by the symptoms, and if not, the interviewer attempts to determine when the symptoms
stopped. Children who meet criteria for ASD are asked if the symptoms began within 4 weeks of the event(s), if they
lasted more than 2 days, and if they have lasted for less than 4 weeks. Those who meet criteria for PTSD are asked if
the symptoms have lasted longer than 1 month. Finally, children are asked whether “these problems cause you trou-
ble” at home, at school, and with other kids. If duration of symptoms can be determined, the interviewer can indicate
whether or not the PTSD can be classified as being of acute or chronic duration, and whether symptoms had a regular
onset (within 6 months of the event(s) or a delayed onset (more than 6 months after the event(s). Age range: 6–18
years, with an IQ over 70. Administration time: 49 minutes for inpatients, 30 minutes for outpatients, 21 minutes for
a community-based sample (Weller et al., 2000). Training: ChIPS is designed to be administered by people with at least
a bachelor’s degree in a field associated with mental health. It is recommended that lay interviewers be trained by a cli-
nician familiar with DSM-IV who has undergone similar training on ChIPS.
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Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Among 18 girl and 22 boy psychiatric inpatients (Fristad, Cummings, et al., 1998) agreement

between the ChIPS and the Diagnostic Interview for Children and Adolescents—Revised (DICA-R; Kaplan & Reich,
1991; see below, this appendix) for diagnosis of PTSD was .77 for girls (using low-base-rate kappa; Verducci, Mack,
& DeGroot, 1988), representing an 89% agreement rate, with the two interviews agreeing that 4 girls had PTSD and
12 did not, while disagreeing on 2 girls’ PTSD diagnoses; whereas, the low-base-rate kappa for boys was .49, repre-
senting 95% agreement that 21 boys did not have PTSD, while there was disagreement on one boy’s PTSD diagnosis.
The same data indicated that the two interviews agreed 100% of the time on diagnosis for children ages 6–12 (with 1
yes and 20 no), whereas agreement was 84%, with a low-base-rate kappa of .67 for adolescents ages 13–17 (3 yes and
13 no) and disagreeing on three diagnoses. Among a community sample of 40 children and adolescents ages 6–18,
agreement was 100% that none had PTSD (Fristad, Glickman, et al., 1998).

Contact Information: Available from American Psychiatric Publishing Group. Telephone: (800) 368-5777.
Website: www.appi.org. Elizabeth Weller, MD, Department of Child Psychiatry, Children’s Hospital of Philadelphia,
34th Street and Civic Center Boulevard, Philadelphia, PA 19104; E-mail: weller@email.chop.edu.

Diagnostic Interview for Children and Adolescents—Revised (DICA-R; Kaplan & Reich, 1991; see MAGIC below)

Brief Description: The DICA-R, a semistructured interview, has been replaced by the Missouri Assessment of Ge-
netics Interview for Children (MAGIC—Reich & Todd, 2002; see below). It is included here primarily because so
many other measures have used the interview to establish validity. The DICA-R is a modification of the Diagnostic In-
terview for Children and Adolescents (DICA; Herjanic & Reich, 1983a, 1983b), developed for the assessment of diag-
noses in children 6–17 years old. The DICA-R modified the DICA to allow for assessment of DSM-III-R criteria.
Questions were rephrased to be more conversational in manner, and questions related to DSM-III-R diagnoses were
added (Kaplan & Reich, 1991), including a PTSD module. The DICA-R was revised to allow assessment of DSM-IV
diagnoses. The PTSD module included four questions to assess criterion A (exposure to a high magnitude stressor),
seven questions for criterion B (reexperiencing), nine for criterion C (denial and numbing), and five questions for crite-
rion D (overarousal). Questions are asked to determine duration (criterion E) and intensity of endorsed symptoms,
and to assess changes in social interactions and school behavior (criterion F). Response categories are No, Rarely,
Sometimes or Somewhat, and Yes. Determination of criterion is accomplished by adding these ratings and meeting
specific thresholds. Difficulties have been reported among 7-year-olds in understanding some of the DICA-R questions
intended for use with 6- to 12-year-olds (reported in Nader, 1997). Age range: 6–17 years. Available languages: Eng-
lish, Spanish, and Arabic. A computerized version is available. Time required for administration of the full DICA-R is
11

2 hours. Training is required. The interview may be administered by research assistants with no more than a bache-
lor’s degree. There are versions for younger children ages 6–12 years, for adolescents, and for parents.

Evidence of Reliability: Cronbach’s alphas on the PTSD module among 37 stress-exposed inner-city children were
.44, .87, .83, and .87 for criteria A–D, respectively (Yasik et al., 1998). Test–retest reliability for diagnosis of PTSD per
the module among 90 children was .79 (reported in Nader, 1997). Interrater reliability averaged .91 among interview-
ers of adolescents exposed to a residential fire (Jones & Ribbe, 1991).

Evidence of Validity: Agreement between DICA-R PTSD diagnoses and clinical diagnoses was 100% among 86
children; sensitivity was 1.00, and specificity was .86 (reported in Nader, 1997). When Yasik and colleagues (1998)
compared DICA-R PTSD diagnoses and clinical diagnoses among 37 stress-exposed and 12 non-stress-exposed inner-
city children, 9 of 15 PTSD cases were identified correctly (sensitivity = .60), and 33 of 34 non-PTSD cases were iden-
tified correctly (specificity = .97). Overall, the PTSD status of 85.7% of the children was identified correctly. Adoles-
cents exposed to a residential fire reported significantly more symptoms of PTSD when interviewed with the DICA-R
PTSD module than did those not exposed to the fire (Jones & Ribbe, 1991). On the other hand, the PTSD module was
unable to distinguish between adolescents exposed to wildfires and those not exposed (Jones et al., 1994).

Contact Information: Wendy Reich, PhD, Department of Psychiatry, Washington University in St. Louis School of
Medicine, 660 S. Euclid Ave., Campus Box 8134, St. Louis, MO 63110. Telephone: (314) 286-2263. E-mail:
Wendyr@twins.wustl.edu.

Diagnostic Interview Schedule for Children (DISC; Shaffer et al., 1988, 1993, 2000)

Brief Description: The DISC is a structured interview that assesses more than 30 DSM-IV childhood psychiatric
disorders. The PTSD module includes three questions to establish criterion A, exposure to a traumatic event. If none
are endorsed, no more questions are asked. Responses are No (0), Sometimes/somewhat (1), and Yes (2). The presence
of a symptom in the past month and the past year is assessed. Training recommended for interviewers usually takes 3
days.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Among 671 children and adolescents ages 9–17 years and their parents residing in housing

units, only 8 (1.2%) met DSM-III criteria for PTSD per child report using an earlier version of the DISC, and only 4
(0.6%) met PTSD criteria per parent report (Fisher et al., 1993; cited in Nader, 1997). But when the two reports were
combined using an algorithm, 21.2% met two or more of the four diagnostic criteria. “There were strong associations
between major depression, generalized anxiety disorder, conduct disorder, and substance-use disorders with increased
risk of PTSD” (Nader, 1997, p. 321).

Contact Information: David Shaffer, MD, Division of Child and Adolescent Psychiatry, Columbia University Medi-
cal Center, Lawrence C. Kolb Research Building, Room 263A Unit/Box 78, 40 Haven Avenue, New York, NY 10032.
Telephone: (212) 305-6001. E-mail: shafferd@childpsych.columbia.edu.
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Schedule for Affective Disorders and Schizophrenia for School-Age Children (6–18 years)–IV—Revised (K-SADS-IV-R;
Ambrosini & Dixon, 2000; Kaufman et al., 1997; Orvaschel, Puig-Antich, Chambers, Tabrizi, & Johnson, 1982)

Brief Description: The K-SADS-IV-R was developed from the adult interview, the Schizophrenia and Affective Dis-
order Scales. The semistructured versions are the K-SADS-E (Epidemiological version) and the K-SADS-PL (Present
and Lifetime versions). This interview is primarily for use in research settings and is to be administered by a clinician
trained in its use, so it is rarely used in ordinary clinical settings. It covers a broad spectrum of most child psychiatric
diagnoses, with the exception of pervasive development disorders and personality disorders, and is used with children
ages 6–18 years. For younger children it is recommended that a single clinician interview the parent(s) first, then re-
peat the interview with the child. It is recommended that adolescents be interviewed first. The scale includes questions
about school performance and other issues relevant to children and adolescents. According to the K-SADS-PL website
(see URL in contact information), “The K-SADS-PL was adapted from the K-SADS-P (Present Episode Version),
which was developed by William Chambers, M.D., and Joaquim Puig-Antich, M.D., and later revised by Joaquim
Puig-Antich, M.D., and Neal Ryan, M.D. The K-SADS-PL was written by Joan Kaufman, Ph.D., Boris Birmaher,
M.D., David Brent, M.D., Uma Rao, M.D., and Neal Ryan, M.D. The K-SADS-PL was designed to obtain severity
ratings of symptomatology, and assess current and lifetime history of psychiatric disorders, including several disorders
not surveyed in the K-SADS-P. The current instrument is greatly indebted to several other existing structured and
semi-structured psychiatric instruments, including the K-SADS-E (Orvaschel & Puig-Antich), the SADS-L (Spitzer and
Endicott), the SCID ([Structured Clinical Interview for DSM-III-R] Spitzer, Williams, Gibbon, and First), the DIS ([Di-
agnostic Interview Schedule] Robins and Helzer), the ISC ([Interview Schedule for Children] Kovacs), the DICA
(Reich, Shayka, and Taibleson), and the DUSI ([Drug Use Screening Inventory] Tarter, Laird, Bukstein, and Kaminer).
. . . The K-SADS-PL is a semi-structured diagnostic interview designed to assess current and past episodes of psycho-
pathology in children and adolescents according to DSM-III-R and DSM-IV criteria. Probes and objective criteria are
provided to rate individual symptoms. The primary diagnoses assessed with the K-SADS-PL include: Major Depres-
sion, Dysthymia, Mania, Hypomania, Cyclothymia, Bipolar Disorders, Schizoaffective Disorders, Schizophrenia,
Schizophreniform Disorder, Brief Reactive Psychosis, Panic Disorder, Agoraphobia, Separation Anxiety Disorder,
Avoidant Disorder of Childhood and Adolescence, Simple Phobia, Social Phobia, Overanxious Disorder, Generalized
Anxiety, Obsessive Compulsive Disorder, Attention Deficit Hyperactivity Disorder, Conduct Disorder, Oppositional
Defiant Disorder, Enuresis, Encopresis, Anorexia Nervosa, Bulimia, Transient Tic Disorder, Tourette’s Disorder,
Chronic Motor or Vocal Tic Disorder, Alcohol Abuse, Substance Abuse, Post-Traumatic Stress Disorder, and Adjust-
ment Disorders.” The PTSD module first asks whether the child has ever experienced or witnessed something “very
frightening, terrible or upsetting.” If the answer is no, the remainder of the questions in the section are skipped. If yes,
the child is asked how it made him or her feel. Again, if the response does not meet DSM-IV criterion A2, the remain-
der of the questions are skipped. If the answer meets criterion A2, questions are asked to assess the presence or ab-
sence of the 17 symptoms of DSM-IV PTSD criteria B through D. The interviewer then rates the overall severity of
symptoms on a scale from 1 (Not at all) to 6 (Extreme: almost all the time experience symptomatic trauma. Is im-
paired daily in all functional areas). The month, day, and year of the onset and offset of PTSD is then estimated based
on reports of the child and parent. Training: A semi-structured interview, the K-SADS-PL requires intensive training
relative to the instrument, diagnostic classification, and differential diagnostic. Time required: For normal controls,
the child and parent interviews required 35–45 minutes each. With psychiatric patients, they can required 1.5 hours or
longer, depending on the range and severity of psychopathology of the child.

Evidence of Reliability: Psychometric properties of the K-SADS-PL were assessed in a sample of 55 psychiatric outpa-
tients and 11 normal controls ages 7–17 years (M = 12.4, SD = 2.6; Kaufman et al., 1997). Parents and children were
both interviewed. Interrater reliability among one Master’s-level and four Bachelor’s-level interviewers in scoring
screens and diagnoses for 15 children was high, ranging between 93 and 100%. The test–retest reliability kappa coeffi-
cient (n = 20) for present PTSD diagnosis over an average of 18 days between administrations was .67. Using an earlier
version, K-SADS-E, interrater (parent–child) agreement was 87.5% (McLeer, Deblinger, Henry, & Orvaschel, 1992).

Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: K-SADS-P-IV-R: Paul J. Ambrosini, MD, MCP Hahnemann University, EPPI, 3200 Henry

Avenue, Philadelphia, PA 19129. Telephone: (215) 842-4402. E-mail: paul.ambrosini@drexel.edu. K-SADS-PL: Joan
Kaufman, PhD, Department of Psychology, Yale University, P.O. Box 208205, New Haven, CT 06520. E-mail:
jk279@pantheon.yale.edu. The K-SADS-PL is available for free download at www.wpic.pitt.edu/ksads/default.htm.

Mini-International Neuropsychiatric Interview for Children and Adolescents (MINI Kids; Amorim et al., 1998; Lecrubier et
al., 1997; Sheehan et al., 1997; Sheehan, Lecrubie, Weiller, Hergueta, & Sheehan, et al., 1998)

Brief Description: The MINI Kids is an abbreviated psychiatric interview for children. A parent version is available.
Unfortunately, the PTSD module does not assess all of the DSM-IV symptoms. Criteria A1, A2, and B1 are all assessed
with one question each. Six questions assess criterion C; five questions assess criterion D; and one question assesses
whether the endorsed symptoms have upset the child a lot and caused him or her problems at school, at home, or with
friends. All questions are answered yes or no.

Evidence of Reliability: Current psychometrics appear to be restricted to the adult version of the MINI. The interrater
reliability kappa for the PTSD module for adults is .95, and the test–retest kappa is .73 (Sheehan et al., 1998).

Evidence of Validity: The psychometrics for the adult version look good, with agreement between the adult clini-
cian rated MINI and the SCID-P (Spitzer, Williams, Gibbon, & First, 1990) diagnosis of PTSD, with a kappa of .78, a
sensitivity of .85, specificity of .96, a positive predictive value of .82, and a negative predictive value of .97 (Sheehan et
al., 1998).

Contact Information: Free download available online (after free registration) at www.medical-outcomes.com/
indexssl.htm.
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Missouri Assessment of Genetics Interview for Children (MAGIC; Reich & Todd, 2002)

Brief Description: MAGIC, a semistructured interview with a glossary for interpreting responses, is based on the
DSM-IV version of the DICA (Reich, 2000) and DICA-R (discussed earlier, this appendix). Unlike many interviews,
most skip patterns have been removed from the different diagnostic modules to allow complete information to be
gathered on the number of symptoms per diagnostic category, regardless of whether DSM-IV criteria are met for the
diagnostic category. Versions are available for children (MAGIC-C), adolescents (MAGIC-A), and parents about their
children (MAGIC-P). The initial question of the PTSD module asks whether the child has ever had something really
awful happen to him or her. Many example probes are provided for the interviewer. If the answer is no, the PTSD
module is skipped; otherwise, three questions attempt to establish criterion A2 (whether the child’s reaction was one
of terror, horror, or feeling completely helpless). A further question allows for a description of the child’s feelings in his
or her own words. Single questions are asked regarding four of the five DSM-IV symptoms of reexperiencing; three
questions are asked about feeling as if the event were recurring, flashbacks, and playing games or drawing pictures
about the event. Single questions are asked for six of the seven criterion C symptoms, and two questions are asked re-
garding feelings of detachment and restricted affect. Single questions are asked for four of the five criterion D symp-
toms, and two questions are asked about increased irritability and loss of temper. If at least one positive response is
given to questions regarding criteria B–D, an attempt is made to determine how soon after the traumatic event the
symptoms began, how long they lasted, and how much the symptoms have “interfered with her or his life” to assess
criteria E and F. Questions are then asked about how much the child had the endorsed symptoms prior to the event,
whether or not the child was taken to a doctor or counselor, or other professional because the parent was worried
about the child, and if so, who the child saw and whether any medication was prescribed. Then the parent is asked
whether he or she was worried about the child because of the event, whether the child stayed in his or her room be-
cause of the event, and whether the child ever attempted to “get out of doing things with the family” because of the
event. Responses are No (0), Sometimes/somewhat (1), and Yes (2). Sometimes is considered an endorsement of a
symptom for the PTSD module. Presence of symptoms is assessed for the past year and for the lifetime prior to the pre-
vious year. Age range: 9–17 for child and adolescent interviews, and for parents of children ages 7–17.

Evidence of Reliability: Although Todd, Joyner, Heath, Neuman, & Reich (2003) demonstrated good interrater
and test–retest reliability for several of the disorders assessed by MAGIC, the reliability of the PTSD module has yet to
be examined.

Evidence of Validity: Evidence of the validity of the PTSD module is currently unavailable.
Contact Information: Wendy Reich, PhD, Department of Psychiatry, Washington University in St. Louis School of

Medicine, 660 S. Euclid Ave., Campus Box 8134, St. Louis, MO 63110. Telephone: (314) 286-2263. E-mail:
Wendyr@twins.wustl.edu.

ADMINISTERED TO CARETAKER OR OTHER ADULTS

The Preschool Age Psychiatric Assessment (PAPA; Egger & Angold, 2004; Egger, Ascher, & Angold, 1999; Egger et al.,
2004)

Brief Description: The PAPA is a substantial rewrite of the CAPA for preschool-age children, which included
changing DSM-IV and ICD-10 criteria to better reflect experiences of younger children; symptoms and diagnoses were
included from the Diagnostic Classification of Mental Health and Developmental Disorders of Infancy and Early
Childhood, Revised Edition (CD:0–3R; Zero to Three, 2005); relevant items were added from other preschool mea-
sures not covered by the CAPA; appropriate changes were made to the family functioning and relationships sections;
and alternative diagnostic criteria for some disorders were used, among other changes. Alternate PTSD and reactive
attachment disorder diagnostic criteria were based on criteria suggested by Zeanah, Boris, and Scheeringa (Boris et al.,
1998; Scheeringa et al., 1995, 2001; Scheeringa & Zeanah, 1995). In the PTSD module, detailed information is gath-
ered regarding 21 changes in child’s behaviors, emotions, or relationships that might have occurred due to the event,
such as new fears or anxieties, increased crying, increased aggression, regression of toileting skills or language, and
changes in the interactions with others (Egger & Angold, 2004). Each symptom is rated for frequency, intensity, dura-
tion, and date of onset. If the caregiver indicates that at least one high-magnitude stressor has occurred in the child’s
life, and believes that experience is related to at least one symptom (new fears, separation anxiety, etc.), then the inter-
viewer asks the questions in the PTSD section. The PAPA includes the following sections: Family Structure and Func-
tion; Play and Peer and Sibling Relationships; Daycare/School Experiences and Behaviors; and Other Food-Related
Behaviors; Sleep Behaviors; Elimination Problems; Somatization; Accidents; Oppositional Defiant Disorder/Conduct
Disorder; Attention-Deficit/Hyperactivity Disorder; Separation Anxiety; Anxious Affect; Worries; Rituals and Repeti-
tions; Tics; Stereotypes; Reactive Attachment; Depression; Mania; Dysregulation; Life Events; PTSD; Disabilities; Pa-
rental Psychopathology; Marital Satisfaction; and Socio-Economic Status. Interviewers must have at least a bachelor’s
level degree. PAPA training requires 1–2 weeks of classroom work and 1–2 weeks of practice, including at least four
practice interviews. Didactic training on the glossary and interview methods is interspersed with role playing, taped
and live interviews, and feedback. Certification by a qualified PAPA trainer is required before using the PAPA in the
field. Age range: 3–6 years. Respondent: caregiver. Languages available: English and Spanish.

Evidence of Reliability: Test–retest kappa for PTSD diagnosis is .73 (Egger et al., 2004).
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Developmental Epidemiology Program, Duke University Medical Center, Attention: Juné

Rogers, DUMC Box 3454, Durham, NC 27710; Telephone: (919) 687-4686, extension 273. E-mail: jrogers@psy-
ch.duhs.duke.edu.
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APPENDIX 9.4. PTSD-Specific Measures for Children Ages 0–7

ADMINISTERED TO CHILD

Levonn: A Cartoon-Based Structured Interview for Assessing Young Children’s Distress Symptoms (Martinez & Richters,
1993; Richters, Martinez, & Valla, 1990). A version for preschool children has been devised by Shahinfar and colleagues
(2000; see the VEX scale in Appendix 9.1 for contact information)

Brief Description: Levonn is a 39-item, cartoon-based, structured interview of children’s distress symptoms based
on an earlier cartoon-based interview of general psychiatric symptoms, Dominique (Valla, 1989). The Dominique in-
terview was revised so that the main character, Levonn, represents an urban child. The new interview includes car-
toons of symptoms associated with PTSD, 2–3 sentence scripts are included for each cartoon, and the response format
was changed to three thermometers filled to varying degrees of mercury, indicating increasing levels of frequency. The
thermometers are labeled Never, Some of the time, and A lot of the time. Before administration of the PTSD interview,
children are taught how to use the thermometer response format correctly. Each cartoon is described by the inter-
viewer, after which children circle a thermometer to indicate how often they have felt like Levonn. On one page, for
example, the three thermometers take up the top one-third of the page. On the right half of the lower portion of the
page are three cartoons, laid out vertically one over the other. In the top cartoon, a frowning young boy, with a white
face, is shown in his pajamas walking away from a bed, somewhat slouched over, with his head slightly bent down.
The middle cartoon shows the boy, now dressed for school, walking, again slouched over, head bent, and frowning,
dragging a book bag along the ground. In the bottom cartoon, Levonn is again in pajamas, standing facing his bed,
head bent, and frowning. In the middle of the left bottom half of the page is the following script, which the interviewer
reads to the child being interviewed, “Here is Levonn feeling very sad for a whole day. He gets up in the morning feel-
ing sad, he feels sad all day, and he still feels sad at bedtime. How many times have you felt like Levonn?” (Martinez &
Richters, 1993, p. 26). The scale comprises four subscales measuring Depression, Anxiety/Recurring Thoughts, Sleep
Problems, and Impulsiveness. In the revised version for preschoolers (Shahinfar et al., 2000), the symptoms assessed
include sadness, lack of appetite, fear of going outside because of possible violence, intrusive traumatic memories, and
having nightmares. In a study of 155, primarily (98.8%) African American children between ages 3.5 and 4.5 years,
the authors carefully debriefed children after administering the revised Levonn (Shahinfar et al., 2000). They reported
that very few of the children indicated either verbally or behaviorally that they had been upset by the interview. A He-
brew version, with the main character named Sharon, exists (Raviv et al., 2001; see VEX, Appendix 9.1 for contact in-
formation).

Evidence of Reliability: Test–retest reliability over a 1-week period of the total was measured with Pearson’s corre-
lation, with r(22) = .81 among children in first and second grades (Martinez & Richters, 1993). Cronbach’s alphas
among 111 first and second graders in the same study were .78 for the 10-item Depression subscale, .84 for the 14-
item Anxiety/Intrusive Thoughts subscale, and .71 for the 7-item Depression subscale. The number of items in the
Impulsiveness subscale was not reported, nor was the subscale’s alpha. The alpha was not reported for the full scale.

Evidence of Validity: Among 111 children in the first and second grades (Martinez & Richters, 1993), the total
score correlated significantly with parent ratings of their children’s distress, as rated by the Checklist of Child Distress
Symptoms (CCDS—Richters & Martinez, 1990a; see Appendix 9.5). Correlations among the subscales ranged from
.64 to .85, which justified combining them into a total score. Scores on the Levonn correlated significantly (r(76) = .32,
p < .01) with parent reports of their child’s distress on the Parent Form of the CCDS (Richters & Martinez, 1990a; see
Appendix 9.5). Although parent–child agreement was significant for boys (r(38) = .41, p < .01), it was not significant
for girls (r(38) = .19, ns). However, because girls reported significantly more exposure to intrafamilial violence, the
agreement was assessed between just mother and daughters within families with levels of intrafamilial violence similar
to that reported in the boys’ families, and this agreement was significant (r(31) = .34, p < .05). Correlations between ex-
periences of violent victimization in the community and symptoms of distress as measured by the Levonn were signifi-
cant (r(31) =.28, p < .01). Children’s reports of witnessing violence in the community also correlated significantly with
their total scores on the Levonn (r(81) = .30, p < .01). Children’s reports of the frequency of seeing guns or drugs also
correlated significantly with total distress scores on the Levonn, regardless of where that occurred (r(81) = .30). In a
study of violent experiences among school-age (second- and fourth-grade) Israeli children (Raviv et al., 2001), the He-
brew version of Levonn correlated significantly with the Hebrew version of the VEX (see description in Appendix 9.1)
regardless of whether the violence was mild or severe, and whether the experience was as a victim, a witness, or seen
on TV, with correlations ranging from .24 (for mild violence on TV) to .46 (for victimization by mild violence). Small
but significant correlations were found between symptoms of distress (as measured by the preschool version of the
Levonn) and witnessing mild violence (r = .29, p < .05), victimization by mild violence (r = .22, p = .05), and witness-
ing severe violence per reports on the VEX (r = .25, p < .05; see Appendix 9.1; Shahinfar et al., 2000).

Contact Information: John E. Richters, PhD, Department of Human Development and Institute for Child Study,
University of Maryland, Benjamin Building, Room 4104, College Park, MD 20742. Telephone: (301) 405-7354. E-
mail: jrichter@nih.gov.

Posttraumatic Symptom Inventory for Children (PT-SIC; Eisen, 1997)

Brief Description: The PT-SIC (Eisen, 1997, cited in Stover & Berkowitz, 2005), a 30-item questionnaire that as-
sesses PTSD symptoms based on DSM-IV criteria, includes a checklist to screen for 11 high-magnitude stressors (e.g.,
car crashes, sexual abuse, witnessing or being a victim of community violence). Questions are addressed in two stages.
A child is first asked whether a symptom ever occurs. If he or she answers affirmatively, the child is asked to indicate
the frequency of such occurrences: A real lot—like everyday (scored 2) or Just sometimes (scored 1). Age range: 4–8
years.
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Evidence of Reliability: The full scale had an internal consistency alpha of .91 among 220 children ages 4–17, and a
test–retest kappa for diagnosis of .87. It is unclear how many of these children were under 6 years old (reported in
Stover & Berkowitz, 2005).

Evidence of Validity: The PT-SIC correlated .64 with the TSCC (Briere, 1996; see Appendix 9.5); however, the
TSCC is designed for use only with children age 8 years and older (reported in Stover & Berkowitz, 2005).

Contact Information: M. L. Eisen, PhD, Department of Psychology, California State University, 5151 State Univer-
sity Drive, Los Angeles, CA 90032-8227. Telephone: (323) 343-5006. E-mail: meisen@calstatela.edu.

ADMINISTERED TO CARETAKER OR OTHER ADULTS

Pediatric Emotional Distress Scale (PEDS; Saylor et al., 1999)

Brief Description: Although the 21-item PEDS was designed to assess behaviors theoretically and empirically asso-
ciated with trauma in children, it does not assess DSM-IV criteria for PTSD. However, it has been used successfully to
assess the responses of children ages 2–7 to traumatic events (Saylor et al., 1999; Spilsbury, Drotar, Burant, Flannery,
Creeden, & Friedman, 2005; Stokes, Saylor, Swenson, & Daugherty, 1995; Swenson, Saylor, Paige Powell, Stokes,
Foster, & Belter, 1996). The scale’s first 17 items form three subscales: Anxious/Withdrawn, Fearful, and Acting Out.
The sum of these 17 items produces an overall distress score. The additional four items are questions about the child’s
communication relative to the event or avoidance of reminders of the event. For each item, the frequency of the behav-
ior is rated on a 4-point scale, ranging from Almost never to Very often. Saylor and colleagues (1999) found that to
maximize discrimination between traumatized and nontraumatized children, cutoff scores for the PEDS and its sub-
scales were best adjusted according to the mother’s education. Thus, although a PEDS total greater than 27.5 ap-
peared to provide the best sensitivity/specificity trade-off, for mothers with a high school education or less, a PEDS to-
tal of 16.5 provided the best cutoff; for mothers with some college or an Associate’s degree, the best cutoff was 23.5,
and for mothers with a Bachelor’s degree or higher, the best cutoff was 36.5. Similar cutoffs for the subscales, overall
and adjusted for the mothers’ education, are presented in Saylor and colleagues (1999). Overall, the use of such ad-
justed cutoffs allowed “78% of the cases to be correctly classified, with a false positive rate of 9.5% and a false nega-
tive rate of 12.5%” (p. 77). Administration time: 5–8 minutes.

Evidence of Reliability: Among a sample of parents of 475 children ages 2–10, Saylor and colleagues (1999) re-
ported an internal consistency alpha of .85 for the 17-item PEDS total, and alphas of .72 for the Fearful subscale, .74
for the Anxious/Withdrawn subscale, and .78 for the Acting Out subscale. Interrater reliability correlation between
mothers’ and test–retest fathers’ ratings was .65 for the total, .47 for the Fearful subscale, .58 for the Anxious/With-
drawn subscale, and .64 for the Acting Out subscale. Over a 6- to 8-week test–retest period, scores for the two time
periods correlated .56 for the total, .55 for the Fearful subscale, .58 Anxious/Withdrawn subscale, and .61 for the
Acting Out subscale. In a sample of 383 children ages 2–7 years who received services from the Children Who Witness
Violence Program of Cuyahoga County, Ohio, which provides mental health services to children who have witnessed
domestic violence, assault, or other violent and traumatic events, exploratory and confirmatory factor analysis sug-
gested the PEDS may actually be better conceived of as a having a two-factor structure, with an Act Out factor and an
Internalize factor (see discussion in section on validity of evidence for this measure for more detail; Spilsbury et al.,
2005). Cronbach’s alpha was .80 for the revised total 13-item version, .80 for the Internalize subscale, and .82 for the
Act Out subscale.

Evidence of Validity: Children exposed to a Class IV hurricane 14 months earlier scored significantly higher on
overall behavioral problems, anxiety, and withdrawal than did children who had no known history of exposure to
natural disaster (Swenson et al., 1996). In another study (Stokes et al., 1995), children with a history of negative life
events or exposure to high-magnitude stressors scored significantly higher than those with no known trauma on the
total PEDS and the Acting Out, Anxious/Withdrawn, and Fearful factors. Moreover, children evaluated due to allega-
tions of sexual abuse scored significantly higher than the other groups on the total and all subscales. Evidence of con-
vergent and discriminant validity in Saylor and colleagues’ (1999) study was indicated by significant correlations be-
tween the PEDS total (.62) and Acting Out (.86), Anxious/Withdrawn (.42), and Fearful (.32) subscale scores, with
scores on the Eyberg Child Behavior Inventory (Eyberg & Ross, 1978). The Reaction Index (Frederick, 1985b) corre-
lated with the total PEDS (.62), and the Anxious/Withdrawn (.62) and Fearful (.59) subscales, but was not signifi-
cantly correlated with the Acting Out subscale. Spilsbury and colleagues (2005), in a confirmatory factor analysis on
383 children ages 2–7, found that the three-factor solution could not be satisfactorily reproduced. Therefore, the sam-
ple was split in half, and an exploratory factor analysis was conducted on half the sample. Four items failed to load on
any factor and were removed from further consideration: “Acts younger than used to for age,” “Has trouble going to
bed/falling asleep,” “Clings to adults, doesn’t want to be alone,” and “Refuses to sleep alone.” The final solution
comprised two factors, one of which replicated Saylor and colleagues’ (1999) Acting Out factor, except for the addi-
tion of one item: “Cries without good reason.” The second factor, labeled Internalize, combined items from the origi-
nal two factors of Anxious/Withdrawn and Fearful. A confirmatory factor analysis of the modified two-factor struc-
ture on the other half of the sample showed fairly good fit. Convergent and discriminant validity of the two factors
was demonstrated by showing that they correlated differently with different subscales of the Revised Behavior Prob-
lem Checklist (RBPC; Quay & Peterson, 1996): The PEDS modified Acting Out factor correlated .21 with the RBPC
Anxiety/Withdrawal T-score, .73 with the Conduct Disorder T-score, and .52 with Socialized Aggression, whereas the
PEDS modified Internalize factor correlated .57, .18, and .21, respectively, with these RBPC subscales, and no signifi-
cant correlations were found between either the PEDS modified factor or conceptually unrelated RBPC factors. Small
but significant differences were found by gender, ethnicity, and chronicity of the violence in some of the revised PEDS
scores. In a subsample of 192 children, both a caregiver and a mental health specialist completed the 17-item PEDS.
Correlations between the two ratings were significant, ranging from .46 to .63, indicating good interrater reliability of
the measure.
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Contact Information: Conway F. Saylor, PhD, Department of Psychology, The Citadel, 171 Moultrie Avenue,
Charleston, SC 29409. The items of the PEDS are listed in a table in Saylor and colleagues (1999).

Posttraumatic Stress Disorder Semistructured Interview and Observational Record for Infants and Young Children
(PSDSIORIYC; Scheeringa & Zeanah, 1994)

Brief Description: The PSDIORIYC, a 37-item semistructured interview for the parent or guardian of infants or
young children (generally 0–3 years of age) based on the authors’ suggested alternate criteria for PTSD in preschool
children (Scheeringa et al., 2003), has also been incorporated in both the Research Diagnostic Criteria for Infancy and
Preschool (RDC:IP; Task Force on Research Diagnostic Criteria: Infancy and Preschool, 2003) and the Diagnostic
Classification of Mental Health and Developmental Disorders of Infancy and Early Childhood: Revised Edition
(DC:0–3R; Zero to Three, 2005). Both the RDC:IP and DC:0–3 slightly amend the DSM-IV overall criteria for PTSD,
still requiring that both A1 and A2 criteria, one symptom of reexperiencing, but only one or more symptom of avoid-
ance or numbing, and two symptoms of overarousal be met. The interviewer first asks the parent or guardian whether
the preschooler or infant has been exposed to one of seven different high-magnitude stressors—an automobile acci-
dent or plane crash, an attack by a large animal, other man-made disasters, experiencing or witnessing a natural disas-
ter, witnessing another person being violently abused, physical or sexual abuse—or ever accused someone of physical
or sexual abuse. The parent or guardian is given an opportunity to identify an eighth possible high-magnitude stressor.
The date of each event described is noted, along with a brief description. For each event, parents or guardians are
asked whether the event was traumatic for the preschooler or infant, and whether the child’s response was apparent
intense fear, helplessness, horror, or disorganized or agitated behavior. Six questions are then asked about symptoms
of reexperiencing, seven about symptoms of avoidance or numbing, and five about overarousal. Questions regarding
four associated symptoms are asked next: loss of acquired developmental skills, new fears, new separation anxiety,
and new aggressive behaviors. The parent or guardian is then asked whether the child has been bothered by most of
his or her symptoms for as long as 1 month. Finally, five questions address the child’s functioning in the family, among
peers, at school, with caregivers, and whether the symptoms upset the child. Possible responses to the questions assess-
ing criteria A–D are No, Possibly, and Yes relative to the symptom’s presence. Possible responses for the final five
questions on functioning are A lot of the time, Some of the time, and Hardly ever or none of the time. The interview
with the caretaker is conducted with the child in the room. Observing the child’s behavior during the interview allows
the interviewer to include the child’s behavior in scoring the interview. Interviewer training required: A high degree of
clinical skill is required. Languages available: English, German, Hebrew.

Evidence of Reliability: Mean interrater reliability kappa among four raters of 12 children younger than 48 months
for the individual symptoms was .67 (Scheeringa & Zeanah, 2003). Kappas ranged from .81 to 1.00 for the symptom
clusters. The mean kappa for PTSD diagnosis was .75.

Evidence of Validity: Scheeringa and Zeanah (2003) compared 62 traumatized children ages 20 months through 6
years with 63 healthy control children of the same age. Mean duration between the traumatic experience and assess-
ment was 11.3 months, with a median of 7.5 months and a 2- to 52-month range. The authors judged that requiring
three symptoms of avoidance was too strict a criterion for this age group, and revised this criterion to just one symp-
tom of avoidance to diagnose PTSD. With this revision, 26% (16) of the 62 traumatized children were diagnosed with
PTSD, leaving 46 traumatized children with no PTSD. The PTSD group had significantly higher rates of separation
anxiety disorder (SAD) and oppositional defiant disorder (ODD) and scored higher on the CBCL Internalizing and to-
tal scales compared to the trauma/no-PTSD group. The PTSD group scored higher on 9 of 11 comorbid conditions.
Within the traumatized group, regardless of PTSD diagnosis, younger children (1–3 years) exhibited more symptoms
of reexperiencing than older children (4–6 years). They also manifested more symptoms of PTSD, SAD, major depres-
sive disorder, and higher Internalizing, Externalizing, and total scores on the CBCL. These children were followed up
for at least 2 years (Sheeringa et al., 2005); at the 2-year follow-up assessment, of the 16 children diagnosed with
PTSD at time 1 using the PSDSIORIYC, 8(50%) were diagnosed with PTSD 2 years later with the DISC (Shaffer et al.,
1988; see Appendix 9.3), whereas 8.7% of the non-PTSD group received a PTSD diagnosis at the 2-year follow-up.
Age range: 3–5 years.

Contact Information: Michael Scheeringa, MD, 1440 Canal Street, TB52, New Orleans, LA 70112. Telephone:
(504) 588-5402. E-mail: mscheer@tulane.edu.

PTSD Symptoms in Preschool-Age Children (PTSD-PAC; Levendosky, Huth-Bocks, Semel, & Shapiro, 2002)

Brief Description: The PTSD-PAC is an 18-item questionnaire completed by caregivers, based on the DSM-IV
PTSD criteria and with additional, young-child-focused questions based on the PSDSIORYC (Scheeringa & Zeanah,
1994; see this appendix). The first 5 items assess symptoms of DSM-IV criterion B; the next five assess criterion C; and
the final eight items assess criterion D. Caregivers indicate the Presence or Absence of each symptom. The items are
listed in Levendosky and colleagues (2002, Table 1).

Evidence of Reliability: Internal consistency alpha was .79 for the full scale (Levendosky et al., 2002).
Evidence of Validity: The PTSD-PAC did not correlate with CBCL post hoc “PTSD” scale (Achenbach, 1991a; the

CBCL post hoc “PTSD” scale was created by Wolfe, Gentile, & Wolfe, 1989), perhaps because the so-called “PTSD”
scale of the CBCL may actually measure general dysphoria more than PTSD. This possibility is supported by the fact
that mothers’ kinds of domestic violence experiences were significantly correlated with scores on the PTSD-PAC. Total
scores ranged from .38 for “mild violence” experiences to .55 for threats of violence (although they were only .39 with
sexual violence). Scores on the Reexperiencing (criterion B) subscale ranged from .45 for exposure to “mild violence”
to .61 for exposure to threats of violence (.50 with sexual violence). Scores on the Hyperarousal (criterion D) subscale
correlated significantly with three of the four types of domestic violence experiences assessed in the study, with corre-
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lations ranging from .27 with experiences of sexual violence to .50 with threats of violence. This subscale was not sig-
nificantly correlated (.20) with experiences of “severe violence,” although this may have something to do with the
small sample size (62 children). On the other hand, the Avoidance (criterion C) subscale did not correlate significantly
with any of the four types of the mothers’ domestic violence experiences.

Contact Information: Alytia A. Levendosky, PhD, Department of Psychology, Michigan State University, 107C Psy-
chology Building, East Lansing, MI 48824. Telephone: (517) 353-6396. E-mail: levendo1@msu.edu.

Trauma Symptom Checklist for Young Children (TSCYC; Briere, 2000)

Brief Description: The TSCYC, a 90-item caretaker report, may be used for children ages 3–12. Each symptom
is rated on frequency of occurrence in the last month on a 4-point scale, from Not at all (1) to Very often (4). It
contains eight subscales: Posttraumatic Stress–Intrusion (PTS-I), Posttraumatic Stress–Avoidance (PTS-AV), Post-
traumatic Stress–Arousal (PTS-AR), Sexual Concerns (SC), Dissociation (DIS), Anxiety (ANX), Depression (DEP),
and Anger/Aggression (ANG). A total Posttraumatic Stress scale is created by summing the PTS items. Unlike the
Trauma Symptom Checklist for Children (TSCC; Briere, 1996a, 1996b; see Appendix 9.5), the TSCYC is capable
of offering a possible diagnosis of PTSD and includes a scale of the validity of the caretaker report response level
(RL), a measure of the tendency to endorse very unusual and unrelated behaviors, and atypical response (ATR), a
measure of the tendency to deny even normal, minor problematic behavior in one’s child. It also contains an item
that asks, “On average, how many hours do you spend in the same place (for example, at home) with him or her
each week, not counting when he or she is asleep?” which is rated on a scale from 1 (0–1 hour) to 7 (Over 60
hours). Examples of items on the TSCYC are looking sad, bad dreams or nightmares, living in a fantasy world,
pretending to have sex, drawing pictures about an upsetting thing that happened to him or her, and throwing
things at friends or family members. The English version of the scale has recently been tested with 750 children,
which allows for the calculation of standard T-scores to be computed based on the age and gender of the child.
So children’s scores can be compared to normative scores, although the manual states that the normative sample
included only 149 children (3- to 4-year-olds), so using the TSCYC to diagnose PTSD with this age group is not
appropriate. Languages available: English and Spanish.

Evidence of Reliability: Among a sample of 219 children ages 3–12 (M = 7.1 ± 2.6; 62.8% girls; 38% European
American, 27.8% Hispanic, and 25.4% African American) internal consistency alphas were .87 for the total score,
and .82 for the PTS-I, .85 for the PTS-AV, .93 for the PTS-AR, .93 for the PTS-Total, .81 for the SC, .86 for the ANX,
.84 for the DEP, .91 for the DIS, and .91 for the ANG subscales (Briere, 2000; Briere et al., 2001). For the validity
scales, alpha was .73 for the RL but only .36 for the ATR.

Evidence of Validity: Gilbert (2004, as cited in Stover & Berkowitz, 2005) found that the subscales had significant
correlations, ranging from .55 to .82 with several other parent reports. The TSCYC ANX and DEP subscales corre-
lated most strongly with the CBCL (Achenbach, 1991a) Anxiety–Depression subscale. The TSCYC ANG subscale
correlated most strongly with the CBCL Aggression subscale. The TSCYC SC scale correlated most strongly with
Friedrich’s (1998) Child Sexual Behavior Inventory (CSBI). The TSCYC DIS scale was most strongly correlated with
the Child Dissociation Checklist (CDC; Putnam, Helmers, & Trickett, 1993). Finkelhor and colleagues (2005) found
that among 1,026 parents of young children ages 2–9 years, assessed in a national survey, most of the single items and
all of the subscale totals of their measure of victimization in young children, the JVQ-CPR (see Appendix 9.1), corre-
lated significantly with the TSCYC ANX, DEP, and ANG subscales. In a sample of 219 children being seen by thera-
pists for abuse (Briere, 2000; Briere et al., 2001), hierarchical multiple regression analyses, which adjusted for chil-
dren’s age, gender, and ethnicity, indicated that childhood sexual abuse was associated with ratings of PTS-I, PTS-AV,
PTS-Total, and SC on the TSCYC. Childhood physical abuse was related to PTS-I, PTS-AR, PTS-Total, and DIS. Wit-
nessing domestic violence was related to PTS-I, PTS-AV, PTS-AR, PTS-Total, and negatively with SC.

Contact Information: John Briere, PhD, Department of Psychiatry and the Behavioral Sciences, Keck School of
Medicine, University of Southern California, IRD Building, 2020 Zonal Avenue, Los Angeles, CA 90033. E-mail:
info@johnbriere.com.

APPENDIX 9.5. PTSD-Specific Measures for Children Ages 7–18

ADMINISTERED TO CHILD

Checklist of Children’s Distress Symptoms, Child Form (CCDS; Martinez & Richters, 1993; Richters & Martinez, 1990a)

Brief Description: The CCDS is a 28-item, self-report scale that asks questions associated with traumatic responses
to high-magnitude stressors. Questions examine anxiety, memory problems, sleeping problems, self-esteem, school
performance, and feelings of depression, isolation, or hopelessness. Responses are rated on a 1- to 4-point scale, rang-
ing from Never (1) to A lot of the time (4). The CCDS comprises two subscales measuring Depression and Anxiety, but
the two subscales’ high correlation (.64) justifies combining them for the total score. Age range: 10 years and older.

Evidence of Reliability: Among 54 fifth and sixth graders, Cronbach’s alphas for the Depression subscales and
Anxiety were .71 and .72, respectively.

Evidence of Validity: Parents reported significantly lower levels of child distress than was reported by their children
on both the Depression and Anxiety subscales, as well as on many of the individual items (Martinez & Richters,
1993). Agreement between parents and their daughters was nonsignificant (r(17) = .06), whereas agreement between
parents and their sons was significant, moderately high, and negative (r(18) = –.56), which the authors note was not at-
tributable to outliers (p. 30). They suggest that the negative correlation may be attributable to a tendency of the boys
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to deny their symptoms, at least in part. At the same time, children’s reports of exposure to stressors were significantly
correlated with their CCDS scores, whether they were themselves victims of community violence (r(37) = .37) or wit-
nessed it (r(37) = .39), or witnessed violence in the home (r(37) = .33).

Contact Information: John E. Richters, PhD, Department of Human Development and Institute for Child Study,
University of Maryland, Benjamin Building, Room 4104, College Park, MD 20742. Telephone: (301) 405-7354. E-
mail: jrichter@nih.gov.

Child and Adolescent Trauma Survey (CATS—March, Amaya-Jackson, Terry, et al., 1997; March et al., 1998)

Brief Description: This 12-item, paper-and-pencil self-report measure is modeled on the CPTS-RI (see below,
this appendix) and the Multidimensional Anxiety Scale for Children (MASC; March, Parker, Sullivan, Stallings, &
Conners, 1997). It assesses DSM-IV PTSD symptomatology (March, Amaya-Jackson, Terry, et al., 1997; March et
al., 1998). This measure has also been referred to as the Kiddie Posttraumatic Symptomatology Scale (March,
1999) and the Self-Reported Posttraumatic Symptomatology scale (SRPTS; March, Amaya-Jackson, Terry, et al.,
1997). The CATS is currently undergoing further psychometric testing, and its final form is not yet determined.
The CATS first assesses exposure to high-magnitude stressors (13 were included in the original version), which in-
cludes witnessing stressful events. Children and adolescent respondents are asked how often they experienced each
symptom during the last month, using a 4-point Likert scale—Never, Rarely, Sometimes, or Often. Each DSM-IV
PTSD criterion variable is represented by at least two questions (March, Amaya-Jackson, Terry, et al., 1997). A
total score of 27 or above on the CATS is considered a clinically significant level of PTSD (Suliman, Kaminer,
Seedat, & Stein, 2005), but PTSD diagnosis is not possible with the CATS (March, Amaya-Jackson, Terry, et al.,
1997).

Evidence of Reliability: The CATS reportedly has excellent internal and test–retest reliability, but the actual values
have not been published (March et al., 1998). However, Cronbach’s alphas among 176 children and adolescents ages
8–17 (M = 11.8 years) within 1 month of a recent injury or intensive care unit admission (thus, not yet eligible for a
PTSD diagnosis) were .84 at first administration, and then .82 among 146 of the young patients contacted 3 months
later (Kassam-Adams, 2006).

Evidence of Validity: Among a sample of 1,327 children and adolescents in the fourth through ninth grades in
Hamlet, North Carolina, where an industrial fire at a local chicken-processing plant caused loss of life among family,
friends, and/or neighbors, factor analysis supported a three-factor solution (n = 1,327), with factors associated with
symptoms of reexperiencing, avoidance, and hyperarousal (March, Amaya-Jackson, Terry, et al., 1997). An expected
fourth factor, numbing, was highly correlated with the reexperiencing factor (.94), so the two factors were merged.
Avoidance and reexperiencing were strongly correlated (r = .64), and hyperarousal was weakly correlated with
reexperiencing/avoidance (.105). Thus, three subscales emerged from the factor analysis. The items were submitted to
an item response theory (IRT)–model analysis, which allowed each item to be weighted optimally to reflect the do-
main of interest. In the “IRT analyses, information regarding reexperiencing/avoidance clustered at the high or ‘symp-
tomatic’ end of the distribution of the latent PTS variable. In contrast, hyperarousal followed a bimodal distribution
. . . [with] most of the ‘information’ in the hyperarousal questions [coming] from those with and without hyperarousal
(an inverted U-shaped curve). If present, hyperarousal suggested PTS; if absent, it predicted no PTS as marked by
reexperiencing/avoidance, but the effect was weak enough to be a distinction without a difference” (p. 1082). The IRT
analysis suggested a T-score ≥ 65 on the reexperiencing factor indicative of PTS. Using this analysis, 9.7% of the chil-
dren met criteria for PTSD, while 11.9% met PTSD DSM-III-R criteria. Agreement between the IRT and DSM-III-R
criteria was moderate (kappa = .56), and the difference between the two methods was significant (McNemar’s chi-
square [1, 1015] = 5.56, p < .018). Increasing exposure to victims of the fire strongly predicted increased risk for post-
traumatic stress symptomatology as assessed by the CATS. When an IRT-derived T-score > 65 was used to classify
children as positive for posttraumatic stress, 3.0% of the children not exposed to the fire, 10.5% of the visually ex-
posed, 15.8% of those with a friend or relative involved, and 30.4% with both visual and friend/relative exposure rose
above the cutoff score (F(3,1019) = 35.15, p < .001; March, Amaya-Jackson, Terry, et al., 1997). The CATS has been
demonstrated to be responsive to change (in the total score and in each subscale) over time due to an effective cogni-
tive-behavioral treatment intervention (March et al., 1998). The CATS correlated significantly (.77) with the ASC-
Kids (Kassam-Adams, 2006; see Appendix 9.7), a measure of ASD.

Contact Information: John March, PhD, Department of Psychiatry, DUMC Box 3527, Durham, NC 27710. Tele-
phone: (919) 416-2400. E-mail: jsmarch@acpub.duke.edu.

Childhood PTSD Interview—Child Form (Fletcher, 1996b, 1996c)

Brief Description: The Childhood PTSD Interview—Child Form is a semistructured interview of the child that al-
lows the interviewer to assess DSM-III-R (APA, 1987) and DSM-IV criteria and to make a diagnosis. It contains items
that allow the interviewer to rate the child’s willingness to describe the stressor(s), to indicate whether there is evidence
that the events did not occur or that the child misperceived or described details inaccurately, and to rate how well the
child’s description of the event(s) matches that of the caregiver. Fifty-seven questions assess DSM-III-R PTSD criteria
A–D. Four questions assess criterion A. Four questions assess the first symptom of criterion B (B1), three assess B2,
four assess B3 (two of which ask for clarification of endorsed questions), and three assess B4. Five questions assess C1;
three assess C2; one question assesses C3, with a follow-up question, if the first is answered in the negative (both re-
quire elaboration for positive responses); three assess C4 (with elaboration required for positive responses); three as-
sess C5, two questions and a rater question regarding possible flat affect of the child assess C6; and 6 questions assess
C7 (because C7 concerns a sense of foreshortened future, and few studies support the presence of this symptom in
children, the author believes these six questions can be skipped). Two questions, with required elaborations for posi-
tive responses, assess D1; two questions, one of which is a follow-up question to establish changed behavior since ex-
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posure to the stressor assess D2; four questions assess D3; four questions assess D4; and two questions assess D5. Two
questions assess complaint of physiological reactions, which is D6 according to DSM-III-R, and B5 according to
DSM-IV. An optional, additional 28 questions assess associated symptoms. Interviewers may choose to ask some, all,
or none of these questions. Five questions assess symptoms of anxiety (three require elaboration for positive re-
sponses, and one asks the rater to indicate whether breathing problems may be due to asthma). Three questions assess
symptoms of depression. Two questions, with required elaboration for positive responses, assess indications of
whether the child perceives certain prestressor events as omens. Two questions, with required elaboration for positive
responses, assess symptoms of survivor guilt. Two questions, with required elaboration for positive responses, assess
symptoms of guilt or self-blame. The interviewer is asked to indicate to what extent the child actually might be consid-
ered to have some responsibility for events. Two questions, with required elaboration for positive responses, assess in-
dications of fantasy denial. Three questions, two with required elaboration for positive responses, assess possible self-
destructive or suicidal thoughts and behaviors. Four questions assess symptoms of dissociation. Three questions assess
antisocial behavior. Two assess risk-taking behavior, and two assess changed eating habits. Age range: 7 or 8+, de-
pending on the child’s cognitive abilities. Items are answered Yes or No. Don’t knows are allowed on many questions
and are scored as No.

Evidence of Reliability: Cronbach’s alpha = .91 for the full PTSD section of the interview, with alphas = .52 for the
four questions of criterion A, .80 for criterion B, .76 for criterion C, and .78 for criterion D (Fletcher, 1996b).

Evidence of Validity: The interview correlated significantly with other measures of childhood PTSD: .87 with the
When Bad Things Happen scale (see this appendix), .69 with the Childhood PTSD Interview—Parent Form (see this
appendix), .60 with the Parent Report of the Child’s Reaction to Stress (see this appendix), and .52 with an ad hoc
CBCL PTSD scale. It correlated significantly (.40) with the total number of lifetime stressors the parent indicated the
child had experienced, .53 with the parent’s ratings of the child’s stressful reactions to those events, and .77 with an as-
sessment of the potentially traumatizing dimensions of the immediate stressor(s) for which the child’s reactions were
being assessed, according to the DOSE scale (see Appendix 9.2). The interview also correlated significantly with the
Internalizing score of the CBCL (.40) but not the Externalizing score (.31), and it correlated significantly with the fol-
lowing CBCL subscales: Anxiety (.48), Thought Problems (which include obsessing on certain thoughts, problems
concentrating, repetition of certain acts, and staring blankly; r = .60), Somatic Complaints (.39), Attention Problems
(.39), and Social Problems (.49) (Fletcher, 1996b). The fact that the interview’s correlations with other PTSD measures
are all higher than its correlations with measures of other problems indicates its discriminant validity. Scores differen-
tiated between traumatized and nontraumatized children (Fletcher, 1996b). Sensitivity in identifying probable cases of
traumatized children, as assessed by the DOSE was 75%, and specificity was 90% (Fletcher, 1996b).

Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

Child Posttraumatic Stress Reaction Index and Additional Questions (CPTS-RI—Frederick, Pynoos, & Nader, 1992; also
known as the PTSD—Reaction Index and the Child PTSD—Reaction Index)

Brief Description: The CPTS-RI has been administered in several different forms. However, the primary version is a
20-item scale that assess some, but not all, of the DSM-IV PTSD symptoms from each of the three core criteria B–D
and two associated features (guilt and regression). 11 Additional Questions have been added (Nader, 1999). Response
format is 5-point, Likert-like frequency ratings for each symptom, from None (0) to Most of the time (4). DSM diag-
nosis of PTSD is not possible directly, although several studies have attempted to divide the symptoms into criteria B–
D and dichotomize the 5-point response categories to provide provisional information on possible diagnostic caseness.
Designed as a semistructured interview, the CPTS-RI has been used as a paper-and-pencil, self-report measure as well.
The authors recommend using the three following thresholds: A total score of 12–24 indicates a mild level of PTS re-
action; 25–39 indicates a moderate level; 40–59, a severe level; and 60+, a very severe level. A revised version has been
created, the UCLA PTSD Index for DSM-IV (Pynoos et al., 1998; see this appendix). Another revision is being under-
taken by Nader and Fletcher. Age range: 7–17 years. Languages available: English, Canadian French, Croatian, Ku-
waiti Arabic, Norwegian, Vietnamese. Administration time: 20–45 minutes to administer and score (Ohan et al.,
2002).

Evidence of Reliability: Pynoos and colleagues (1987) reported Cronbach’s alphas for three subscales of
Reexperiencing/Numbing, Fear/Anxiety, and Concentration/Sleep that ranged from .69 to .80. Cronbach’s alphas for
the total scale = .78 (Nader et al., 1993), .83 (Lonigan et al., 1991), and .89 (Vernberg, La Greca, Silverman, &
Prinstein, 1996), respectively. Interrater reliability has been measured at a kappa of .89 (Nader, Pynoos, Fairbanks, &
Frederick, 1990). Test–retest reliability over a 1-week period was .93 (Nader et al., 1990).

Evidence of Validity: The CPTS-RI correlated significantly (.51) with the Clinician-Administered PTSD Scale for
Children and Adolescents (CAPS-CA; Carrion, Weems, Ray, & Reiss, 2002; see this appendix), .72 with the UCLA
PTSD Index for DSM-IV (Pynoos et al., 1998; see this appendix), .84 with the When Bad Things Happen Scale
(Fletcher, 1996g) and .80 with the Child PTSD Symptom Scale (CPSS; Foa et al., 2001; see this appendix). Factor anal-
ysis revealed three factors: Reexperiencing/Numbing, Fear/Anxiety, and Concentration/Sleep Problems (Pynoos et al.,
1987). Level of exposure to or dosage of high-magnitude stressors has been repeatedly demonstrated to be correlated
significantly with scores on the CPTS-RI (Nader et al., 1993; Rossman et al., 1997; Thabet & Vostanis, 1999). Levels
of exposure to war-related experiences among children in Kuwait (Nader et al., 1993), as measured by the EQ (Nader,
1993, 1999; see Appendix 9.2) were correlated .38 with the total CPTSD-RI, .29 with the Reexperiencing subscale,
.31 with the Avoidance subscale, and .36 with the Overarousal subscale.

Contact Information: Kathleen Nader, MSW. Fax: (512) 219-0486. E-mail: measures@twosuns.org. Robert
Pynoos, MD, Trauma Psychiatry Service, University of California at Los Angeles, 300 UCLA Medical Plaza, Los An-
geles, CA 90024. E-mail: rpynoos@npih.medsch.ucla.edu.
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Child PTSD Symptom Scale (CPSS; Foa, Johnson, Feeny, & Treadwell, 2001)

Brief Description: The CPSS is based on the Posttraumatic Diagnostic Scale (Foa et al., 1997), a measure of PTSD
in adults. The language of the adult scale was modified to be more appropriate for children. The 26-item scale includes
2 items assessing criterion A, 17 items assessing criteria B–D, and 7 items assessing criterion F, disruption of function-
ing. Children and adolescents are asked to indicate how often the 17 PTSD symptoms bothered them in the past
month, with responses of Not at all (0), Once a week or less (1), 2 to 4 times a week (2), and 5 or more times a week
(3). Children indicate whether their symptoms cause them difficulty in each of the following seven areas of function-
ing: prayers, chores and duties, relationships with friends, fun and hobbies, schoolwork, relationships with family,
and general happiness with life. The seven questions about daily functioning are scored as either Absent (0) or Present
(1). Age range: 8–18 years. Administration time: 15 minutes.

Evidence of Reliability: Psychometrics were assessed in a sample of 75 school-age children and adolescents ages 8–
15 years (M = 11.8 years; 49% girls, 89% European American, in grades 3 through 8) 25 months after the 1994
Northridge, California, earthquake. Children were asked about their reactions to that event (Foa et al., 1997). All
children lived within 3 miles of the epicenter of the earthquake and were asleep when it struck at 4:31 in the morning.
Their homes sustained moderate to severe earthquake damage, the region was without water or electricity for 3 or
more days, 30% of the children were displaced from their homes, and their school was condemned for more than 8
months. The scale and the other measures used in the study were read aloud to groups of 6–8 children. Cronbach’s
alphas were .89 for the total of the 17 PTSD criterion B–D items, .80 for reexperiencing, .73 for avoidance, and .70 for
overarousal. The CPSS was readministered to 65 of the children and adolescents 1–2 weeks after the first administra-
tion. The test–retest reliability of PTSD symptom diagnosis according to the CPSS was moderate, with a kappa of .55.
Percentage of agreement between the two time points was 84%. It is unclear what kind of reliability coefficients were
used to report the test–retest reliability of the PTSD symptom severity scores, but they appear to have been Pearson
correlations, with coefficients of .84 for the total score, .85 for reexperiencing, .63 for avoidance, and .76 for
overarousal. The internal consistency alpha for the seven functional impairment items was .35, but when one item
that was not related to the other items, “general happiness with life,” was removed, the alpha for the remaining six
items was .89. The test–retest coefficient for the total functional impairment score was .70. It is unclear whether this
included all seven items or only the six that contributed to the internal consistency of this measure.

Evidence of Validity: The CPSS correlated .80 with the CPTSD-RI, demonstrating good convergent validity (Foa et
al., 1997). When scored according to DSM-IV PTSD criteria, 24% of the children reported scores consistent with a
PTSD diagnosis. Setting a cutoff score of 11 or higher on the CPSS as an indication of extreme distress yielded 95%
sensitivity and 96% specificity when compared to the CPTSD-RI high-distress category. Of the children identified as
having high PTSD scores on the CPTSD-RI, 70% met criteria for a PTSD diagnosis per the CPSS, and 17% of the chil-
dren scoring low on the CPTSD-RI met PTSD criteria per the CPSS. The CPSS correlated .58 with the Depression Self-
Rating Scale for Children (Birleson, 1981) and .48 with the MASC (March et al., 1997), demonstrating discriminant
validity, because these correlations are substantially smaller than that with the CPTSD-RI. Functional impairment
scores correlated .42 with the total of 17 PTSD items, .37 with reexperiencing, .39 with avoidance, and .36 with
overarousal. Those children who met DSM-IV PTSD criteria per the CPSS also reported significantly more functional
impairment than those who did not. Of those who met DSM-IV PTSD criteria per the CPSS, 70% endorsed at least
one functional impairment item, whereas only 14% of those who did not meet PTSD criteria endorsed at least one
functional impairment item.

Contact Information: Edna Foa, PhD, Center for the Treatment and Study of Anxiety, Department of Psychiatry,
University of Pennsylvania School of Medicine, 3535 Market Street, Sixth Floor, Philadelphia, PA 19104-3309. Tele-
phone: (215) 746-3327. E-mail: foa@mail.med.upenn.edu.

Children’s Revised Impact of Event Scale (13 items) (CRIES-13; Children and War Foundation, 1998)

Brief Description: The CRIES-13 is based on one of the first adult measures of PTSD, the Impact of Event Scale
(IES; Horowitz et al., 1979), which comprises 13 items that assess symptoms of reexperiencing and avoidance or with-
drawal (DSM-IV criteria B and C). Although it was not designed to be used with children, it has been fairly successful
in several studies of traumatized children age 8 and older. However, two large studies (the Yule [1992, 1997; Yule, Ten
Bruggencate, & Joseph, 1994] study of 334 adolescent survivors of the Jupiter disaster and the Dyregrov, Kuterovac,
& Barath [1996] study of traumatized children in Croatia) found that children misinterpreted several of the questions.
Two separate factor analyses of children’s responses to the IES (Dyregrov et al., 1996; Yule et al., 1994) revealed iden-
tical factor structures for the measure. This led to the creation of a shortened, 8-item version, the IES-8, for children.
Weiss and Marmar (1997) added items to the IES reflecting symptoms of overarousal (criterion D), which were not
represented in the original IES. So five additional items assessing symptoms of overarousal were created and added to
the IES-8 to create the current version of the CRIES-13, which comprises four items measuring reexperiencing, four
measuring avoidance, and five measuring overarousal. Respondents rate the frequency with which they experienced
each of the 13 items during the past 7 days, using a 4-point Likert-like scale: Not at all (0), Rarely (1), Sometimes (3),
or Often (5). Note that scoring for the last two response categories increases 2 points over the previous response cate-
gory. The authors note that few studies have used the 13-item version to date; therefore, they recommend that screen-
ing be based on the 8-item version, with a score of 17 or greater indicating possible PTSD. Available languages:
Arabic, Bosnian, Chinese, Dari, Dutch (Flemish and Dutch Netherlands, and a version for very young children for
parents to complete), English, Finnish, German, Norwegian, Pashto, Swedish, and Tamil.

Evidence of Reliability: Psychometric data for the 8-item version reported in Yule (1997) indicated that the total
score on the 8-item version correlated .95 with the original 15-item version. The CRIES-13 was used by Smith, Perrin,
Dyregrov, and Yule (2003) to assess traumatic reactions of 2,976 children ages 9–14 years who had experienced war
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in Mostar, Bosnia. Cronbach’s alphas were .70 for the Intrusion subscale, .73 for the Avoidance subscale, .60 for the
Overarousal subscale, and .80 for the total.

Evidence of Validity: Yule (1997) reported that the 15-item and the 8-item versions of the IES correlated signifi-
cantly with a symptom count of DSM-IV PTSD symptoms in adolescents following an acute trauma (15-item = .76, 8-
item = .70). Factor analysis of the CRIES-13 (Smith et al., 2003) revealed a three-factor solution corresponding to the
three hypothesized subscales.

Contact Information: The measure is available free online at www.childrenandwar.org.

Children’s Impact of Traumatic Event Scale–II (CITES-II; Wolfe et al., 1991)

Brief Description: The CITES-II is a 78-item measure, 24 items of which assess DSM-IV PTSD symptoms. The re-
maining 54 items assess other symptoms, particularly those associated with interpersonal violence or sexual abuse.
Questions assessing symptoms associated with DSM-IV PTSD criteria B and C are based on the Impact of Event Scale
(IES; Horowitz et al., 1979); questions assessing hyperarousal are included. The remaining 54 items are from the origi-
nal version of the measure, the CITES (Wolfe, Wolfe, Gentile, & Larose, 1986). Its 11 subscales are divided into four
dimensions: PTSD (Intrusive Thoughts, Avoidance, Hyperarousal, and Sexual Anxiety), Abuse Attributions (Self-
Blame/Guilt, Empowerment, Distrust, and Dangerous World), Eroticism, and Social Relations (Negative Reactions to
Others, Social Support). Originally designed to assess reactions to childhood sexual abuse, the CITES-II can now be
used with youth exposed to any kind of potentially traumatic event. Because it was originally used with abused chil-
dren, the CITES-II assesses many of the symptoms associated with complex PTSD. Many of the items refer to sexual
abuse. It can be scored for a DSM-IV diagnosis or as a continuous measure. The measure continues to evolve. Norms
are available for adolescent girls, and research is planned to gather norms for adolescent boys. Psychometric analyses
suggested that the Personal Vulnerability scale be replaced by a Distrust scale, and the Hyperarousal scale items are
being changed, as well. Age range: 8–16 years. Recommended for use as a semistructured interview, the CITES-II can
be used as a paper-and-pencil self-report with children with good reading skills. The 3-point scale response categories
are Not true, Somewhat true, or Very true.

Evidence of Reliability: Cronbach’s alphas are .89 for the full scale, .89 for PTSD, .78 for Abuse Attributions, .57
for Eroticism, and .87 for Social Relations (Wolfe et al., 1991). Alphas greater than.70 were found for the
Reexperiencing, Hyperarousal, Sexual Anxiety, Negative Reactions, and Self-Blame/Guilt scales, and alphas less than
.60, for the Dangerous World and Personal Vulnerability scales in a sample of 80 sexual abuse survivors ages 8–17
years (Crouch, Smith, Ezzell, & Saunders, 1999). In another study of 158 sexual abuse survivors ages 7–12 (Chaffin
& Shultz, 2001), average alpha was .69 for the scales, whereas alphas for subscales were as follows: .79 for Intrusive
Thoughts, .56 for Avoidance, .67 for Hyperarousal, .79 for Negative Reactions by Others, .73 for Self-Blame/Guilt,
.67 for Empowerment, .66 for Personal Vulnerability, .73 for Social Support, .72 for Sexual Anxiety, .68 for Eroti-
cism, and .57 for Dangerous World.

Evidence of Validity: Significant, though low, correlations were found between the ad hoc CBCL PTSD scale and
the scales of the CITES-II: .28 with Intrusive Thoughts scale, .17 with Avoidance, .28 with Hyperarousal, .17 with
Sexual Anxiety, .17 with Dangerous World, .18 with Negative Reactions, .24 with Personal Vulnerability, and .22
with Self-Blame/Guilt (Wolfe & Birt, 2002b). The PTSD scale correlated significantly (.72) with the Trauma Symptom
Checklist for Children (TSCC; see below, this appendix) PTS scale among 80 survivors of sexual abuse, ages 8–17
years, whereas the Sexual Anxiety score correlated .65 with the Sexual Distress scale, .49 with the Sexual Concerns
scale, .50 with the PTS scale, .62 with the Depression scale, and .38 with the Dissociation scale (Crouch et al., 1999).
In a different study of the psychometrics of the measure (Chaffin & Schultz, 2001), no aspects of the abuse for which
children were being seen, as measured by the Abuse Dimensions Inventory (ADI; Chaffin, Wherry, Newlin,
Crutchfield, & Dykman, 1997), predicted any of the CITES-II subscales, though the ADI did correlate significantly
with the DICA-R (Kaplan & Reich, 1991; see Appendix 9.3) PTSD scale. CITES-II scores on the Intrusive Thoughts
subscale were significantly associated with the child’s (eta = .50) but not the parent’s DICA-R PTSD reexperiencing
symptoms. The Avoidance subscale was associated with the child’s (eta = .38) but not the parent’s DICA-R avoidance
symptoms. The Hyperarousal subscale was associated with the child’s (eta = .45) but not the parent’s DICA-R
hyperarousal symptoms. The Sexual Anxiety subscale was associated with the child’s (eta = .25) but not the parent’s
DICA-R Total Anxiety score, and it was associated with neither parent report on the CBCL Anxiety and Depression
scale nor on the Teacher’s Report Form Anxiety and Depression scale. Correlations between the CITES-II Personal
Vulnerability and Dangerous World scales were small but significant, with similar alternate measures. The CITES-II
Social Support scale did not correlate with any child or parent alternate report of social support. The Negative Reac-
tions by Others subscale was significantly correlated with an alternate parent report of similar behaviors (r = .18), and
the Eroticism subscale was significantly associated with the parent CBCL report of the child’s Sexual Problems (.22).
The CITES-II was found to be responsive to pre- to postintervention change (Chaffin & Shultz, 2001), although sig-
nificant changes over time were found only for the Intrusive Thoughts, Avoidance, Hyperarousal, Self-Blame/Guilt,
and Eroticism subscales.

Contact Information: Vicky Veitch Wolfe, PhD, Child and Adolescent Centre, London Health Sciences Centre, 346
South Street, London, Ontario N6A 4G5. Telephone: (519) 685-8500. E-mail: vicky.wolfe@lhsc.on.ca.

Children’s PTSD Inventory (CPTSDI; Saigh, 1998a, 1998b)

Brief Description: The CPTSDI is a 47-question interview designed to provide a DSM-IV diagnosis of childhood
PTSD. The child is first read a list of sample traumatic events, then is asked four questions intended to examine expo-
sure to high-magnitude stressors, and four questions to assess possible traumatic reactivity to the exposure, per PTSD
criterion A in DSM-IV. If this criterion is not met, the interview terminates. Eleven questions examine the presence or
absence of symptoms of intrusion (criterion B in DSM-IV). Sixteen questions address criterion C, avoidance and
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numbing symptoms. Seven questions address criterion C, symptoms of overarousal. Five questions assess duration of
symptoms (criterion E) and significant impairment in functioning (criterion F). Each item is scored as Present or Ab-
sent. Age range: 7–18 years. Training: May be administered by an individual with a bachelor’s degree following ap-
proximately 2 hours of professionally supervised analogue training with corrective feedback (Saigh et al., 2000).
Time: For youth with trauma history, the CPTSDI requires 15–20 minutes; for youths with no trauma history, less
than 5 minutes (Saigh et al., 2000).

Evidence of Reliability: In a sample of 51 girls and 53 boys ages 7–18 (M = 13.8), with 30% in elementary school,
25% in junior high school, and 46% in high school, 66% Hispanic, 10% European American, 17% African Ameri-
can, and 8% Asian, Cronbach’s alphas were .95 for overall diagnosis, .53 for the Situational Reactivity (criterion A)
subscale, .89 for the Reexperiencing subscale, .89 for Avoidance and Numbing subscale, .80 for the Overarousal sub-
scale, and .69 for the Significant Impairment subscale (criterion F; Saigh et al., 2000). All children were diagnosed by
two examiners to assess interrater reliability. Agreement was 98.1% on overall diagnosis (kappa = .96). Kappas were
1.00 for judgments of meeting the criterion for the Exposure subscale, .66 for Reactivity, .84 for Reexperiencing, .93
for Avoidance/Numbing, and .95 for Significant Impairment. Based on independent administrations (twice for each
child), comparisons of the total symptoms endorsed by the two examiners resulted in an ICC of .98 for the total scale,
.89 for Exposure, .88 for Reactivity, .95 for Reexperiencing, .96 for Avoidance/Numbing, .96 for Overarousal, and
.94 for Significant Impairment. Forty-two children were readministered the scale 2 weeks apart to assess test–retest re-
liability. Agreement on the total scale was 97.6%. Kappas for overall diagnosis were .91, 1.0 for both Exposure and
Situational Reactivity, .81 for Reexperiencing, .86 for Avoidance/Numbing, .78 for Overarousal, and .66 for Signifi-
cant Impairment. ICCs for the number of symptoms endorsed both times were .88 overall, .94 for Exposure, .93 for
Reactivity, .87 for Reexperiencing, .93 for Avoidance/Numbing, .74 for Overarousal, and .66 for Significant Impair-
ment.

Evidence of Validity: Content validity was shown by high levels of correspondence with DSM-IV diagnostic criteria
by three child PTSD experts (Saigh et al., 2000). In a sample of 56–62 youth exposed to high-magnitude stressors
(Yasik et al., 2001), CPTSDI scores correlated .92 with the number of PTSD items endorsed on the DICA-R (Reich,
Leacok, & Shanfeld, 1994) and .91 with the number of items endorsed on the PTSD module of the Structured Clinical
Interview for the DSM-IV (SCID; First, Gibbon, Williams, & Spitzer, 1996). The correlations between the CPTSDI
and the DICA-R and SCID PTSD module and subscales was .85 and .87 (respectively) for Reexperiencing, .80 and .87
for Avoidance/Numbing, and .84 and .81 for Overarousal. The CPTSDI correlated .70 with the Revised Children’s
Manifest Anxiety Scale (RCMAS; Reynolds & Richmond, 1978) but not with the Lie Scale of the RCMAS (.08), pro-
viding evidence of discriminant validity. It also correlated .59 with the Children’s Depression Inventory (CDI; Kovacs,
1992). It correlated significantly (.55) with the CBCL (Achenbach & Edelbrock, 1983) Internalizing subscale but not
with the Externalizing subscale (.21), which, the authors contend, provides evidence of discriminant validity. PTSD di-
agnosis with the CPTSDI has a sensitivity of .87 with clinician-derived diagnosis, 1.00 with DICA-R diagnosis, and
.93 with the SCID diagnosis. It has a specificity of .99 with clinician-derived diagnosis, .92 with the DICA-R diagno-
sis, and .95 with the SCID diagnosis.

Contact Information: Harcourt Assessment, Inc., 19500 Bulverde Road, San Antonio, TX 78259. Telephone: (800)
211-8378. Website: harcourtassessment.com.

Children’s Stress Symptom Scale (CSSS; Sharrer, & Ryan-Wenger, 2002)

Brief Description: The CSSS assesses 24 cognitive–emotional and physiological stress symptoms in children 7–12
years of age. Items were generated by children, based on Lazarus’s theory that individual appraisal is the most relevant
perspective (Sharrer & Ryan-Wenger, 2002). Occurrence of items are rated as Yes (1) or No (0). Frequency of occur-
rence of endorsed items is rated as follows: Once in a while (0), A lot (1), and Most of the time (2), for a total possible
score of 0 to 48. An impact scale, which assesses “how bad this feeling is for you,” is scored as follows: Not bad (0),
Pretty bad (1), and Terrible (2), for a total possible score of 0 to 48 (Sharrer & Ryan-Wenger, 2002).

Evidence of Reliability: Based on the data from a pilot study of 14 inner-city children, Cronbach alphas were .79
for the Occurrence scale, .92 for the Frequency scale, and .91 for the Impact scale (Sharrer & Ryan-Wenger, 2002).
Cronbach alphas for another sample of 63 children (32% girls) between ages 7 and 14 years (M = 9) were .99 for the
Occurrence scale, .99 for the Frequency scale, and .85 for the Impact scale (Skybo, 2005).

Evidence of Validity: The total CSSS score was not significantly correlated (.22) with the total Impact score of the
KID-SAVE (Hastings & Kelley, 1997a; Flowers et al., 2000; see Appendix 9.1) or with the total KID-SAVE Frequency
score (.15). However, it was significantly correlated (.27) with the total number of violent encounters reported. On the
other hand, although the total Impact score of the CSSS was not significantly correlated with the total Frequency score
of the KID-SAVE (.25), it was significantly correlated with both the total Impact score of the KID-SAVE (.39) and the
total number of violent encounters reported (.29). Similarly, although the total Frequency score of the CSSS was not
significantly correlated with the total Frequency score of the KID-SAVE (.27), it also was significantly correlated with
both the Impact score of the KID-SAVE (.29) and the total number of violent encounters (.34).

Contact Information: Vicki W. Sharrer, MS, RN, CPNP, Department of Nursing, Ohio University, 1425 Newark
Road, Zanesville, OH. Telephone: (740) 588-1514. E-mail: sharrer@ohio.edu. Nancy A. Ryan-Wenger, PhD, RN,
CPNP, Ohio State University College of Nursing, 1585 Neil Avenue, Columbus, OH 43210. Telephone: (614) 292-
4078. E-mail: ryan-wengen10@osu.edu.

Child Report of Post-Traumatic Symptoms (CROPS—Greenwald, 1997; Greenwald & Rubin, 1999)

Brief Description: The CROPS is a 26-item child interview that includes DSM-IV symptoms of PTSD and addi-
tional symptoms. Items are based on DSM-IV (APA, 1994) criteria for PTSD and Fletcher’s (1996a, 2003) meta-
analysis of the empirical literature on children’s responses to high-magnitude stressors. It can be used with or without
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an identified stressor. Scores are continuous rather than keyed to diagnostic categories. The child rates how true each
statement is on a 3-point scale: None, Some, and Lots. Age range: 5–17 years. Languages available: English, Spanish,
Bosnian, Dutch, German, Italian, Persian.

Evidence of Reliability: Cronbach’s alpha was .89 in a community sample of 206 children, grades 3–8 (Greenwald
& Rubin, 1999). Preliminary results in a study of incarcerated youth (n = 300; Greenwald, Satin, Azubuike, Borgen,
& Rubin, 2001) indicated an alpha of .92, and a test–retest reliability correlation for a 6-month interval was .70 for
177 of the youth.

Evidence of Validity: The CROPS significantly correlated (.60) with the LITE measure of exposure to stressful
events (see Appendix 9.1) in a community sample of 206 children, grades 3–8. Scores increased with increases in trau-
matic experience and loss (Greenwald & Rubin, 1999). Associations remained strong after controls for age, gender,
ethnicity, parent education, and location (urban vs. rural). Preliminary results in a study of incarcerated youth (n =
300; Greenwald et al., 2001) indicated that CROPS scores correlated with history of trauma (.48–.52), the TSCC (see
below, this appendix), with r = .53–.56 using one scoring system and r = .63–.80 for the subscales (and r = .83 for the
total scale) and r = .74 with the Adolescent Dissociative Experiences Scale (A-DES; Armstrong, Putnam, & Carlson,
1993).

Contact Information: Sidran Institute, 200 E. Joppa Road, Suite 207, Towson, MD 21286. Telephone: (410) 825-
8888. Fax: (410) 337-0747 or (888) 825-8249. Website: www.sidran.org. E-mail: sidran@sidran.org.

Child’s Reaction to Traumatic Events Scale—Revised (CRTES-R—Jones, 1996; Jones, Fletcher, & Ribbe, 2000)

Brief Description: The CRTES-R (Jones, Fletcher, & Ribbe, 2000) is a 23-item revision of the CRTES (Jones,
1996). The CRTES (originally called the Horowitz Impact of Event Scale for Children) was a 15-item self-report mea-
sure based on Horowitz’s Impact of Event Scale (IES; Horowitz et al., 1979). As such, it measured symptoms of intru-
sive thoughts (criterion A), and avoidance and denial (criterion B). The CRTES was revised by the addition of eight
items assessing overarousal. Wording used in the IES has been substantially rewritten, making the questions more ap-
propriate for children and adolescents. The CRTES-R is a paper-and-pencil self-report for children and adolescents
that can also be administered as a semistructured interview. Respondents indicate how often they have experienced
each symptom in the past week, using responses of Not at all (0), Rarely (1), Sometimes (3), and Often (5). Note the
weighting of the last two responses. Age range: 6–18 years. The CRTES-R must be administered as an interview to
younger children and to children with reading disabilities. Scoring the CRTES was based on threshold scores. The
CRTES-R allows the use of both thresholds and tentative DSM-IV caseness for PTSD based on criteria B–D. Cur-
rently, data are not available for the CRTES-R, but, based on ROC analysis responses of 118 children ages 8–18 who
survived residential fires, using DICA PTSD diagnosis as the gold standard, the recommended thresholds for the 15-
item CRTES are as follows: Scores of 0–14 indicate low distress; 15–27, moderate distress; and 28+, high distress
(Jones, Fletcher, & Ribbe, 2003). Languages available: English and Spanish.

Evidence of Reliability: Psychometrics have yet to be done for the CRTES-R. However, in a sample of African
American children living in a low-income, high-crime neighborhood, Cronbach’s alphas were .73 for the total 15
items of the original HIES-C, .68 for the Intrusion subscale, and .73 for the Avoidance subscale (Cunningham, Jones,
& Yang, 1984). Among children who had experienced a hurricane, alphas were = .85 for the total 15-item HIES-C,
.84 for Intrusion, and .72 for Avoidance (Jones et al., 1993). In a sample of 167 children and adolescents ages 4–18,
who lived through residential fires, alphas were .86 for the total 15-item CRTES, .85 for Intrusion, and .77 for Avoid-
ance (Jones et al., 2003).

Evidence of Validity: A principle axis factor analysis with a varimax rotation followed by a promax rotation of the
CRTES responses of 167 children who had survived residential fires (Jones, Fletcher, & Ribbe, 2003) produced two
factors that accounted for 46.54% of the variance: (1) Intrusion (35.49% of the variance) and (2) Avoidance (11.04%
of the variance). These results support the theoretical structure of the CRTES, although several items loaded well on
both factors and two items did not achieve the .40 threshold on either factor. A higher order factor analysis resulted in
a single factor, providing support for the assumption that both factors measure the single underlying dimension of
PTSD. Age was associated with neither the total or either of the subscales. Girls and boys did not differ on their total
score or on their Avoidance score, but girls scored significantly higher on Intrusion. Among 118 children and adoles-
cents ages 8–18 who survived residential fires, those diagnosed with DSM-IV PTSD per the DICA had significantly
higher CRTES scores than those not diagnosed with PTSD (Jones et al., 2003). ROC analysis (Jones et al., 2003) re-
vealed that if children who scored 28 or higher were considered to have PTSD, compared to DSM-IV diagnosis with
the DICA (Reich et al., 1994), the sensitivity of this diagnosis would be .83 and the specificity would be .70.

Contact Information: Russell T. Jones, PhD, Department of Psychology, Stress and Coping Lab, Virginia Tech Uni-
versity, 137 Williams Hall, Blacksburg, VA 24060. Telephone: (540) 231-5934. E-mail: rtjones@vt.edu.

Clinician-Administered PTSD Scale for Children and Adolescents (CAPS-CA; Newman et al., 2004)

Brief Description: The CAPS-CA, a structured interview with the child, comprises approximately 53 items, most of
which require additional questions to assess such things as the intensity and duration of the experience. Most of the
PTSD-specific items are questions about the occurrence, intensity, and frequency of endorsed symptoms both for the
past month and over the lifetime. The interview begins with a script for establishing the meaning of a month’s time for
younger children who might have trouble with the concept. To establish criterion A, 17 different types of high-magni-
tude stressors are described one by one, and the child or adolescent is asked to indicate whether each event actually
happened to him or her, or whether he or she Saw it, Learned about it, is Not sure, or it Never happened. If none of the
17 events is endorsed, four additional prompts are provided to attempt to elicit an experience of a high-magnitude
stressor. If three or more events are endorsed, the interviewer tries to determine whether the experience evoked fear or
terror, a sense of helplessness, horror, or disorganized agitation. The various means of eliciting this information use
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wording that is appropriate for children and adolescents. The interviewer rates whether each event was a life threat,
whether a serious injury or threat to physical integrity occurred, and whether each of the four listed emotional reac-
tions occurred. After the interviewer uses a practice question to teach the child or adolescent how to respond to the
questions about frequency and intensity of events, questions related to each PTSD symptom listed in DSM-IV are then
administered to those who met criterion A. Two questions related to the duration of symptoms (criterion E) are asked,
then four questions regarding subjective distress and social, scholastic, and developmental (loss of acquired skill) func-
tioning (criterion F). Three global rating scales are available: one that rates the overall validity of the responses, an-
other that rates the overall severity of PTSD symptoms, and still another that rates global improvement for instances
of repeated administration of the interview over time. Six items examine the presence of seven associated features:
guilt over acts of commission or omission, survivor guilt when there were multiple victims, shame, reduction of aware-
ness of surroundings, derealization, depersonalization, and changes in attachment. Three open-ended questions deter-
mine how the child or adolescent thinks the event has affected his or her life, what has helped him or her to feel better
since the event, and coping strategies. Three optional rating sheets provide different graphical representations of the
ratings for frequency and intensity of reactions to each symptom. One represents the five categories of frequency as a
calendar grid, with increasing numbers of days crossed off, from none to 2, 6, 12, and 24. A second sheet illustrates in-
creasing levels of intensity with a drawing of the top half of a young person who could be either male or female. The
facial expression changes from a smile to a slight frown and slightly furrowed eyebrows; to a deeper frown with more
deeply furrowed eyebrows; to a partially open mouth, gritted teeth and very furrowed eyebrows, with three drops of
sweat flying off the top of the head; to an opened-mouthed gasp with very deeply furrowed eyebrows and five drops of
sweat flying off of the head. In addition, although the first illustration indicating “no problem” had no lines across the
person’s stomach, the illustrations that follow have three increasingly darker, wavy lines across the stomach. The final,
optional rating sheet contains two rows of five “smiley” faces; those in the top row illustrate increasing levels of dis-
tress, whereas those in the bottom row illustrate increasing levels of pleasure. The interview’s guide and summary
scoring sheet for the CAPS-CA include scoring for ASD, although no algorithms are provided that actually derive a di-
agnosis of ASD. In addition, because the CAPS-CA assesses the DSM-IV associated symptoms, it should be possible to
at least screen for complex PTSD, which might be indicated if the symptoms of ASD last longer than 1 month. In addi-
tion to the ability to make a DSM-IV diagnosis, the CAPS-CA also allows the interviewer to make judgments about
the level of severity of PTSD, based on the total CAPS-CA scores. Five “rationally derived” categories range from
Minimal PTSD: Asymptomatic or few symptoms (scores of 0–19) to Extreme PTSD symptoms (scores of 80–136).
No research supports the use of these categories, however, although empirically derived rules are available for adults
assessed with the CAPS. Clinicians should be wary of applications to children until these rules receive empirical sup-
port.

Evidence of Reliability: In a study of 50 incarcerated adolescent males (Newman, McMackin, Morrissey, & Erwin,
1997), Cronbach’s alpha was found to be .81 for the Reexperiencing subscale, .75 for Numbing and Avoidance, and
.79 for Arousal. Among children hospitalized after an injury (Daviss, Mooney, Racusin, Ford, et al., 2000) alphas for
these subscales were .78, .73, and .78, respectively. Interrater reliability for 23 hospitalized children was 100%
(Daviss, Mooney, Racusin, Ford, et al., 2000), and among 10 children with histories of traumatic stress the interrater
kappa reliability was .97 (Carrion et al., 2002). Among a sample of traumatized adolescents, interrater reliability was
.54 for the lifetime diagnosis and .84 for current diagnosis (reported in Ohan et al., 2002).

Evidence of Validity: The mean Intensity rating across the 17 diagnostic items correlated .64 with a child self-report
measure of PTSD, the Child PTSD Checklist (Amaya-Jackson, McCarthy, Newman, & Cherney, 1995; cited in
Weathers, 2004) and .51 with the CPTS-RI (Carrion et al., 2002). The CAPS-CA has been demonstrated to be respon-
sive to change over time due to an effective cognitive behavioral treatment intervention (March et al., 1998).

Contact Information: Western Psychological Services (WPS), 12031 Wilshire Blvd., Los Angeles, CA 90025-1251.
Telephone: (800) 648-8857 or (310) 478-2061. Fax: (310) 478-7838. Website: www.wpspublish.com.

Kauai Recovery Index (KRI—Hamada, Kameoka, & Yanagida, 1996; Hamada, Kameoka, Yanagida, & Chemtob, 2003)

Brief Description: The KRI, a 24-item, paper-and-pencil self-report measure based on the CPTS-RI (discussed ear-
lier, this appendix), was originally developed to assess children’s posttraumatic responses to Hawaii’s Hurricane Iniki,
a Category 4 storm that affected the islands. It also was used as an outcome measure in a study of the effectiveness of
treatment on children affected by Hurricane Iniki (Chemtob, Nakashima, Hamada, & Carlson, 2002). The scale has
been used with children as young as second graders. It comprises six reexperiencing items, seven avoidance items, six
arousal items, two age-specific items, and three associated features items that do not pertain to PTSD symptoms (Ha-
mada et al., 2003). The KRI was designed as a screening device to help identify children with substantial traumatic re-
actions to large-scale critical incidents such as natural disasters of large magnitude. Therefore, the guiding principles
of its developers were brevity and ease of administration, while preserving reliability and validity. Children rate the
frequency of each symptom in the past week by marking each item on a 3-point scale: No, Sometimes, or Almost all
the time. The scale is currently suggested for children exposed to Type I (acute) traumas only.

Evidence of Reliability: Ratings of 3,732 children ages 6–15 years (M = 9.49, SD = 1.55), in grades 2–6 (53% boys,
38% Asian, 28% Hawaiians or part-Hawaiian, 22% white, and 12% from other ethnic backgrounds) were taken
about 2 years after the hurricane. When subscales were rationally derived, based on the DSM-IV diagnostic criteria,
the Cronbach alphas were .84 for the total scale, .78 for criterion B, .52 for criterion C, and .64 for criterion D (Ha-
mada et al., 2003). Test–retest reliability for 43 students over a 4-week period was .77 for the total score and .44, .29,
and .64 for criteria B, C, and D, respectively (Hamada et al., 1996).

Evidence of Validity: Children who thought they would “die or get hurt” during the hurricane had significantly
higher scores on the KRI than children who did not think they might die or get hurt. Children who feared for the lives
of family members had significantly higher scores than did those who did not. Children whose home suffered greater
damage had significantly higher scores than those whose homes had less damage, and those who reported greater fear
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during the hurricane had higher scores than those who did not (Hamada et al., 2003). Principal axis factor analysis
with promax rotation on the 24 items resulted in a four-factor solution. The first three factors corresponded to
reexperiencing, arousal, and avoidance symptoms. The fourth factor comprised two items that could not be labeled,
one originally associated with avoidance and the other associated with overarousal.

Contact Information: Claude M. Chemtob, PhD, Department of Psychiatry, Mount Sinai School of Medicine, One
Austave L, Levy Place, Box 1230, New York, NY 10029. Telephone: (212) 987-0559. E-mail: claude.chemtob
@mssm.edu.

Kiddie Post-Traumatic Symptomatology Scale (see CATS, this appendix).

My Worst Experience Scale (MWES); My Worst School Experience Scale (MWSES—Hyman, Zelikoff, & Clarke, 1988;
National Center for Study of Corporal Punishment and Alternatives in Schools, 1992)

Brief Description: The MWES and the MWSES are self-report scales that assess the reactions of children and ado-
lescents to high-magnitude stressors. Respondents describe their worst experience, answer questions about the experi-
ence, then rate the frequency and duration of 105 possible responses. The MWES provides a list of possible high-mag-
nitude stressors. The MWSES provides a list of 39 high-magnitude stressors that might occur at school. Both scales
allow DSM-III and DSM-IV diagnoses of PTSD. Factor analysis extracted seven factors that became the seven sub-
scales: Reexperiencing/Intrusive Thoughts, Dissociation/Disturbing Dreams, Depression/Withdrawal, Hopelessness/
Suicidal, Avoidance/Hypervigilance, Somatic Symptoms, Oppositional/Defiant, and an overall scale of General Mal-
adjustment. Age range: 9–18 years. No special training is required. Time to administer: 20–30 minutes.

Evidence of Reliability: Internal consistency for the subscales of the MWES ranges from .68 to .91. Test–retest
Pearson correlations range from .88 to .95 (Hyman, Snook, Lurkis, Phan, & Britton, 2001).

Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Western Psychological Services, 12031 Wilshire Blvd., Los Angeles, CA 90025-1251. Tele-

phone: (800) 646-8857. Fax: (310) 478-7838. E-mail: custsvc@spspublish.com. Website: www.wpspublish.com.

Trauma Symptom Checklist for Children (TSCC; Briere, 1996a, 1996b)

Brief Description: The TSCC is a 54-item scale that “evaluates traumatic symptomatology in children, including
the effects of child abuse (sexual, physical, and psychological) and neglect, other interpersonal violence, witnessing
trauma to others, major accidents, and disasters” (Briere, 1996a, p. 378). It assess symptoms of posttraumatic stress
and associated responses on six subscales: Anger (ANG), Anxiety (ANX), Depression (DEP), Dissociation (DIS), Post-
traumatic Stress (PTS), and Sexual Concerns (SC). Dissociation itself has two subscales (Overt and Fantasy). The
TSCC also contains eight critical items. The subscales do not provide diagnosis of disorders, including PTSD. Two va-
lidity scales are included, one assessing a tendency to underreport and the other assessing a tendency to overreport
symptoms. Some symptoms are shared by more than one subscale. The TSCC is available in two versions: the full 54-
item test, which includes 10 items tapping sexual symptoms and preoccupation, and a 44-item alternate version
(TSCC-A) that makes no reference to sexual issues. The items are written to be understood by children 8 years or
older. Each item is rated according to “how often it happens to you,” on a 4-point response scale ranging from Never
to Almost all of the time. Time required: 15–20 minutes.

Evidence of Reliability: The internal consistency and reliability of the TSCC and subscales have been studied in a
large (n = 3,008) normative, standardization sample (Brier, 1996b), as well as in several samples of sexually abused
children (n = 105, Lanktree & Briere, 1995; n = 399, Elliot & Briere, 1994; n = 103, Nelson-Gardell, 1995). In the
normative sample, alpha was .82 for ANX, whereas in the three clinical samples, it ranged from .83 to .86. For ANG,
alpha was .89 in the normative sample and ranged from .87 to .89 in the clinical samples. For DEP, the respective
alphas were .86 and .85–.89. For PTS alphas were .87 and .85–.87, respectively. For SC, they were .77 and .67–.78,
respectively. For DIS, alphas were .83 and .80–.89, respectively, with .81 for the Overt DIS subscale and .58 for the
Fantasy DIS subscale, in the normative sample. The two validity subscales were only reported in the normative sam-
ple, where alphas were .85 for the Underresponse subscale and .66 for the Hyperresponse subscale.

Evidence of Validity: Convergent and discriminant validity of the scales have been demonstrated through correla-
tions between the TSCC subscales and the relevant scales of the CBCL (Briere & Lanktree, 1995), where similar scales
correlated more highly than did dissimilar scales. Evans, Briere, Boggiano, and Barrett (1994) found that TSCC scores
correlated significantly with the CDI (Kovacs & Beck, 1977) and the RCMAS: ANX, .45 and .63; DEP, .68 and .63;
ANG, .57 and .51; PTS, .51 and .60; DIS, .51 and .56, respectively. In a study of 39 children identified as sexual abuse
victims, Smith, Saunders, Swenson, and Crouch (1995) found that the TSCC PTS scale correlated highest with the In-
trusive Thoughts of the CITES-II (discussed earlier, this appendix) scale, the TSCC DEP scale correlated highest (posi-
tively and negatively respectively) with the CITES-II Self-Blame and Empowerment scales, the TSCC SC scale corre-
lated highest with the CITES-II Sexual Anxiety and Eroticism scales, and the CITES-II Avoidance scale correlated
second highest with the TSCC DIS scale, (r = .60). Freidrich and Jaworski (1995) found that the TSCC SC was signifi-
cantly related to CSBI (Friedrich, 1991) but not to CDC scores, whereas the TSCC DIS scale related to CDC scores but
not to CSBI scores. Finkelhor and colleagues (2005) found that among 992 children ages 10–17 years in a national
telephone survey, most of the single items and all of the subscale totals of their measure of youth victimization, the
JVQ (see Appendix 9.1), correlated significantly with the TSCC ANX, DEP, and ANG subscales. Evidence that the
TSCC assesses posttraumatic stress was demonstrated by Smith, Swenson, Hanson and Saunders (1994), who found
that each of the subscales related to specific aspects of childhood trauma: PTS, DIS, and ANX correlated with stress-
ors involving perceptions of life threat; ANG and DEP correlated negatively with clinician ratings of parental support
following abuse disclosure; and sexual assault victims who had experienced penetration had higher SC scores. Briere
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and Lanktree (1995) found that sexual penetration correlated most highly with TSCC scales related to trauma and
sexual distress: PTS, SC and DIS. The TSCC subscales also discriminated between 81 sexually abused girls and 151
controls (Diaz, 1994). The TSCC has also discriminated between groups of adolescents exposed to violence and con-
trols (Singer, Anglin, Song, & Lunghofer, 1995).

Contact Information: Psychological Assessment Resources, Inc. (PAR). Telephone: (800) 331-TEST. John Briere,
PhD, Department of Psychiatry and the Behavioral Sciences, Keck School of Medicine, University of Southern Califor-
nia Medical Center, FRD Building, 2020 Zonal Ave., Los Angeles, CA 90033. E-mail: info@johnbriere.com.

UCLA PTSD Reaction Index for DSM-IV (UPRID Child and Parent report forms—Pynoos, Rodriguez, Steinberg, Stuber, &
Frederick, 1998; Steinberg, Brymer, Decker, & Pynoos, 2004)

Brief Description: The UPRID is a 49-item scale purportedly derived from the CPTS-RI (this appendix); however,
its provenance appears to be related more to intention than to direct derivation. The DSM PTSD-specific symptoms
cover all 17 symptoms, unlike the CPTS-RI, and the items are much better written. The items were written by Rodri-
guez and Steinberg (Rodriguez, in press). A panel of youth PTSD experts reviewed them for their readability and com-
prehension by youth, a pilot study led to some refinement of the items, and items reflecting fear of recurrence of the
traumatic event and posttraumatic guilt were added given the apparent high incidence of these experience among trau-
matized youth, as reported by Fletcher (1996a). The first 13 items assess exposure to different high-magnitude stress-
ors for children. Each item is rated either Present or Absent. Stressors assessed include community violence, natural di-
saster, medical trauma, and abuse. These are followed by an item that asks children to select the experience that
bothers them the most and rate how bothersome it is on a 3-point scale: A little (1), somewhat (2), or A lot (3). The
next 13 items assess different responses to the experience that children might have had at the time. These items are in-
tended to establish whether children responded with fear, helplessness, or horror, per DSM-IV criterion A2, but one
item also asks about reactions of confusion, one about upset or disorganized behavior, and one about feelings of unre-
ality. These are rated either Yes or No. Of the final 22 questions, 20 assess the presence of symptoms related to DSM-
IV criteria B–D; in addition, fear of recurrence of the trauma and trauma-related guilt are assessed by one item each.
These item ratings range from None of the time (0) to Most of the time (4). The questionnaire is accompanied by a fre-
quency rating sheet that visually assists children in providing accurate responses about how often the reaction has oc-
curred over the past month. Although the instrument was not created to be a diagnostic tool, there also is a score sheet
that allows the interviewer to make a preliminary DSM-IV diagnosis. The UPRID has been selected to be the primary
PTSD screening measure for the National Child Traumatic Stress Network. Age range: 7–18 years. It is recommended
that the instructions and questions be read aloud to children under the age of 12 or to youth with reading comprehen-
sion problems. A parent version is available. An original adolescent version (Rodriguez, Steinberg, Saltzman, &
Pynoos, 2001a) was eventually merged with the child version (Steinberg et al., 2004). Two shorter versions, one with
seven items and one with nine, are available for screening. Training required: Licensed Master’s-level clinician, with
experience in assessment of trauma exposure and PTSD in children. The measure is designed to be administered three
different ways: (1) as a self-report; (2) as a one-on-one “interview,” wherein the items are read to the child; and (3)
group administration. Time for administration: 20–30 minutes. When criterion A is met, and when sufficient endorse-
ment in each of the B–D criteria categories is made at the top two rating categories (Much of the time or Most of the
time), a likely diagnosis of PTSD is made. When criterion A is met and children meet criteria for only two symptoms of
criteria B–D, they are scored as “partial” PTSD. A cutoff of 38 or greater has the greatest sensitivity and specificity for
detecting PTSD (Rodriguez et al., 2001a, 2001b).

Evidence of Reliability: In a sample of 46 children, 29 of whom had been exposed to high-magnitude stressors, in-
ternal consistency alpha for the child version total score was .87, whereas it was .82 for the Intrusion scale, .72 for the
Avoidance scale, and .67 for the Hyperarousal scale (Rodriguez, 2001). The test–retest Pearson correlation for the to-
tal was .86, whereas it was .86 for Intrusion, .92 for Avoidance, and .59 for Overarousal. In a sample of 73 adoles-
cents, the internal consistency alpha for the adolescent version total was .92, whereas it was .80 for Intrusion, .84 for
Avoidance, and .73 for Hyperarousal. The test–retest correlation among 25 of the adolescents was .84 for the total,
.78 for Intrusion, .78 for Avoidance, and .73 for Hyperarousal (Rodriguez et al., 2001a, 2001b). In another sample of
75 youthful clients of school-based trauma clinics (53% boys; 51% Hispanic, 32% African American, and 17% Euro-
pean American [mean age = 13 years, SD = 2.0 years] in grades 5–11), Rodriguez (in press) reported interrater kappas
were 1.0 for PTSD diagnosis, reexperiencing (DSM-IV criterion B), and overarousal (criterion D) and .57 for with-
drawal and numbing (criterion C). In this study, Cronbach’s alphas were .72 for criterion D, .75 for criterion C, .76
for criterion B, and .89 for the total PTSD severity score.

Evidence of Validity: A pilot study (Rodriguez et al., 2001b) indicated that the first 13 trauma exposure questions
demonstrated poor validity and high rates of false-negative and false-positive responses when compared with prior in-
formation about the youth trauma histories. The UPRID child version correlated .82 with the CAPS-CA intensity scale
(this appendix), and traumatized children had significantly higher scores than nontraumatized ones. The adolescent
version correlated .70 with the K-SADS PTSD module (Rodriguez, 2001; Rodriguez et al., 2001a, 2001b). The au-
thors report that numerous studies have found consistently higher UPRID scores among traumatized children com-
pared to nontraumatized children, as well as clear “dose–response” relationships of scores across exposure groups
(Steinberg et al., 2004). However, because the UPRID was developed from the CPTS-RI (this appendix), it seems that
the authors have a tendency to report psychometrics that were actually based on various versions of the CPTS-RI,
while implying that those results apply to the UPRID as well. For example, Steinberg and colleagues in the purported
psychometric study of the UPRID, reported that in studies after the 1988 earthquake in Armenia (Pynoos et al., 1993),
a cutoff of 40 or higher correctly identified 78% of children who met DSM-III-R criteria for PTSD, and 79% of those
who did not. Of those who scored 40 or higher, 90% had PTSD. However, the actual measure used to assess PTSD in
that study was a version of the CPTS-RI, not the UPRID. Despite the fact that the former was a forerunner of the lat-
ter, they are not the same measure. In fact, the two differ very much. Therefore, psychometrics on versions of the
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CPTS-RI cannot just be assumed to reflect the psychometrics of the UPRID. In a study of 75 youth receiving services
for traumatic responses, Rodriguez (in press) found significant Spearman’s rho correlations of .73 between the UPRID
subscales reflecting DSM-IV criteria B–D and the total PTSD severity score, and the respective subscales of the K-
SADS PTSD module (Kaufman et al., 1997; see Appendix 9.3). Using the K-SADS PTSD diagnosis as the “gold stan-
dard” in a ROC analysis, Rodriguez determined that an optimal cutoff score is 37 or greater, which provides a sensi-
tivity of .82 and a specificity of .87. This cutoff score resulted in a positive predictive power of .67, a negative predic-
tive power of .94, and an overall diagnostic efficiency of .86. Rodriguez also suggested that a cutoff score of 27 or
greater would be best for purposes of screening for possible PTSD, providing a sensitivity of .94 and a specificity of
.66. A cutoff score of 50 or higher leads to a nearly definitive diagnosis of PTSD, with a specificity of .97 and a sensi-
tivity of .65.

Contact Information: Robert Pynoos, MD, UCLA Trauma Psychiatry Service, 300 UCLA Medical Plaza, Suite
2232, Los Angeles, CA 90025. Telephone: (310) 206-8973. E-mail: rpynoos@mednet.ucla.edu.

When Bad Things Happen Scale (WBTH; Fletcher, 1996g)

Brief Description: The WBTH scale is a 90-item, paper-and-pencil report by the child regarding his or her reactions
to exposure to a high-magnitude stressor. The first 58 questions allow the assessment of DSM-IV PTSD criteria A–D.
The first four questions assess criterion A; three questions assess recurrent and intrusive recollections of the event(s)
(symptom B1); four questions assess distressing dreams (B2); four questions assess acting or feeling as if the event were
recurring (B3); three assess intense distress at reminders (B4); two assess psychological reactivity to reminders (B5);
five assess avoidance of thoughts, feelings, or conversations that serve as reminders of the event(s) (C1); three assess
avoidance of other reminders (C2); two assesses the child’s inability to recall important aspects of the event (C3); two
assess lost of interest in previous activities or loss of recently acquired skills (C4); three assess feelings of estrangement
from others (C5); two assess restricted affect (C6); six assess a sense of foreshortened future (C7); two assess sleep
problems (D1); three assess increased irritability (D2); four assess difficulties concentrating (D3); four assess
hypervigilance (D4); and two questions assess exaggerated startle response (D5). Associated symptoms are assessed by
an additional 32 items, five of which assess anxiety; three assess depressive symptoms; two assess superstitious beliefs
related to the event(s); two assess survivor guilt; two assess self-blame; two assess fantasy denial; three assess self-de-
structive behavior, including attempted suicide; four assess symptoms of dissociation; three assess aggressive, antiso-
cial behavior; two assess risk-taking behavior; and four assess changes in eating habits since the occurrence of the
event(s). Response to all items is rated on a 3-point scale: Never, Some, and Lots. It is possible with the WBTH to de-
rive DSM-II-R and DSM-IV diagnoses of PTSD and a total PTSD severity score, either for the first 58 DSM PTSD
symptoms questions or for the full 90 questions, including the additional 32. Age range: 4 or 5 years to 19 years.
Available languages: English and Spanish.

Evidence of Reliability: In a sample of 10 clinically referred children diagnosed with PTSD, 10 community children
exposed to high-magnitude stressors, and 10 community children with no reported exposure to high-magnitude
stressors (Fletcher, 1996), internal consistency alphas were .92 for the total 58 PTSD items .70 for the four criterion A
items, .89 for the criterion B (reexperiencing) items, .70 for the criterion C (avoidance/numbing) items, and .82 for the
criterion D (overarousal) items. Among a sample of 40 adolescent psychiatric inpatients, 24 of whom had a diagnosis
of PTSD, the WBTH scale was administered two times, 1–2 weeks apart. The test–retest ICC was .78 (Fletcher et al.,
1997). The inpatient adolescents with a diagnosis of PTSD reported significantly higher WBTH total PTSD severity
scores than did those without a PTSD diagnosis. Among these adolescents, the WBTH had a sensitivity of 78% and a
specificity of 54%. Scores on the WBTH appeared to be associated with IQ in these adolescents.

Evidence of Validity: In the same study referred to earlier (Fletcher, 1996), the WBTH scale correlated .87 with
scores on the Childhood PTSD Interview—Child Form (this appendix). It also demonstrated unusually high agree-
ment with parent reports of PTSD. It correlated .60 with the parent’s paper-and-pencil self-report on the Parent Re-
port of the Child’s Reaction to Stress scale (see below, this appendix), .59 with the Childhood PTSD Interview—Parent
Form (see below, this appendix), and .54 with an ad hoc CBCL PTSD scale completed by the parent. The WBTH also
correlated .70 with a measure of the potentially stressful characteristics of the child’s individual high-magnitude
stressor (assessed with the DOSE, see Appendix 9.2), .30 (p > .05, ns) with the parent’s report of the number of stress-
ors to which the child had been exposed in his or her lifetime, and .42 (p < .05) with the parent’s ratings of the severity
of the child’s distress at exposure to each of the stressors on the Child’s Upsetting Times Checklist (Fletcher, 1996f; see
Appendix 9.1). The WBTH correlated .48 with the CBCL Internalizing and .36 (p > .05, ns) with the CBCL External-
izing scales. It correlated .57 with the CBCL Anxiety scale, .43 with the Withdrawn scale, .55 with the Thought Prob-
lems scale, .21 (p > .05, ns) with the Somatic Complaints scale, .37 with the Attention Problems scale, .49 with the So-
cial Problems scale, .33 (p > .05, ns) with the Aggression scale, 36 (p > .05, ns) with the Delinquent Behavior scale, and
.03 (p > .05, ns) with the Sexual Problems scale (none of the children had been sexually abused). The fact that WBTH
correlations with other PTSD measures and the DOSE tend to be higher than its correlations with measures of other
problems provides evidence of the scale’s discriminant validity. Scores differentiated between traumatized and
nontraumatized children (Fletcher, 1996b). Sensitivity in identifying probable cases of traumatized children, as as-
sessed by the DOSE scale, was 40%, and specificity was 100% (Fletcher, 1996b). Among a sample of 40 adolescents
psychiatric inpatients, 24 of whom had a diagnosis of PTSD, the WBTH scale correlated .78 with the Childhood
PTSD Interview—Child Form (this appendix), .79 with the CRTES (this appendix), .38 with scores on the Teen Tough
Times Checklist (see Appendix 9.1), .45 with the DOSE (see Appendix 9.1), and .54 with the A-DES (Armstrong,
Putnam, & Carlson, 1993), and did not correlate significantly with any of the scales of the Brief Symptom Inventory
(Derogatis & Melisaratos, 1983), providing evidence of the convergent and discriminant validity of the scale (Fletcher
et al., 1997). Among 15 sexually abused children (Moller-Thau & Fletcher, unpublished), the WBTH scale correlated
.84 with the CPTS-RI (this appendix). The kappa for agreement between the two measures for diagnosis of PTSD was
.67. The WBTH classified two children with PTSD that the CPTS-RI did not classify.
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Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

ADMINISTERED TO CARETAKER OR OTHER ADULTS

Checklist of Child Distress Symptoms, Parent Form (CCDS—Martinez & Richters, 1993; Richters & Martinez, 1990a)
(also known as the Survey of Children’s Distress Symptoms)

Brief Description: The CCDS Parent Form, is a 28-item, self-report scale that asks questions associated with trau-
matic responses to high-magnitude stressors. Questions examine anxiety, memory problems, sleeping problems, self-
esteem, school performance, and feelings of depression, isolation, or hopelessness. Thus, it does not allow diagnosis of
PTSD to be made. Responses are rated on a 4-point scale, ranging from Never occurs (1), Seldom occurs (2), Occurs
once in a while (3), or Occurs lot of the time (4). The CCDS comprises two subscales measuring Depression and Anxi-
ety, although the two subscales’ very high correlation (.80) justifies combining them for the total score. Age range: 6–
10 years.

Evidence of Reliability: Among parents of 54 fifth and sixth graders, Cronbach’s alphas were .75 for the Depres-
sion subscale, and .70 for the Anxiety subscale.

Evidence of Validity: Parents reported significantly lower levels of their children’s distress than were reported by
their children on both the Depression and Anxiety subscales, as well as on many of the individual items (Martinez &
Richters, 1993). Agreement between parents and their daughters was nonsignificant (r(17) = .06), whereas agreement
between parents and their sons was significant, moderately high, and negative (r(18) = –.56), which the authors note
was not attributable to outliers (p. 30). They suggest that the negative correlation may be attributable at least in part
to a tendency of the boys to deny their symptoms. Total parent ratings of their children’s distress on the CCDS did not
correlate significantly with any type of exposure to violence reported by the children, neither for younger children
(first and second graders) or older children (fifth and sixth graders). However, another study that examined ratings of
53 children’s exposure to potentially traumatizing stressors and ratings on the CCDS by mothers found significant
correlations between these ratings (Osofsky et al., 1993). Although the parents’ CCDS ratings correlation with the
parents’ reports of their children’s victimization (r = .21) was nonsignificant, the parents’ CCDS correlations with the
child’s witnessing community violence (r = .42), and the correlations with simply hearing about such violence (.48),
minor family conflicts (.39), and severe family conflicts (.61) were all significant. Moreover, the magnitude of the cor-
relations were associated with the magnitude of the stressor. Thus, the CCDS correlated .35 with moderate types, .29
with the less than severe types of community violence, and .51 with the most severe (a shooting, a stabbing, or rape).

Contact Information: John E. Richters, PhD, Department of Human Development and Institute for Child Study,
University of Maryland, Benjamin Building, Room 4104, College Park, MD 20742. Telephone: (301) 405-7354. E-
mail: jrichter@nih.gov.

Childhood PTSD Interview—Parent Form (Fletcher, 1996b, 1996c)

Brief Description: The Childhood PTSD Interview—Parent Form, a semistructured interview of the caretaker re-
garding the child’s reactions to the stressor(s), allows the interviewer to assess DSM-III-R and DSM-IV criteria and to
make a diagnosis. It contains 1 item that allows the interviewer to rate how well the caregiver’s description of the
event(s) matches the description of the child. Sixty-two questions assess DSM PTSD criteria A–D. Four questions as-
sess criterion A. Of the six questions that assess the first symptom of criterion B (B1), one requires elaboration for pos-
itive responses; four assess B2, with a follow-up to a positive response to the first question; four questions assess B3
(two of which ask for clarification of endorsed questions); and three questions assess B4 (with elaboration required for
a positive response to the first question). Five questions assess C1, four assess C2, one question assesses C3 with a fol-
low-up question if the first is answered in the negative (both require elaboration for positive responses), three assess
C4 (with elaboration required for positive responses), three assess C5, two questions and a rater question regarding
possible flat affect of the child assess C6, and six questions assess C7 (because C7 concerns a sense of foreshortened
future, and few studies support the presence of this symptom in children, the author believes these six questions can be
skipped). Two questions with required elaborations for positive responses assess D1, three questions assess D2, four
questions assess D3, four questions assess D4, and two questions assess D5. Two questions assess complaint of physi-
ological reactions, which is D6 according to DSM-III-R, and B5 according to DSM-IV.

An optional additional 26 questions assess associated symptoms. Interviewers may choose to ask some, all, or
none of these questions. Five questions assess symptoms of anxiety (two require elaboration for positive re-
sponses, and one asks the rater to indicate whether breathing problems may be due to asthma). Three questions
assess symptoms of depression. Two questions with required elaboration for positive responses assess indications
of whether the child perceives certain prestressor events as omens. Two questions with required elaboration for
positive responses assess symptoms of survivor guilt. Two questions, one of which requires elaboration for posi-
tive responses, assess symptoms of guilt or self-blame. The interviewer is asked to indicate to what extent the
child actually might be considered to have some responsibility for events. Two questions, with required elabora-
tion for positive responses, assess indications of fantasy denial. Three questions, one of which requires elaboration
for positive responses, assess possible self-destructive or suicidal thoughts and behaviors. Four questions assess
symptoms of dissociation. Three questions assess antisocial behavior. Two questions assess risk-taking behavior,
and two assess changed eating habits. Items are answered Yes or No. Don’t knows are allowed on many questions
and are scored as No. Age range: 5–7 years and older.
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Evidence of Reliability: Cronbach’s alphas were .94 for the full PTSD section of the interview, .60 for the four ques-
tions on criterion A, .86 for questions on criteria B and C, and .83 for questions on criterion D (Fletcher, 1996b).

Evidence of Validity: The interview correlated significantly with other measures of childhood PTSD: .59 with the
WBTH scale (this appendix), .69 with the Childhood PTSD Interview—Child Form (this appendix), .93 with the Par-
ent Report of the Child’s Reaction to Stress (this appendix), and .78 with an ad hoc CBCL PTSD scale. The first two
correlations demonstrate unusually high agreement between the parent and child reports. The interview also corre-
lated significantly (.50) with the total number of lifetime stressors the parent indicated the child had experienced, .63
with the parent’s ratings of the child’s stressful reactions to those events, and .54 with an assessment of the potentially
traumatizing dimensions of the immediate stressor(s) for which the child’s reactions were being assessed, as measured
by the DOSE scale (see Appendix 9.1). The interview also correlated significantly with the Internalizing score (.68)
and the Externalizing score (.48) of the CBCL and the following CBCL subscales: Anxiety (.52), Withdrawn (.49),
Thought Problems (which include obsessing on certain thoughts, problems concentrating, repetition of certain acts,
and staring blankly; r = .62), Somatic Complaints (.78), Attention Problems (.45), Social Problems (.63), Aggression
(.45), Delinquent Behavior (.40), and Sexual Problems (.41) (Fletcher, 1996b). The fact that the interview’s correla-
tions with other PTSD measures are, for the most part, higher than its correlations with measures of other problems
indicates its discriminant validity. Scores differentiated between clinically referred traumatized children and trauma-
tized children in the community, and between both of those groups and nontraumatized children (Fletcher, 1996b).
Sensitivity in identifying probable cases of traumatized children, as assessed by the DOSE, was 55%, and specificity
was 100% (Fletcher, 1996b).

Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School. 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

Childhood Post-Traumatic Stress Reaction—Parent Inventory (CPTSR-PI; Nader, 1984/1995)
Brief Description: The CPTSR-PI is a parent interview that assesses trauma-related responses and additional symp-

toms in five sections: (1) Pretrauma descriptors of family background, child’s behaviors, and personality (e.g., moods,
self-confidence, social behaviors) before and after the event; (2) prior trauma history of child and family; (3) parents’
description of the child’s reported experience of the event and parents’ reactions to the child’s initial responses; (4)
child’s reactions after the event, especially in the previous month; and (5) associated symptoms similar to those asked
about in the Additional Questions of the CPTS-RI (this appendix). DSM-IV symptoms are assessed. Similarities with
the CPTS-RI are identified.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: The CPTSR-RI has been found to differentiate between traumatized and nontraumatized chil-

dren (Nader, 1991). In a sample of youth exposed to a hurricane, the CPTSR-PI correlated .55 with the RCMAS
(Lonigan et al., 1991). In a sample of sexually and/or physically abused adolescents, it correlated .64 with the RCMAS
and .70 with the CDI (Kovacs, 1992).

Contact Information: Kathleen Nader, DSW. Fax: (512) 219-0486. E-mail: measures@twosuns.org.

Child Stress Disorders Checklist (CSDC; Saxe, 2001) and Child Stress Disorders Checklist—Screening Form (CSDC-SF;
Saxe & Bosquet, 2004)

Brief Description: The CSDC, a 42-item, paper-and-pencil scale, asks parents, guardians, or other observers to re-
port on the child’s reaction to high-magnitude stressors. The respondent is first asked to indicate whether and at what
age the child has been exposed to eight kinds of high-magnitude stressors (an “Other” category is included). The next
five questions ask about the child’s emotional reactions to the experience(s). Then, seven items assess symptoms of
reexperiencing, five assess avoidance, eight assess numbing and dissociation, six assess increased arousal, and four as-
sess functional impairment. Responses to each questions can be Not true (as far as you know), Somewhat true, or Very
true. The Screening Form (CSDC-SF) includes the same first eight kinds of high-magnitude stressors, followed by just
four questions about the child’s reactions during the past month: whether the child gets upset at reminders, experi-
ences physical complaints at reminders, does not want to talk about the experience, or startles easily. Unlike most
other child PTSD measures to date, the CSDC allows assessment of symptoms of both DSM-IV PTSD and ASD.

Evidence of Reliability: Among a sample of 84 children, which included 43 children with acute burns and 41 who
had experienced a traffic crash (Saxe et al., 2003), the internal consistency alpha for the 84 parent respondents was
.84. The ICC between total scores reported by the burned children’s parents and primary nurse was 0.44 (n = 37). For
the individual scales of the measure, alpha was .45 for the reexperiencing items, .28 for avoidance, .24 for numbing
and dissociation, .36 for arousal, and .27 for functioning. Test–retest reliability (Pearson correlations) over a 2-day pe-
riod was .84 for the total scale, .89 for reexperiencing, .85 for avoidance, .70 for numbing and dissociation, .74 for
arousal, and .63 for functioning. Cronbach’s alpha among 176 children and adolescents ages 8–17 (M = 11.8 years)
on the 30 ASD symptom items within a month of a recent injury or intensive care unit admission was .87 (Kassam-Ad-
ams, 2006).

Evidence of Validity: Concurrent, convergent, and discriminant validity were assessed among both parent and
nurse reporters for child burn victims (n = 19–43; Saxe et al., 2003). Total body surface area burned was measured
and shown to correlate .56 with parent reports and .43 with nurse reports on the total CSDC scores. Parent total
scores also correlated significantly (.39) with the children’s reports of their own symptomatology on the CPTS-RI (this
appendix), but nurse reports did not correlate significantly (.26) with the CPTS-RI scores, although the p-value was
< .10 for this correlation. The total score correlated .49 with a CBCL post hoc PTSD scale for parent reporters and .33
for nurse reporters. It also correlated with the CDC (Putnam, Helmers, & Trickett, 1993) .49 for parent reports and
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.33 for nurse reports. Discriminant validity was demonstrated with nonsignificant correlations between the CSDC and
the CBCL Thought Disorder subscale.

Contact Information: Glenn Saxe, MD, Department of Psychiatry, Children’s Hospital Boston, Karp Family Re-
search Building, 300 Longwood Avenue, Boston, MA 02115. Telephone: (617) 414-7504. E-mail: glenn.saxe@
childrens.harvard.edu.

The CSDC is available online for download at www.nctsnet.org/nctsn_assets/acp/hospital/csdc.pdf. The CSDC-SF
is available online for download at www.nctsnet.org/nctsn_assets/acp/hospital/csdc-Screening%20Form2.pdf.

Parent Report of the Child’s Reaction to Stress (PRCRS; Fletcher, 1996e)

Brief Description: The PRCRS is a 78-item, paper-and-pencil parent report about the child’s reaction to exposure to
a high-magnitude stressor. The first 51 questions allow the assessment of DSM-IV PTSD criteria A–D. The first four
questions assess criterion A, then six questions assess recurrent and intrusive recollections of the event(s) (symptom
B1); three assess distressing dreams (B2); one assesses acting or feeling as if the event was recurring (B3); three assess
intense distress at reminders (B4); two assess psychological reactivity to reminders (B5); four assess avoidance of
thoughts, feelings, or conversations that serve as reminders of the event(s) (C1); three assess avoidance of other re-
minders (C2); one assesses the child’s inability to recall important aspects of the event (C3); four assess loss of interest
in previous activities or loss of recently acquired skills (C4); three assess feelings of estrangement from others (C5);
one assesses restricted affect (C6); five assess a sense of foreshortened future (C7); two assess sleep problems (D1); two
assess increased irritability (D2); three assess difficulties concentrating (D3); three assess hypervigilance (D4); and two
questions assess exaggerated startle response (D5). Associated symptoms are assessed by an additional 27 items, five
of which assess anxiety; two assess depressive symptoms; two assess superstitious beliefs related to the event(s); two
assess survivor guilt; two assess self-blame; two assess fantasy denial; two assess self-destructive behavior; three assess
symptoms of dissociation; three assess aggressive, antisocial behavior; two assess risk-taking behavior; and two assess
changes in eating habits since the occurrence of the event(s). Most items have 6-point Likert-like responses, ranging
from Never to Always, and a seventh Don’t know category. Some positive responses are followed by a request for fur-
ther information. Scorers of the responses are cautioned to consider these explanations carefully before rating the re-
sponse. For example, parent or guardians are asked to explain what makes them believe their child behaves in new
and unusual ways since the event(s). Age range: 4 or 5 years to 19 years. Available languages: English and Spanish.

Evidence of Reliability: In a sample of 10 clinically referred children diagnosed with PTSD, 10 community children
exposed to high-magnitude stressors, and 10 community children with no reported exposure to high-magnitude
stressors (Fletcher, 1996b), internal consistency alphas were .89 for the total 51 PTSD items, .81 for the four criterion
A items, .86 for the criterion B (Reexperiencing) items, .70 for the criterion C (Avoidance/Numbing) items, and .81 for
the criterion D (Overarousal) items.

Evidence of Validity: In the same study referred to earlier (Fletcher, 1996b), the PRCRS correlated .93 with scores
on the Childhood PTSD Interview—Parent Form (this appendix), .54 with the child’s own paper-and-pencil self-re-
port on the WBTH scale (this appendix), .60 with the Childhood PTSD Interview—Child Form (this appendix), and
.80 with an ad hoc CBCL PTSD scale completed by the parent. The PRCRS also correlated .54 with a measure of the
stressfulness of the experience (the DOSE, see Appendix 9.2), .50 with the parent’s report of the number of stressors to
which the child had been exposed in his or her lifetime, and .63 with the parent’s ratings of the severity of the child’s
distress at exposure to each of the stressors. The PRCRS correlated .70 with the CBCL Internalizing and .53 with the
CBCL Externalizing scales, .56 with the CBCL Anxiety scale, .50 with the Withdrawn scale, .59 with the Thought
Problems scale, .77 with the Somatic Complaints scale, .43 with the Attention Problems scale, .63 with the Social
Problems scale, .53 with the Aggression scale, 39 with the Delinquent Behavior scale, and .46 with the Sexual Prob-
lems scale.

Scores differentiated between traumatized and nontraumatized children (Fletcher, 1996b). Sensitivity in identifying
probable cases of traumatized children, as assessed by the DOSE scale was 35%, and specificity was 80% (Fletcher,
1996b).

Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

Parent Report of Post-Traumatic Symptoms (PROPS; Greenwald, 1997; Greenwald & Rubin, 1999)

Brief Description: The PROPS, a 32-item report based on the CITES (see CITES-II, this appendix) and the CBCL
(Achenbach & Edelbrock, 1983), includes items that assess symptoms of DSM-IV PTSD criteria, as well as associated
symptoms. Although a companion measure to the child version (CROPS; this appendix), the two measures do not ask
parallel questions, but they do share some content. The scale is scored as a continuous measure rather than providing
DSM-IV diagnosis. A tentative “clinical” threshold of 16 indicates possible PTSD (Greenwald & Rubin, 1999). The
PROPS can be administered as either a paper-and-pencil self-report or a structured telephone interview. Frequency of
symptoms during the past week is rated on a 3-point scale: None, Some, or Lots.

Evidence of Reliability: Cronbach’s alpha was .93 in a community sample of 206 children in grades 3–8 (Green-
wald & Rubin, 1999). Test–retest correlation was .79 in the same study.

Evidence of Validity: PROPS correlates significantly with the LITE measure of exposure to stressors (see Appendix
9.1), with r = .56.

Contact Information: Sidran Institute, 200 E. Joppa Road, Suite 207, Towson, MD 21286. Telephone: (410) 825-
8888. Fax: (410) 337-0747 or (888) 825-8249. E-mail: sidran@sidran.org. Website: www.sidran.org.
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APPENDIX 9.6. PTSD-Specific Measures for Adolescents and Young Adults

ADMINISTERED TO ADOLESCENT OR YOUNG ADULT

Reactions of Adolescents to Traumatic Stress Questionnaire (RATS; Bean, Eurelings-Bontekoe, Derluyn, & Spinhover,
2004b)

Brief Description: The RATS, a multicultural self-report measure of PTSD for adolescents exposed to high-magni-
tude stressors, has been translated into 19 languages. The 22 items were derived from the 17 DSM-IV symptoms of
criteria B, C, and D of PTSD, with symptoms B3, C1, C5, D1, and D2 divided into two items each. Each of these
symptoms has two components, because division into two related questions makes the intent of each question clearer
to respondents. Each item is rated by the adolescent or young adult using three response categories: Not much(1),
Some (2), Much (3), and Very much (4). Each response category is illustrated with a colored circle that increases in size
and changes color from Not much (small green circle) to Very much (large red circle). Items are written to be readable
by 12-year-olds. Each question is written both in English and in another language, because the researchers found that
many immigrants had limited knowledge of their own written language but had learned their new language (Dutch, in
this case) quickly (Bean, Derluyn, Eurelings-Bontekoe, Broekaert, & Spinhoven, 2006). No written back-translations
were made, but the “translated questionnaires were reviewed orally with professional interpreters who were regularly
involved in treatment sessions of traumatized adult refugees to control the quality of the translations, to ensure that
the original meaning was conveyed in the items, and to attempt to achieve semantic equivalence” (Bean et al., 2006,
p. 245). Age range: 12–18 years. Languages available: Amhars, Albans, Arabic, Bandini, Chinese (Mandarin), Cro-
atian, Dari, Dutch, English, French, German, Mongols, Portuguese, Russian, Servo-Croatian, Spanish (presumably
European Spanish rather than Central or South American Spanish), Soerani, Somali, and Turkish.

Evidence of Reliability: Internal consistency is excellent for all versions of the RATS, with alphas ranging from .81
to .93 for the different versions (Bean et al., 2006). Test–retest reliability was conducted on a sample of 519 adoles-
cents over a 12-month period, which is an exceedingly long time period for assessing test–retest reliability. Nonethe-
less, the “stability coefficients” (which kind was not specified) were .63 for the total RATS score, .61 for the Intrusion
subscale, .44 for the Numbing/Avoidance subscale, and .55 for the Hyperarousal subscale. These low “coefficients”
and the extraordinarily long time between first and second assessments make this test of the stability of the RATS over
time of little worth.

Evidence of Validity: Validity of the RATS was assessed among 4 separate, large youth samples: 771 unaccompa-
nied refugee minors in the Netherlands, 1,058 Dutch pupils from schools throughout the Netherlands, 939 Belgian
immigrant and refugee adolescents, and 617 Belgian schoolchildren (Bean et al., 2006). The RATS correlated signifi-
cantly with a measure of exposure to high-magnitude stressors created by the authors, the Stressful Life Events Check-
list (SLE; Bean et al., 2004c; see Appendix 9.1), among all four samples (r’s ranged from .45 to .52 for the total RATS,
from .43 to .53 for the Intrusion scale, from .36 to .44 for the Numbing/Avoidance scale, and from .38 to .45 for the
Hyperarousal scale). The RATS consistently demonstrated dose–response relationships. Adolescents who reported ex-
posure to four or more high-magnitude stressors on the SLE were more likely to meet DSM-IV criteria for PTSD ac-
cording to the RATS (odds ratio [OR] = 8.95, 95% confidence interval [CI] = 7.06–11.35). Those who reported sexual
abuse were more likely to meet PTSD criteria (OR = 4.47, 95% CI = 3.57–5.58), as were those who had been sepa-
rated from their families (OR = 6.18, 95% CI = 5.14–7.42). The RATS was significantly and strongly correlated with
the Internalizing scale of the Hopkins Symptom Checklist–37 for Adolescents (HSCL-37A—Bean et al., 2004a; an ad-
aptation of the HSCL-25 of Winokur, Winokur, Rickles, & Cox, 1984) in all four samples (r’s ranged from .66 to .79
for the total RATS, from .56 to .70 for the Intrusion scale, from .55 to .67 for the Numbing/Avoidance scale, and from
.58 to .73 for the Hyperarousal scale). At the same time it correlated significantly but far less strongly with the Exter-
nalizing scale of the HSCL-37A (r’s ranged from .23 to .33 for the total, from .12 to .23 for the Intrusion scale, from
.10 to .27 for the Numbing/Avoidance scale, and from .34 to .40 for the Hyperarousal scale). The authors argue that
the lower correlations between the RATS and the Externalizing scale of the HSCL-37A provide evidence of the dis-
criminant validity of the RATS.

Contact Information: Tammy Bean, PhD, Centrum 45, Rijnzichtweg 35, 2342 AX Oegstageest, Netherlands. Tele-
phone: 071-519-1500. E-mail: t.bean@centrum45.nl. All versions of the RATS, along with the manual, and SPSS code
for computing scale scores can be downloaded at www.centrum45.nl/research/amaenggz/ukamtool.php.

Young Adult Psychiatric Assessment (YAPA; Angold & Costello, 2000)

Brief Description: The YAPA, a modification of the CAPA, is suitable for use with young adults, providing a focus
on diagnoses, living situations, relationships, and areas of functioning relevant to this age group (Angold & Costello,
2000). Age range: 18+.

Evidence of Reliability: Evidence of reliability has yet to be published.
Evidence of Validity: Evidence of validity has yet to be published.
Contact Information: Developmental Epidemiology Program, Duke University Medical Center, Attention: Juné

Rogers, DUMC Box 3454, Durham, NC 27710. Telephone: (919) 687-4686, extension 273. E-mail: jrogers@psy-
ch.duhs.duke.edu.
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APPENDIX 9.7. Measures Appropriate for Assessing Acute PTSD, Complex PTSD,
and Other Associated Symptoms and Reactions

ADMINISTERED TO CHILD

Acute Stress Checklist for Children (ASC-Kids; Kassam-Adams, 2006)

Brief Description: The ASC-Kids is a 29-item self-report, with 25 items assessing ASD according to DSM-IV crite-
ria: four items assess whether the experience was horrible, frightening, beyond the child or adolescent’s control, or the
child feared for his or her life; four assess emotional numbing, derealization, and dissociation; 15 items assess the re-
maining DSM-IV criteria; one item assesses the degree to which the child or adolescent was emotionally upset by the
experience; one assesses disruptions to social interaction with meaningful others; two items assess social functioning
at school and with the immediate family; one item assesses social support; and one assesses self-perceived coping skill.
Most response categories are rated Never/Not true (0), Sometimes/Somewhat (1), and Often/Very true (2). Items rated
2 can be counted as indicating a DSM-IV symptom is present. Symptom category subscales include Dissociation,
Reexperiencing, Avoidance, and Overarousal/Anxiety. Age range: 8–17; items should be read to children 9 years and
younger, and to any 10- or 11-year-old who appears to require assistance. Languages: English and Spanish.

Evidence of Reliability: Based on the responses of 176 recently injured children and adolescents (mean age = 11.8;
Kassam-Adams, 2006), internal consistency alpha for the 19 ASD items (questions 5–23) was .85, whereas it was .86
for all 29 items, and .64 for the Dissociation, .74 for the Reexperiencing, .73 for the Avoidance, and .73 for the
Overarousal/Anxiety subscales. Test–retest correlations among 111 children and adolescents over a 1-week period on
the 19 ASC-Kids symptom items were .76, and for total 29 items, .83, whereas it was .72 for the Dissociation, .75 for
the Reexperiencing, .59 for the Avoidance, and .68 for the Overarousal/Anxiety subscales.

Evidence of Validity: The ASD-Kids total correlated .77 with the CATS (March, Amaya-Jackson, et al., 1997; see
Appendix 9.5) PTSD subscale immediately after the injury occurred and .61 among 147 children and adolescents con-
tacted 3 months later, and .37 with the CSDC (Saxe et al., 2003; see Appendix 9.5) caretaker report of the child’s ASD
symptoms immediately after the injury. Discriminant validity was demonstrated by lower, though significant, correla-
tions of .49 with the Internalizing T-score on the YSR (Achenbach, 1991b) and .30 with the Externalizing T-score of
the YSR. It correlated even less, but still significantly, with the parent report of Internalizing behavior on the CBCL
(.23; Achenbach, 1991a) and of Externalizing behavior (.25). Factor analysis resulted in four factors that “correspond
fairly well to the four symptom categories” (p. 136) of DSM-IV ASD.

Contact Information: Nancy Kassam-Adams PhD, Children’s Hospital of Philadelphia, TraumaLink 3535 10th
Floor, 34th Street and Civic Center Boulevard, Philadelphia, PA 19104. Telephone: (215) 590-1000. E-mail:
nlkaphd@mail.med.upenn.edu. A listing of the ASC-Kids items can be found in Kassam-Adams (2006).

Angie/Andy Cartoon Trauma Scales (Praver & Pelcovitz, 1996; Praver, Pelcovitz, & DiGiuseppe, 1998)

Brief Description: Based on the cartoon-based child interview, Levonn: A Cartoon-Based Structured Interview for
Assessing Young Children’s Distress Symptoms (Richters et al., 1990), this interview is a child version of the Struc-
tured Interview for Disorders of Extreme Stress (SIDES; this appendix). It contains 44 full-page cartoons illustrating
DSM-IV symptomatic responses to high-magnitude stressors plus the additional symptoms associated with complex
PTSD (see Table 9.3). As such, it is primarily a measure of reactions to prolonged, repeated abuse; thus, it is probably
more appropriate for assessing complex PTSD among young children. However, it does allow assessment of posttrau-
matic stress symptomatology. Two summary scores are computed: one for Posttraumatic Stress symptoms and the
other for Total Associated symptoms. The associated items are relevant for the assessment of complex PTSD in addi-
tion to PTSD. See description of the parallel Angie/Andy Parent Rating Scales below for more detail about which asso-
ciated symptoms are measured. The child rates how often he or she feels like the child in the drawing by using four
separate thermometers filled to levels that correspond to responses of Never, Just a few times, Some of the time, and A
lot of the time. Age range: 3 or 4 years to adolescence, depending on verbal ability. May be appropriate for children
with lower IQs or learning problems as well.

Evidence of Reliability: Cronbach’s alphas ranged from .70 to .95 for the scales (Praver & Pelcovitz, 1996).
Evidence of Validity: Among 208 children in three trauma groups—Intrafamilial Violence, Extrafamilial Violence,

and Combined Violence—all scored higher than a nontrauma group on the six scales of the interview (Praver &
Pelcovitz, 1996). The number of violence and abuse experiences to which a child was exposed correlated with the six
subscales, from .44 to .57. The six subscales correlated from .71 to .81 with the Behavioral Assessment System for
Children (BASC; Praver & Pelcovitz, 1996). It also significantly correlated with the BASC Parent Report Scale (r =
.55). The Posttraumatic Stress scale had a sensitivity of .72 and specificity of .94 when differentiating between chroni-
cally traumatized and nontraumatized children (Praver, 1996; Praver, DiGiuseppe, Pelcovitz, Mandel, & Gaines,
2000).

Contact Information: Lisa Ayoung, Multi-Health Systems, P.O. Box 950, North Tonawanda, NY 14120-0950.
Telephone: (800) 456-3003. Fax: (888) 540-4484. E-mail: r_d@mhs.com. Website: www.mhs.com. Francis Praver,
PhD, 5 Marseilles Drive, Locust Valley, NY 11560. Telephone: (516) 671-8531. E-mail: drfranpraver@cs.com.

Structured Interview for Disorders of Extreme Stress Not Otherwise Specified (SIDES; Pelcovitz, van der Kolk, Roth,
Mandel, & Kaplan, 1997)

Brief Description: This 48-item interview, which can be administered as a paper-and-pencil self-report measure, as-
sesses the suggested criteria for complex PTSD (also known as disorder of extreme stress not otherwise specified, or
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DESNOS). The SIDES was the instrument used to investigate the viability of a separate diagnostic category for com-
plex PTSD during the DSM-IV field trials (Kilpatrick, et al., 1998; van der Kolk et al., 1996). Several questions assess
specific symptoms of the domains of complex PTSD. In the domain of alteration in regulation of Affect and Impulses,
three questions assess problems with affect regulation in general, four assess problems modulating anger, three assess
self-destructive behaviors, one assesses suicidal preoccupation, seven assess difficulty modulating preoccupation with
sexual involvement, and one question assesses excessive risk-taking behavior. In the domain of alterations in Attention
or Consciousness, one item assesses amnesia and four items assess transient dissociative episodes and depersonaliza-
tion, and one assesses a sense of ineffectiveness. In the domain of alteration in Self-Perception, one item assesses a
sense of ineffectiveness, one assesses a sense of permanent damage to the self, one assesses guilt and responsibility, one
assesses shame, one assesses a feeling that nobody can understand, and one item assesses minimizing the traumatic ex-
perience(s). In the domain of alterations in Perception of the Perpetrator, one item assesses the adoption of distorted
beliefs about the perpetrator, one assesses idealization of the perpetrator, and one assesses preoccupation with hurting
the perpetrator. In the domain of alterations in relations with others, three items assess the inability to trust others, one
assesses the occurrence of revictimization experiences, and one assesses the tendency to victimize others. In the do-
main of Somatization, problems with the digestive system and chronic pain are assessed by one question each;
cardiopulmonary symptoms are assessed with one item, wherein the respondent can indicate whether any of four dif-
ferent symptoms have been experienced; conversion symptoms are assessed with one item, wherein the respondent can
indicate whether any of nine different symptoms have been experienced; and sexual symptoms are assessed with one
item, wherein up to four symptoms can be endorsed. In the domain of alterations in Systems of Meaning, three items
assess a pessimistic attitude toward the future (also known as a sense of foreshortened future), and two items assess a
loss of previously sustaining beliefs. Endorsement of complex PTSD is met when criteria for all scales, except that as-
sessing alterations in perceptions of the perpetrator (see reliability evidence below for details) are met (Pelcovitz et al.,
1997).

Evidence of Reliability: In the DSM-IV field trials, a sample of 520 adults was assessed with the SIDES; 395 of the
adults were seeking treatment, whereas the rest were from the community; 149 of them had been physically or sexu-
ally abused as children; 87 adults were victims of interpersonal abuse as adolescents or adults, 58 witnessed a disaster,
and 226 reported on other stressors (Pelcovitz et al., 1997). Cronbach’s alphas were .96 for the full scale, .90 for the
items assessing alteration in regulation of Affect and Impulses, .76 for alterations in Attention or Consciousness, .77
for alterations in Self-Perception, .53 for alterations in Perception of the Perpetrator, .77 for alterations in Relations
with Others, .88 for Somatization, and .78 for alterations in Systems of Meaning. Due to the low internal consistency,
the authors did not include the scale intended to assess alterations in Perceptions of the Perpetrator in analyses of va-
lidity, and they recommend not requiring evidence for that set of symptoms when assessing complex PTSD. The kappa
for interrater reliability for the full scale among 10 raters was .81.

Evidence of Validity: In the DSM-IV field trials (Pelcovitz et al., 1997), endorsement rates were compared between
the various abuse groups (see reliability evidence for details). Out of 34 comparisons, differences between the early-
onset interpersonal violence group and the disaster group were significant for all but one subscale, Symptoms of Inef-
fectiveness. Moreover, 23 of 34 differences in endorsement rates between the late-onset interpersonal violence group
and the disaster group were significant.

Contact Information: David Pelcovitz, PhD, Azrieli School of Jewish Education, Yeshiva University, 500 West
185th St., New York, NY 10033. Telephone: (212) 960-0196. E-mail: depelcovi@yu.edu.

World View Survey (Fletcher, 1996h; Skidmore & Fletcher, 1997)

Brief Description: The World View Survey, a 50-item paper-and-pencil self-report, assesses important beliefs that
may be changed by traumatic experience. The psychometrics of the scale were tested in a sample of 295 college stu-
dents. Factor analysis (Skidmore & Fletcher, 1997) extracted nine factors, and a secondary factor analysis of these
nine factors resulted in two second-order factors. The first factor concerns Trauma Reactive Beliefs and comprises five
subscales: (1) Anxious Uncertainty (exemplified by beliefs such as “Life does not seem to make much sense any-
more”); (2) Inadequacy (e.g., “I am a jinx”); (3) Dangerous World (e.g., “The world is a dangerous place to live”); (4)
Self-Abnegation (e.g., “Sometimes I think I am not a very good person”); and (5) Lack of Control (e.g., “I feel like I
have control over my life”—if disagreed with). The second higher-order factor concerns Negative Beliefs and com-
prises four subscales: (1) Poor Ego-Strength (e.g., “Since I have lived through some bad times, I have a better idea of
what is important to me and what is not”); (2) Lack of Personal Empowerment (e.g., “I feel like nothing can keep me
from getting what I want out of life anymore”—if disagreed with); (3) Negative Outlook (e.g., “Nowadays I feel like
every new day I am alive is a gift”); and (4) Poor Attachment (e.g., “It is easy for me to make friends”—if disagreed
with). The total of all items is not used, because the Trauma Reactive scale correlates only moderately with the Nega-
tive Beliefs scale (r = .57; Skidmore & Fletcher, 1997). Age range: 13 years and older.

Evidence of Reliability: The nine subscales had the following alphas: Anxious Uncertainty, .90; Inadequacy, .85;
Dangerous World, .71; Self-Abnegation, .76; Lack of Control, .64; Poor Ego-Strength, .70; Poor Attachment, .74;
Lack of Personal Empowerment, .63; and Negative Outlook, .61 (Skidmore & Fletcher, 1997). Alphas were .90 for
the Trauma Reactive and .71 for the Negative Beliefs subscales.

Evidence of Validity: Correlations among the five Trauma Reactive subscales with theoretically related measures
were all significant, whereas those between the Negative Beliefs scales with these same measures tended to be
nonsignificant (Skidmore & Fletcher, 1997), providing further evidence that the two types of scales measure different
domains. Thus, the overall Trauma Reactive and Negative Beliefs subscales are correlated .23 (p < .001) and .12 (p <
.05), respectively, with the Young Adults Upsetting Times Checklist (see Appendix 9.1), a measure of exposure to life-
time stress; .34 (p < .001) and .02 (ns), respectively, with traumatic reactions as assessed by the IES (Horowitz et al.,
1979); .61 (p < .001) and .27 (p < .001), respectively, with another measure of traumatic reactions derived from the
Symptom Checklist–90—Revised (SCL-90-R; Derogatis, 1977; Saunders et al., 1990). Comparisons of scores on the
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World View Survey of the 295 college students and 40 adolescent psychiatric inpatients, many of whom had diagnoses
of PTSD (Skidmore & Fletcher, 1997), demonstrated that the inpatient adolescents scored significantly higher than the
college students on the Trauma Reactive subscale (M = 72.41 ± 14.22 vs. 89.18 ± 16.35) and the Negative Beliefs sub-
scale (M = 38.09 ± 6.84 vs. 42.58 ± 9.94). The inpatient adolescents scored significantly higher than the college stu-
dents on all five subscales of the Trauma Reactive subscale, but on only two of the four subscales of the Negative Be-
liefs subscale. The two groups did not differ significantly on the Poor Ego-Strength subscale or on the Negative
Outlook subscale.

Contact Information: Kenneth E. Fletcher, PhD, Department of Psychiatry, University of Massachusetts Medical
School, 55 Lake Avenue North, Worcester, MA 01655. Telephone: (508) 856-8630. E-mail: kenneth.fletcher@
umassmed.edu.

ADMINISTERED TO CARETAKER OR OTHER ADULTS

Angie/Andy Parent Rating Scales (Praver, Pelcovitz, & DiGiuseppe, 1993)

Brief Description: Forty-four items on these scales parallel the Angie/Andy Cartoon Trauma Scales (this appendix),
minus the cartoons. As noted in the description for that scale, these two measures were designed to assess reactions to
prolonged, repeated abuse; they are therefore more suitable for assessing complex PTSD than simple PTSD in young
children. Scales include Attention and Consciousness, Dysregulation of Affect and Impulses, Relations with Others,
Self-Perception, Somatization, and Systems of Meaning. Symptoms such as despair, hopelessness, and loss of previ-
ously sustained beliefs are included. Two summary scores are also computed: one for Posttraumatic Stress symptoms
and one for Total Associated symptoms. Age range: 3 or 4+ years.

Evidence of Reliability: Cronbach’s alphas ranged from .75 to .95 for the scales (Praver et al., 1993).
Evidence of Validity: Correlated significantly with the BASC-PRS (r = .71 to .81; Praver, 1996).
Contact Information: Lisa Ayoung, Multi-Health Systems, P.O. Box 950, North Tonawanda, NY 14120-0950.

Telephone: (800) 456-3003. Fax: (888) 540-4484. E-mail: r_d@mhs.com. Website: http://www.mhs.com. Frances
Praver, PhD, 5 Marseilles Drive, Locust Valley, NY 11560. Telephone: (516) 671-8531. E-mail: drfranpraver@cs.com.

Child Stress Disorders Checklist (CSDC; Saxe, 2004) and Child Stress Disorders Checklist—Screening Form (CSDC-SF;
Saxe & Bosquet, 2004)

Brief Description: Unlike most other child PTSD measures to date, the CSDC allows assessment of symptoms of
both DSM-IV PTSD and ASD. See full description in Appendix 9.5.
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Autism Spectrum Disorders
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Marjorie Solomon

In this chapter, we review issues and methods
relevant to the assessment of autism spectrum

disorders (ASDs). We begin with some back-
ground about these disorders, including their
diagnostic criteria, associated features, devel-
opmental course, epidemiology, etiologies, and
outcomes. This information is used as a foun-
dation for understanding and evaluating as-
sessment strategies and instruments used with
this population of children. Next we provide
an overview of the assessment process, com-
mon referral questions, and special issues rele-
vant to ASD that must be considered. We then
describe the components of a core assessment
battery, followed by additional domains that
might be considered in a more comprehen-
sive assessment. Domains covered include au-
tism symptomatology, intelligence, language,
adaptive behavior, neuropsychological func-
tions, comorbid psychiatric illnesses, and fam-
ily functioning. Throughout these sections, we
discuss the feasibility of particular methods
and highlight those that are practical for use in
a typical clinical setting. We end with a discus-
sion of the utility of specific instruments for
treatment planning and evaluation, outcome
assessment, and sensitivity to change.

DIAGNOSTIC CRITERIA

The fourth edition, text revision of the Diag-
nostic and Statistical Manual of Mental Dis-
orders (DSM-IV-TR; American Psychiatric
Association [APA], 2000) lists five pervasive
developmental disorders (PDDs)1: autistic
disorder, Asperger’s disorder, Rett’s disorder,
childhood disintegrative disorder, and per-
vasive developmental disorder not otherwise
specified. Symptoms of autistic disorder fall
into three domains (see Table 10.1): social re-
latedness, communication, and behaviors and
interests, with delays or abnormal functioning
in at least one of these areas evident in children
prior to 3 years of age. In the social domain,
symptoms include impaired use of nonverbal
behaviors (e.g., eye contact, facial expression,
gestures) to regulate social interaction, failure
to develop age-appropriate peer relationships,
little seeking to share enjoyment or inter-
ests with other people, and limited social–
emotional reciprocity. Communication deficits
include delay in or absence of spoken language,
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TABLE 10.1. DSM-IV-TR Criteria for Autistic Disorder

DSM-IV-TR symptoms Examples

Deficits in reciprocal social interaction

(1a) Difficulty using
nonverbal behaviors to
regulate social interaction

• Poor eye contact
• Little use of gestures while speaking
• Few or unusual facial expressions
• Unusual intonation or voice quality

(1b) Failure to develop age-
appropriate peer
relationships

• Lack of interest in peers
• Few or no same-age friends
• Trouble interacting in groups and following cooperative rules of games

(1c) Little sharing of pleasure,
achievements, or interests
with others

• Delay in or failure to develop joint attention
• Does not point to show
• Enjoys activities alone, without involving others

(1d) Lack of social or
emotional reciprocity

• Does not respond to others; appears indifferent
• Strongly prefers solitary activities
• Does not notice when others are hurt or upset; does not offer comfort

Deficits in communication

(2a) Delay in or total lack of
development of language

• No use of words to communicate by age 2
• No simple phrases (e.g., “more milk”) by age 3
• After speech develops, immature grammar

(2b) Difficulty holding
conversations

• Trouble knowing how to start, maintain, and/or end a conversation
• Little back-and-forth; may talk on and on in a monologue
• Failure to respond to the comments of others; response only to direct

questions
• Difficulty talking about topics not of special interest

(2c) Unusual or repetitive
language

• Repeating what others say to them (echolalia)
• Repeating from videos, books, or commercials at inappropriate times or

out of context
• Using words or phrases that the child has made up or that have special

meaning only to him/her
• Overly formal, pedantic style of speaking (sounds like “a little

professor”)

(2d) Play that is not
appropriate for
developmental level

• Little acting out scenarios with toys
• Rarely pretends an object is something else (e.g., a banana is a telephone)
• Prefers to use toys in a concrete manner (e.g., building with blocks,

arranging dollhouse furniture) rather than pretending with them
• When young, little interest in social games like peekaboo, ring-around-

the-rosie, etc.

Restricted, repetitive behaviors, interests, or activities

(3a) Interests that are narrow
in focus, overly intense,
and/or unusual

• Very strong focus on particular topics to the exclusion of other topics
• Interest in topics that are unusual for age (sprinkler systems, movie

ratings, astrophysics, radio station call letters)
• Excellent memory for details of special interests
• Interference with other activities (e.g., delays eating or toileting due to

focus on activity)

(3b) Unreasonable insistence
on sameness and
following familiar
routines

• Wants to perform certain activities in an exact order (e.g., close car doors
in specific order)

• Need for advanced warning of even minor changes
• Becomes highly anxious and upset if routines or rituals not followed

(continued)



difficulty with conversational reciprocity, idio-
syncratic or repetitive language, and imitation
and pretend play deficits. In the behaviors
and interests domain, there are often encom-
passing, unusual interests, inflexible adherence
to nonfunctional routines, stereotyped body
movements, and preoccupation with parts or
sensory qualities of objects (APA, 2000). To
meet criteria for autistic disorder, an individual
must demonstrate at least 6 of 12 symptoms—
at least two from the social domain, and one
each from the communication and restricted
behaviors/interests categories.

Asperger’s disorder (or Asperger syndrome,
as it is often called) shares the social disabilities
and restricted behaviors and interests of au-
tism, but language abilities are well developed
and intellectual functioning is not impaired.2

Symptoms of Asperger syndrome are identical
to those just listed for autistic disorder except
that there is no requirement that the child dem-
onstrate any difficulties in the second category,
communication. The main point of differen-
tiation from autistic disorder, especially the
higher-functioning subtype, is that those with
Asperger syndrome do not exhibit significant
delays in the onset or early course of language.
As specified in the DSM-IV-TR, nonechoed,
communicative use of single words must be
demonstrated by age 2 and meaningful phrase
speech, by age 3. Most parents of children with

Asperger syndrome are not concerned about
early language development and may even re-
port precocious language abilities, such as a
large vocabulary and adult-like phrasing from
an early age. Autistic disorder must be ruled
out before a diagnosis of Asperger syndrome is
justified. DSM-IV-TR mandates that the diag-
nosis of autism always take precedence over
that of Asperger syndrome. Thus, if a child
meets criteria for autistic disorder, the diagno-
sis must be autism even if he or she displays ex-
cellent language, average or better cognitive
skills, and other “typical” features of Asperger
syndrome.

Individuals who meet criteria for autistic dis-
order and are intellectually normal are consid-
ered “high functioning.” Research comparing
Asperger syndrome and high-functioning au-
tism (HFA) provides mixed evidence of their
external validity. Early history differences are
evident between the disorders, with children
with Asperger syndrome showing fewer and
less severe symptoms, and better language in
the preschool years than children with HFA,
but these group differences are likely artifacts
of the diagnostic definitions (Ozonoff, South,
& Miller, 2000). Follow-up studies demon-
strate similar trajectories in outcome (Ozonoff
et al., 2000; Szatmari et al., 2000). Neuropsy-
chological research suggests that the two con-
ditions are more similar than different, and
consensus has not been achieved on the validity
of their distinction (Howlin, 2003; Macintosh
& Dissanayake, 2004). Whether the two con-
ditions are different enough to warrant sepa-
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TABLE 10.1. (continued)

DSM-IV-TR symptoms Examples

Restricted, repetitive behaviors, interests, or activities (continued)

(3c) Repetitive motor
mannerisms

• Flaps hands when excited or upset
• Flicks fingers in front of eyes
• Odd hand postures or other hand movements
• Spins or rocks for long periods of time

(3d) Preoccupation with parts
of objects

• Uses objects in unusual ways (e.g., flicks doll’s eyes, repeatedly opens and
closes doors on toy car), rather than as intended

• Interest in sensory qualities of objects (e.g., likes to sniff objects or look
at them closely)

• Attachment to unusual objects (orange peel, string)

Onset criteria • Delays or abnormal functioning must be present before 3 years of age.

Note. From American Psychiatric Association. Copyright 2000 by the American Psychiatric Association. Adapted by permission.

2 Generally defined as IQ scores above 69, although no
operational definition exists and other thresholds, such
as IQ > 84, are sometimes used.



rate names is of more than academic interest,
because resources in many states are provided
differentially to children based on the particu-
lar autism spectrum diagnosis they receive.

Two other conditions also appear in the
DSM-IV-TR PDD category: Rett’s disorder and
childhood disintegrative disorder. Both involve
a period of typical development, followed by a
loss of skills and regression in development.
The classic symptoms of Rett’s disorder, seen
primarily in females, include lack of typical so-
cial interaction; lack of language; very frequent
stereotyped hand movements, including repeti-
tive wringing, “washing,” twisting, clapping,
or rubbing of the hands in the midline (often
leading to lack of functional hand use); un-
steady gait; and severe to profound mental
retardation. A gene on the X chromosome,
MECP2, causes most cases of Rett’s disorder
(Amir et al., 1999).

In childhood disintegrative disorder (CDD),
an abrupt and severe regression occurs after at
least 2 (and up to 10) years of normal develop-
ment. After the loss of skills, the child has all
the characteristics of severe autism and severe
mental retardation. Without taking a history of
early development and onset, it is difficult to
distinguish between the behavioral phenotype
of CDD and autism, and treatments for the two
conditions are similar. It is not clear whether
the cause(s) of CDD differ from those of au-
tism. There appears to be relatively less im-
provement over time than occurs in autism,
and the condition continues as a chronic, se-
vere, developmental disability throughout life.
CDD is a very rare condition, occurring in only
1 in 100,000 individuals (Fombonne, 2002).
Given the low incidence of both CDD and
Rett’s disorder, these conditions are not consid-
ered further in this chapter. The interested
reader is referred to recent comprehensive
reviews for more information (Van Acker,
Loncola, & Van Acker, 2005; Volkmar,
Koenig, & State, 2005).

The fifth and final condition that falls within
the PDD category is pervasive developmental
disorder not otherwise specified (PDD NOS).
This label is used for children who experience
difficulties in at least two of the three autism-
related symptom clusters, but who do not meet
criteria for any of the other PDDs. The same
list of 12 symptoms outlined earlier is used to
diagnose PDD NOS, but only one difficulty
within the “reciprocal social interaction” do-
main and one symptom from either the “com-

munication deficits” or “repetitive, restricted
behaviors” domains are required. Thus, this is
a very heterogeneous category (Walker et al.,
2004). Children with PDD NOS demonstrate
autistic-like behaviors and difficulties but dis-
play either too few symptoms or a different
pattern of symptoms than other conditions in
the PDD category. For example, a child might
be diagnosed with PDD NOS if he displayed
only four of the DSM-IV-TR symptoms (ruling
out autistic disorder), displayed a delay in lan-
guage onset (ruling out Asperger syndrome),
and showed no regression in development (rul-
ing out both Rett’s disorder and CDD). The di-
agnosis is often misused, with substantial pro-
portions of children carrying this label either
meeting full criteria for autism or not meeting
criteria for any ASD (Buitelaar, Van der Gaag,
Klin, & Volkmar, 1999). Thus, it is always
worth reevaluating a child who presents with a
diagnosis of PDD NOS made by another clini-
cian or agency, to examine the accuracy of the
initial diagnosis.

ASSOCIATED FEATURES

ASDs can co-occur with a variety of other diffi-
culties. Best appreciated is the high comorbidi-
ty rate of autism and mental retardation. Most
studies have found that the majority of individ-
uals with autism (roughly 75%) are intellectu-
ally handicapped, with approximately half of
the group functioning in the range of mild to
moderate mental retardation, and half in the
severe to profound range. However, recent epi-
demiological investigations focusing on the
preschool period found a decrease (down to
25–50%) in the percentage of those with
mental retardation (Chakrabarti & Fombonne,
2001; Honda, Shimizu, Misumi, Niimi, &
Ohashi, 1996). This trend is consistent with in-
creasing recognition of milder cases. Rising IQ
may also reflect the effect of early intervention.

Another commonly associated symptom is
seizures. Up to one-third of children with au-
tism develop seizures, although rates tend to be
higher in clinic-based studies (e.g., Rossi, Posar,
& Parmeggiani, 2000) and may be closer to
10–15% in larger, community-based samples
(Tharp, 2004). Seizures are more common in
children who have both autism and mental
retardation (Danielsson, Gillberg, Billstedt,
Gillberg, & Olsson, 2005). Epilepsy onset is of-
ten during the preschool years, but there is lack
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of consensus on whether there is a second
peak onset period for seizures after puberty
(Danielsson et al., 2005; Rossi et al., 2000).

Other nonspecific abnormalities have been
found in children with autism, including dys-
regulation of both eating and sleeping patterns.
Food sensitivities and selective food intake are
widely reported and are a cause of significant
concern for many parents, although the nutri-
tional and behavioral impact of these patterns
is far from clear at this time. It has been hy-
pothesized that allergies to dairy and wheat by-
products may cause or exacerbate symptoms of
autism (Erickson et al., 2005), but insufficient
empirical study has been conducted to evaluate
the validity of such hypotheses. Several studies
have found that sleep problems in ASD are
approximately double (55%) or higher the
prevalence in typically developing children
and adolescents (Honomichl, Goodlin-Jones,
Burnham, Gaylor, & Anders, 2002; Oyane &
Bjorvatn, 2005; Schreck & Mulick, 2000).
These findings are consistent across studies
that use a variety of methods, including objec-
tive measures, such as actigraphy, as well as pa-
rental report. However, the impact of the sleep
disturbances on daytime functioning in the
ASD population is largely unknown (Oyane &
Bjorvatn, 2005).

PSYCHIATRIC AND BEHAVIORAL COMORBIDITIES

ASDs can co-occur with a variety of additional
psychiatric and behavioral disturbances. Accu-
rate identification of these comorbidities is of
great importance for treatment planning and
educational interventions. In a study of school-
age children who were consecutive cases at an
ASD clinic, 85% of those with Asperger syn-
drome and 65% of those with HFA exhibited
clinically significant behavioral and emotion-
al issues (Tonge, Brereton, Gray, & Einfeld,
1999).

Mood and Anxiety Disorders

The most common comorbid conditions in the
ASD population are anxiety disorders and de-
pressed mood (Kim, Szatmari, Bryson, Streiner,
& Wilson, 2000; Lainhart & Folstein, 1994).
There is general agreement that rates are higher
than expected (e.g., greater than the 10% life-
time rate in the general population), but epide-
miological studies of comorbidity prevalence

have not been done. Risk for anxiety and mood
disorders may be especially elevated at the
higher functioning end of the autism spectrum
(Howlin, Goode, Hutton, & Rutter, 2004;
Klin, Pauls, Schultz, & Volkmar, 2005;
Towbin, 2005) and may in some cases be sec-
ondary to stressful peer interactions and teas-
ing (Howlin et al., 2004; Klin & Volkmar,
1997). In a well-designed study comparing
high-functioning children with ASD to a com-
munity sample (Kim et al., 2000), individuals
with Asperger syndrome and HFA both scored
in the clinically concerning range on scales
measuring depression (17% of the total sam-
ple) and generalized anxiety (13.6% of total).
There were no differences between the
Asperger syndrome and HFA diagnostic groups
in comorbidity rates, but children with higher
verbal than nonverbal abilities had more anxi-
ety and mood problems (Kim et al., 2000). Sig-
nificantly higher rates of phobias and specific
fears in children with ASD relative to children
with Down syndrome and typical development
have also been reported by Evans, Canavera,
Kleinpeter, Maccubin, and Taga (2005).

Behavioral Problems

Children with undiagnosed, higher-functioning
ASDs are sometimes first identified in a general
psychiatry clinic (Towbin, 2005) after referral
for nonspecific behavioral problems. Longitu-
dinal studies illustrate that behavior problems
are relatively common in children with ASDs,
even in higher-functioning individuals. For ex-
ample, in a large follow-up study of adults with
ASD, Ballaban-Gil, Rapin, Tuchman, and
Shinnar (1995) found that 69% of participants
exhibited behavioral difficulties. Even among
individuals with average intelligence, close to
half were reported by their families to have
behavioral problems. Approximately 25% of
individuals with ASD have a history of aggres-
sive outbursts and irritability that bring them
to the attention of a mental health clinic
(Gillberg & Coleman, 2000). Comorbid mania
and bipolar disorder have been described in
children with ASD (Frazier, Doyle, Chiu, &
Coyle, 2002; Wozniak et al., 1997). Tantum
(2003) reported that individuals with Asperger
syndrome, like patients with frontal lobe disor-
ders, may experience “catastrophic reactions”
or extreme emotional or behavioral responses
to apparently ordinary stressors, such as failure
or sensory overstimulation. Such reactions can
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include screaming, shouting, swearing, and/or
running away. Levels of irritability, temper tan-
trums, and defiance comparable to those seen
in conduct disorder have been found in samples
of children with Asperger syndrome (Gilmour,
Hill, Place, & Skuse, 2004; Green, Gilchrist,
Burton, & Cox, 2000).

Despite the apparently elevated rate of
behavioral and conduct difficulties just de-
scribed, the vast majority of individuals with
ASDs are not violent toward others (Ghaziud-
din, Tsai, & Ghaziuddin, 1991). There have
been occasional reports of antisocial acts such
as fire setting (e.g., Everall & LeCouteur,
1990), but it appears that such behavior is of-
ten driven by social naivete and lack of under-
standing of consequences or social norms. For
example, a child with ASD may not realize the
necessity of paying for things in a store or ap-
preciate that interest in a member of the oppo-
site sex is unreciprocated.

Attention and Activity Level

Tsai (2000) reported that 60% of individuals
with ASD have poor attention and concentra-
tion and that 40% are hyperactive. Similarly,
Goldstein and Schwebach (2004) completed a
retrospective chart review of 27 children with
ASD and found that almost 60% met crite-
ria for attention-deficit/hyperactivity disorder
(ADHD). In this sample, 26% met the criteria
for ADHD combined type and 33% met crite-
ria for ADHD inattentive type. Ghaziuddin,
Weidmer-Mikhail, and Ghaziuddin (1998) re-
ported that approximately 30% of individuals
with Asperger syndrome meet diagnostic crite-
ria for ADHD. Despite these research reports
and the clinical experience of many practition-
ers, DSM-IV-TR criteria do not permit the di-
agnosis of ADHD in individuals with ASD. It
has been suggested that this exclusion should
change in future DSM versions, and many
clinicians do diagnose both conditions in
the same individual (Frazier et al., 2001;
Ghaziuddin, Tsai, & Alessi, 1992), particularly
when symptoms that are not part of the autism
spectrum, such as hyperactivity, are evident. It
is more challenging to distinguish between
ASD and the inattentive subtype of ADHD,
and the validity of this differential diagnosis
has not been adequately studied.

It has been suggested that attention prob-
lems in the context of ASD differ qualitatively
from those found in ADHD. “Overfocus” of

attention and internal distractibility are said to
be more characteristic of ASDs, whereas under-
focused attention and distractibility by external
events and stimuli are the hallmarks of ADHD
(Hendren, 2003; Jensen, Larrieu, & Mack,
1997). It has also been suggested that hyperac-
tivity may be more prominent in children with
ASD at younger ages but diminish with age, so
that only inattention and distractibility remain
in adulthood (Klin, Sparrow, Marans, Carter,
& Volkmar, 2000; Tantum, 2003). Others have
found that occasionally children present with
ASD in preschool but appear to “grow out” of
their social symptoms and present later in
childhood very much like children with pri-
mary ADHD (Fein, Dixon, Paul, & Levin,
2005).

Psychosis

Another psychiatric condition important in the
differential diagnosis of ASD is schizophrenia
(see McDonell & McClellan, Chapter 11, on
early-onset schizophrenia, this volume). For
many years, the prevailing belief was that au-
tism and schizophrenia shared a common etiol-
ogy (Volkmar & Cohen, 1991); in fact, the
terms “autism” and “childhood schizophre-
nia” were used interchangeably for the first
several decades after Kanner’s (1943) descrip-
tion of the syndrome. More recent research
has, however, established clear diagnostic
boundaries for autism and schizophrenia, and
suggests that they do not co-occur more often
than expected by chance. One well-known,
large study found only one individual with
schizophrenia and autism in a sample of 163
adolescents and adults (Volkmar & Cohen,
1991). In another 22-year prospective follow-
up study of 38 individuals with autism, none
went on to develop schizophrenia as adults
(Mouridsen, Rich, & Isager, 1999).

The differentiation between ASD and psy-
chosis is less clear, however, when considering
symptoms that exist on the diagnostic bound-
aries of both the autism and schizophrenia
spectrums. Clinically, it can occasionally be
quite challenging to disentangle the ritualistic
behaviors, unusual verbalizations, and social
withdrawal that are part of autism from signs
of psychosis, such as formal thought disorder,
delusional beliefs, and affective flattening.
Studies have documented signs of formal
thought disorder (e.g., illogical statements,
loose associations, disorganized thinking) and
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other negative symptoms of schizophrenia in
individuals with ASD (Dykens, Volkmar, &
Glick, 1991; Ghaziuddin, Leininger, & Tsai,
1995; Konstantareas & Hewitt, 2001; Van der
Gaag, Caplan, van Engeland, Loman, &
Buitelaar, 2005). It is not clear whether these
are just superficial similarities in presentation
or whether a subgroup of individuals with ASD
also shows signs of psychosis (Clark, Baxter,
Perry, & Prasher, 1999). Several groups have
described complicated clinical cases in which
symptoms of ASD, such as gross impairments
in peer relationships, circumscribed interests,
and deficits in conversational reciprocity, exist
alongside delusions, paranoia, formal thought
disorder, poor attention and impulse control,
and affective instability (Kumra et al., 1998;
Towbin, Dykens, Pearson, & Cohen; 1993;
Van der Gaag et al., 1995). Consistent with
this, a National Institute of Mental Health
study of 75 children with childhood-onset
schizophrenia found that 25% had a lifetime
diagnosis of ASD (mostly PDD NOS; Sporn et
al., 2004).

DEVELOPMENTAL COURSE

The onset of autistic disorder always occurs be-
fore age 3, at two peak periods. The majority
of children (approximately two-thirds) display
developmental abnormalities within the first 2
years of life. A smaller group of children with
autism display a period of normal or mostly
normal development, followed by a loss of
communication and social skills, and onset of
autism (Kurita, 1985). Onset, parental recogni-
tion, and clinical diagnosis do not always (or
even usually) coincide. The average age of diag-
nosis of autism is currently right around the
third birthday (Lingam et al., 2003; Mandell,
Novak, & Zubritsky, 2005). For example, in a
large epidemiological study in the United King-
dom, the child’s age at the time of first symp-
tom recognition by parents was 18.6 months,
age at referral was 32.4 months, and age at di-
agnosis was 37.8 months (Chakrabarti &
Fombonne, 2005). Parents often begin to be
concerned when language fails to develop as
expected (De Giacomo & Fombonne, 1998).
However, several other behavioral differences,
particularly social ones, appear to predate the
child’s language abnormalities that parents re-
port at the time of recognition, including less
looking at faces, responding to his or her name,

pointing, and sharing enjoyment and interests
with others (Baron-Cohen et al., 1996; Lord,
1995; Osterling & Dawson, 1994; Trevarthen
& Daniel, 2005; Wetherby et al., 2004;
Wimpory, Hobson, Williams, & Nash, 2000;
Zwaigenbaum et al., 2005).

In the regressive pattern of onset, there is a
period of normal development, followed by a
change in or loss of previously acquired behav-
ior and the onset of autistic symptoms (Kurita,
1985). The average onset of regression is con-
sistently described across studies as between
14 and 24 months of age (Fombonne &
Chakrabarti, 2001; Hoshino et al., 1987;
Kurita, 1985; Shinnar et al., 2001). Regression
typically progresses gradually, although onset
can be sudden in a minority of cases. It is im-
portant to distinguish between regression and a
developmental plateau, in which children fail
to progress as expected and do not gain new
skills. This form of onset is not considered a re-
gression, because there is no loss of previously
acquired skills. Loss of language is the most
commonly described and perhaps most salient
manifestation of regression (Goldberg et al.,
2003; Siperstein & Volkmar, 2004), but even
within the communication domain, the nature
and extent of loss is heterogeneous. Some chil-
dren stop talking altogether, whereas others
lose only some words and retain others; still
others lose only nonverbal means of communi-
cation. Virtually all children who lose language
lose social behaviors as well, such as eye
contact, interest and engagement with others,
and social games such as peekaboo (Lord,
Shulman, & DiLavore, 2004; Ozonoff, Wil-
liams, & Landa, 2005). By definition, the re-
gression that occurs in approximately one-
third of children with autistic disorder occurs
earlier than that in children with CDD. It is not
yet known whether autism and CDD are on a
continuum, or whether they differ in important
ways other than onset.

The onset of Asperger syndrome and PDD
NOS is less well understood. Children with
these disorders usually present at older ages
(Mandell et al., 2005), and parent report of
early development may not be as accurate
when more time has passed. Additionally, the
symptoms of Asperger syndrome and PDD
NOS may be far subtler in preschool than those
of autism and difficult to detect even by profes-
sionals. In a large sample of children with ASD
identified at 2–3 years of age, less than 3% met
criteria for Asperger syndrome (McConachie,
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Le Couteur, & Honey, 2005). This may reflect
that one of the most common symptoms to
bring children to early clinical attention is lan-
guage delay (Mandell et al., 2005), which is an
exclusion for the diagnosis of Asperger syn-
drome. Many parents of children with
Asperger syndrome and PDD NOS do retro-
spectively report social symptoms before age 3,
but this criterion is not required by the DSM-
IV-TR for a diagnosis of Asperger syndrome or
PDD NOS, as it is for autistic disorder. No pro-
spective studies of these higher-functioning
forms of ASD have addressed this question, but
at present it is assumed that onset is usually
early in life for these conditions, too.

ASDs are considered lifelong, chronic condi-
tions. There may be periods of waxing or wan-
ing of particular symptoms, and improvement
with age and development, however. Some
studies suggest that improvement is most
marked in preschool and early childhood, with
functioning levels remaining stable and some-
times even worsening in adolescence and
adulthood (Eaves & Ho, 1996; Sigman &
McGovern, 2005). Once diagnosed with an
ASD, the vast majority of children retain this
diagnosis into adulthood (Gonzalez, Murray,
Shay, Campbell, & Small, 1993; Piven, Harper,
Palmer, & Arndt, 1996) and present with func-
tional impairment throughout life (Billstedt,
Gillberg, & Gillberg, 2005; Howlin, 2003;
Seltzer et al., 2003). In a very small proportion
of cases, children appear to “grow out of” an
ASD diagnosis (Lovaas, 1987; Perry, Cohen, &
DeCarlo, 1995), although some do retain diffi-
culties in other areas (Fein et al., 2005). Diag-
nosis at age 2 is remarkably reliable and stable,
with 85–90% of children diagnosed at this age
retaining the diagnosis over time (Lord, 1995;
Moore & Goodson, 2003; Stone et al., 1999).

There have been several large longitudinal
studies of individuals with autism. As summa-
rized by Howlin (2005), outcomes for adults
with ASD have improved over the last 25 years.
Results of studies conducted after 1980 (e.g.,
Ballaban-Gil et al., 1995; Howlin, 2003;
Kobayashi, Murata, & Yashinaga, 1992;
Venter, Lord, & Schopler, 1992) suggest that
approximately 20% of adults have good out-
comes. Although highly variable across studies,
the average percentage of individuals with ASD
attending college in these studies was 12%. En-
rollment ranged from 0 to 50%, with the high-
est rates found among those with the highest
cognitive abilities. In these same studies, ap-

proximately 24% of individuals with ASD
were employed. Most of their jobs were rel-
atively menial and included food service, un-
skilled factory, and warehouse work. Employ-
ment stability also was low. Again, individuals
with higher cognitive abilities fared better.
Some of these individuals secured jobs in the
computer and electronics industries. Howlin
(2005) also points out that there also has been
a drop in individuals with poor outcomes over
time, from 65% prior to 1980 to 46% after
1980.

In contrast to the relatively optimistic por-
trait painted by Howlin’s (2005) review, a re-
cent Scandinavian study published the results
of a prospective, population-based, follow-up
study of 120 individuals diagnosed with autism
in childhood (Billstedt et al., 2005). This sam-
ple of largely mentally retarded and/or nonver-
bal individuals was followed 13–22 years after
initial contact. The mortality rate was unex-
pectedly high (5%). The rate of epilepsy was
over 40%. Approximately 80% of the sample
had poor or very poor outcomes, defined as
displaying obvious, severe handicaps, without
the possibility of independent living or satisfy-
ing social relationships.

Several inferences may be drawn from these
studies. First, outcome is highly related to over-
all cognitive ability. Across all studies con-
ducted to date, the most powerful predictors of
outcome continue to be two factors identified
over 20 years ago: IQ scores and verbal ability
at age 5 (Lotter, 1974; Rutter, 1984). Howlin
and colleagues (2004) found that a minimum
IQ of 70 was required for a positive outcome.
Even above this IQ cutoff, however, outcomes
were mixed, with over 40% of individuals hav-
ing poor or very poor outcomes. Educational,
vocational, community, and family supports
appear to play an important role in promoting
positive adaptation and may be important fac-
tors in explaining variability in outcome. For
example, the strength of the local economy and
availability of vocational assistance programs
may impact the employment outlook for per-
sons with autism (Shea & Mesibov, 2005).
Finally, it is important to remember that longi-
tudinal studies of the least severely impaired in-
dividuals on the autism spectrum have not yet
been undertaken. Given their lack of language
delay, these individuals may be diagnosed later
in life, and not in time to be included in longi-
tudinal studies. Additionally, the availability of
high-quality, intensive early intervention has
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increased in the last decade, and children who
were provided such treatment have not yet
reached adulthood. For these reasons, we really
do not yet know what “best outcomes” for
ASD may be and how often they might be
achieved. It is important for clinicians to repre-
sent accurately our current state of knowledge
about outcome as they counsel families over
time, and not inadvertently dampen their
hopes, aspirations, and enthusiasm for inter-
ventions.

EPIDEMIOLOGY

Early research suggested that autism (strictly
defined, meeting full criteria for the disorder)
occurred at the rate of 4–6 affected individuals
per 10,000 (Lotter, 1966; Wing & Gould,
1979). An influential study in the mid-1980s
broadened diagnostic criteria somewhat, and
found a rate of 10 per 10,000 in a total popula-
tion screening of a circumscribed geographical
region in Canada (Bryson, Clark, & Smith,
1988). Newer studies that have utilized stan-
dardized diagnostic measures of established re-
liability and validity employed active ascertain-
ment techniques. These surveys have given
prevalence estimates of 60–70 per 10,000 or
approximately 1 in 150 across the spectrum of
autism, and 1 in 500 for children with the full
syndrome of autistic disorder (Chakrabarti &
Fombonne, 2001). One obvious reason for the
rise in rates is that more recent research has ex-
amined all ASDs, whereas early surveys looked
only at rates of strictly defined autism. How-
ever, in studies that have broken down the rates
by specific PDD subtypes, it is clear that the
prevalence of classic autism itself is higher.
Chakrabarti and Fombonne (2001) reported a
rate of 16.8 per 10,000 for autistic disorder,
which is three to four times higher than the rate
suggested in the 1960s and 1970s, and over 1.5
times the rate reported in the 1980s and 1990s.
Thus, ASDs are no longer rare conditions, and
it is likely that many or most practitioners will
encounter individuals with suspected ASD in
their practices.

Several reasons for the rising prevalence
rates have been proposed, from methodologi-
cal artifacts to newly emerging environmental
and biological risk factors. The first category
includes increased awareness among clinicians
and the general public, better identification and
referral practices, more sensitive diagnostic

tools, broader classification systems, and more
active methods of case ascertainment in epide-
miological studies. No doubt, the ability of cli-
nicians to identify more subtle manifestations
of ASD and to discriminate between autism
and mental retardation has improved; it is also
clear that the DSM-IV-TR diagnostic system
casts a broader net than previous classification
systems. Diagnostic criteria and methods of as-
certainment (e.g., active case finding vs. regis-
try screening) have also influenced estimates of
prevalence (Kielinen, Linna, & Moilanen,
2000). Whether changes in referral, case ascer-
tainment, and diagnostic criteria alone can ac-
count for the large increase is uncertain, and
hypotheses abound about environmental fac-
tors that may have emerged in the last few de-
cades to put infants and young children at
greater risk for developing autism. These are
covered, along with other etiological factors, in
the next section.

Very few studies have examined the preva-
lence of autism as a function of race and ethnic
group. It has occasionally been suggested that
the rate of ASD is higher in immigrant than in
native populations (Gillberg, Steffenburg, &
Schaumann, 1991). For example, one study ob-
served an elevated rate of autism in immigrants
from Pakistan to the United Kingdom (Mor-
ton, Sharma, Nicholson, Broderick, & Poyser,
2002), suggesting that the increase was due to
high (60%) rates of consanguinity. However, a
large California study with a similar database
analysis of the prevalence rate of autism across
race and ethnic groups (white, Hispanic, black,
Asian, or other) described the rates as very sim-
ilar during an 8-year period (Croen, Grether,
Hoogstrate, & Selvin, 2002). Fombonne
(2005) suggests that there is no relationship be-
tween ethnicity or race and ASD in large stud-
ies with adequate sampling and statistical con-
trol.

Kanner (1943), who provided the first de-
scription of autism, was the first to identify the
much greater preponderance of affected boys.
A meta-analysis suggests that the widely re-
ported 4:1 ratio of boys to girls is quite consis-
tent across studies, geographical regions, eth-
nicities, and time (Fombonne, 2003). Sex
differences in autism have received little atten-
tion except for the purpose of examining differ-
ences in prevalence. Of the few studies, most
describe greater severity in females. For exam-
ple, studies of intelligence consistently report
lower IQ (Kurita, Osada, & Miyake, 2004;
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Tsai, Stewart, & August, 1981; Volkmar,
Szatmari, & Sparrow, 1993) and mental age
(Pilowsky, Yirmiya, Shulman, & Dover, 1998)
in females than in males with autism. Other
studies have reported more pronounced behav-
ioral abnormalities in females with autism
(Steinhausen & Metzke, 2004). Some investi-
gators have suggested that females with autism
have a different phenotype and present with
different referral issues than boys (Gillberg &
Rastam, 1992; Kopp & Gillberg, 1992), but
this position is controversial and has not been
studied enough. More attention to the area of
gender differences in prevalence, presentation,
functioning, treatment needs, and outcome is
clearly needed (Koenig & Tsatsanis, 2005;
Thompson, Caruso, & Ellerbeck, 2003).

ETIOLOGIES

Kanner suggested that children with autism are
born with “an innate inability to form the
usual, biologically provided affective contacts
with people” (Kanner, 1943, p. 250). Later,
however, his thinking came into line with that
of his contemporaries trained in the psychoan-
alytic tradition that was predominant at the
time. He and others suggested (incorrectly) that
autism was the result of inadequate nurtur-
ance by emotionally cold, rejecting parents
(Bettelheim, 1967), a theory that prevailed un-
til the late 1960s. Rimland (1964) did a tre-
mendous service to the field when he provided
powerful arguments that autism had an or-
ganic etiology. It is now clear that biological
mechanisms produce brain changes that lead to
the symptoms of autism. There are no viable
social–environmental hypotheses of autism eti-
ology.

Genetic factors play a strong role in the de-
velopment of autism (Bailey et al., 1995;
Veenstra-Vanderweele, Christian, & Cook,
2004). The recurrence risk for autism after the
birth of one child with the disorder is at least
3–6% (Bailey, Palferman, Heavey, &
LeCouteur, 1998) and perhaps as high as 10–
15% (Zwaigenbaum et al., 2005), far exceed-
ing that of the general population rate. The
concordance rate for autism in monozygotic
(MZ) twins is greatly elevated relative to that
for dizygotic (DZ) twins. The most recent twin
studies, which used standardized diagnostic
measures and total population screening,
found concordance rates for strictly defined au-

tistic disorder of 60% in MZ pairs (up to 90%
concordance for broader ASD symptoms), but
only 5% in DZ pairs (Bailey et al., 1998).
These figures yield a heritability estimate
greater than .90 for ASD (Bailey et al., 1995;
Le Couteur et al., 1996). There is also evidence
of familial transmission of an extended set of
cognitive and social anomalies that are milder
than, but qualitatively similar to, autism (the
so-called “broader autism phenotype”; Bailey
et al., 1998). Family members also have higher
than average rates of anxiety and affective dis-
orders, and learning disabilities. Collectively,
these features of the broader autism phenotype
have been found in 15–45% of family members
of people with ASD (Bailey et al., 1998).

Advances in the molecular genetics of autism
have been rapid, but the results so far are in-
conclusive. One reason is that the inheritance
pattern appears far from simple, with statistical
models suggesting that several, and perhaps as
many as 10, genes are involved in conferring
susceptibility (Pickles et al., 1995; Risch et al.,
1999). Case reports have demonstrated a link
between autism and a wide variety of chromo-
somal anomalies, with one review (Gillberg,
1998) reporting associations with all but three
chromosomes. It is not yet clear which associa-
tions are random and which may provide clues
about etiology. The one cytogenetic abnormal-
ity that has been consistently replicated in a
small proportion of children with autism is a
duplication of material on chromosome 15
(Rutter, 2000).

Twin studies also make it clear that autism is
not a purely genetic disorder, since the concor-
dance rate for identical twins falls short of
100%, and there can be tremendous pheno-
typic variability even among MZ twins. The
search for nongenetic factors that influence the
development and severity of autism is intense
and has received much media attention. It has
been suggested that environmental factors, in-
cluding immunizations, heavy metal or pesti-
cide exposures, viral agents, and food prod-
ucts, may interact with genetic susceptibility to
trigger autism, to cause it alone, or to mediate
the expression and severity of the disorder
(Hornig & Lipkin, 2001). The potential envi-
ronmental etiological agent that has received
the most attention is immunization. Wakefield
and colleagues (1998) described a case series of
12 children with gastrointestinal disturbances
that were reported to begin around the time
that autistic behaviors became evident. He pos-
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tulated that these children had a new subtype
of “regressive autism” induced by the measles–
mumps–rubella (MMR) vaccination. The pos-
tulated mechanism was a persistent measles
virus infection resulting in damage to the in-
testinal lining, increased permeability, and ab-
sorption of toxic peptides that caused central
nervous system dysfunction and behavioral re-
gression. Recent studies do not support this hy-
pothesis, however. Taylor and colleagues
(1999, 2002) identified 498 children with au-
tism, born since 1979, and linked clinical re-
cords to independently recorded immunization
data. No evidence of a change in trend in inci-
dence or age at diagnosis was associated with
the introduction of the MMR vaccine in 1988.
Other recent studies that have examined large
cohorts of children born in Japan and Den-
mark failed to find any increase in vaccinated
relative to unvaccinated children, and any tem-
poral clustering of autism cases after immuni-
zation (Honda, Shimizu, & Rutter, 2005;
Madsen et al., 2002).

A related hypothesis about environmental
risks for autism concerns mercury exposure,
through either environmental exposures or
thimerosal, an ethyl-mercury-based preserva-
tive included in some vaccines to prevent bacte-
rial contamination. MMR, polio, and varicella
vaccines have never contained thimerosal, but
it was included in other, multiple-use vaccines
since the 1930s. Concerns have been raised re-
cently that the cumulative exposure to ethyl-
mercury, via thimerosal, is far greater now than
in the past, due to the increased number of vac-
cines given to children before age 2. This con-
troversial theory has provoked strong reactions
on both sides, but current scientific evidence
does not clearly support a link between autism
and thimerosal exposure (Madsen et al., 2003).

Several decades of research have demon-
strated conclusively that the brains of people
with autism are both structurally and function-
ally different from normal. Kanner’s original
description (1943) noted unusually large head
size in a proportion of children, and macro-
cephaly (head circumference > 97th percentile)
has been confirmed in approximately 20%
of individuals with autism (Fombonne, Roge,
Claverie, Courty, & Fremolle, 1999; Lainhart
et al., 1997). The increase in head volume re-
flects an increase in brain volume, which is not
apparent at birth but is present by the first
birthday (Courchesne, Carper, & Akshoomoff,
2003) and is hypothesized to be due to both

overgrowth and the failure of normal pruning
mechanisms (Piven et al., 1996). Recent studies
have suggested that excessive growth may be
followed by a period of abnormally slow or ar-
rested growth later in childhood (Courchesne,
2004), although not all studies support this
conclusion.

Aside from macrocephaly, structural neuro-
imaging studies have yielded inconsistent re-
sults, possibly stemming from methodological
issues: small samples, inappropriate or no con-
trol groups, and inconsistent use of covariates,
such as gender, IQ, and total brain volume, in
statistical analyses. Studies have demonstrated
decreased volume of the cerebellar vermis, par-
ticularly lobules VI and VII (Courchesne,
Yeung-Courchesne, Press, Hesselink, & Jerni-
gan, 1988), but this finding has not always
been replicated by other research teams
(Hardan, Minshew, Harenski, & Keshavan,
2001; Piven, Bailey, Ranson, & Arndt, 1997).
Bauman and Kemper (1985, 1988) published
seminal findings of normal volume but smaller
neuron size and increased cell density in the
amygdala and several other brain regions of
autopsied brains of people with autism. More
studies have found abnormalities of amygdala
volume, including both increased (Howard et
al., 2000; Sparks et al., 2002) and decreased
size (Abell et al., 1999; Aylward et al.,
1999; Pierce, Mueller, Ambrose, Allen, &
Courchesne, 2001). More recently, Schumann
and colleagues (2004) reported that group dif-
ferences in amygdala volume may be related to
age. They found larger volume in children
under age 12.5 years with autism than in con-
trols, but no difference in amygdala volume be-
tween adolescents over age 12.5 with autism
and typical controls.

Structural magnetic resonance imaging
(MRI) results are variable across studies and do
not point to any signature abnormality charac-
teristic of ASD. Because regional volumetric
changes do not directly measure brain func-
tion, they are not the most sensitive index of
the brain-level mechanisms operative in ASD.
Functional brain imaging studies have more
consistently demonstrated differences in sam-
ples of children with autism. In activation stud-
ies that examine brain regions used during per-
formance of specific tasks, several research
groups have found that individuals with autism
show reduced or different patterns of brain ac-
tivity than do controls. In one study in which
participants had to identify facial expressions
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of emotion, those with autism activated the
fusiform gyrus (part of the temporal lobes), the
left amygdala, and the left cerebellum signifi-
cantly less than did controls (Critchley et al.,
2000). Other researchers have found reduced
or absent activation of similar brain regions in
children with autism during social reasoning
tasks (Baron-Cohen et al., 1999; Schultz et al.,
2000).

In summary, it is now abundantly clear that
early psychogenic theories of etiology have no
merit and that ASDs have biological underpin-
nings. There is ample evidence that the disorder
is genetically influenced and that the brain is
both structurally and functionally different,
but specific causes (e.g., particular genes or
brain defects) are not yet clear, and there is
likely to be substantial etiological heterogene-
ity among affected individuals. In the remain-
der of the chapter, we examine concepts and
methods relevant to the evaluation of individu-
als with ASD.

ASSESSMENT OF ASDS

Specific practice parameters for the assessment
of ASD have been published by the American
Academy of Neurology (Filipek et al., 2000),
the American Academy of Child and Adoles-
cent Psychiatry (Volkmar, Cook, Pomeroy,
Realmuto, & Tanguay, 1999), and a consensus
panel with representation from multiple pro-
fessional societies (Filipek et al., 1999). These
practice parameters describe two levels of
screening/evaluation. Level 1 screening in-
volves routine developmental surveillance by
providers of general services for young chil-
dren, such as pediatricians. Level 2 evaluation
involves a comprehensive diagnostic assess-
ment by experienced clinicians for children
who fail the initial screening (Filipek et al.,
1999, 2000; Volkmar et al., 1999). These pub-
lications have been significant milestones in the
field of autism, because they provide, for the
first time, consensus guidelines for ASD assess-
ment. We cover Level 2 evaluation in this chap-
ter.

Special Issues in Assessment of ASDs

Several important considerations should in-
form the assessment process. First, a develop-
mental perspective must be maintained
(Burack, Iarocci, Bowler, & Mottron, 2002).
Autism is a lifelong disorder. It is first diag-

nosed in early childhood and continues to be
apparent throughout a person’s life. It is char-
acterized by unevenness in development that
differs over the lifespan of the individual.
Studying a child within a developmental frame-
work provides a benchmark for understanding
the severity and quality of delays and/or defi-
cits. Delays in one developmental achievement
can significantly impact the acquisition of later
developmental milestones, such as when early
levels of joint attention (i.e., focus on an object
shared with another person) predict later lan-
guage acquisition (Mundy, Sigman, & Kasari,
1990) and theory of mind abilities (Baron-Co-
hen, 1991). Autism symptoms are usually at
their worst in preschool and may substantially
improve over time. Children who have very
poor eye contact and make few social initia-
tions at this age may have quite different social
symptoms when they are teenagers. They may
be somewhat more interested in social engage-
ment by this later stage and may have acquired
some more advanced social skills. Their social
difficulties may now be manifest as awkward-
ness or inappropriateness rather than the lack
of interest seen in young childhood. Thus, the
form and quality of symptoms change with
age. There are also characteristic patterns of
delays in ASD that differ across domain and
developmental levels. For example, a child with
autism may have meaningful expressive lan-
guage, a large vocabulary, and adequate syn-
tactic abilities but not be able to participate in a
conversation or even adequately answer ques-
tions.

A second important consideration is that the
evaluation of a child with ASD should include
information from multiple sources and con-
texts, because symptoms of ASD may be de-
pendent on characteristics of the environment.
For example, children with HFA and Asperger
syndrome may present as charming, preco-
cious, and highly intelligent when provided
with one-on-one attention and conversational
scaffolding from a well-meaning adult profes-
sional. The same child may look much more
symptomatic with peers on a playground or in
a distracting classroom situation, where indi-
vidual adult attention is unavailable. Con-
versely, children with severe learning and
behavioral deficits may seem much more com-
petent in a known environment, such as the
classroom, than in an evaluation room without
familiar, well-practiced routines. Thus, parent
and teacher reports; child observation across
settings; cognitive and adaptive behavior as-

498 Part V. Developmental Disorders



sessments; and clinical judgments may all be
part of the most comprehensive ASD assess-
ment (Filipek et al., 1999).

Third, it is recommended that assessments of
ASD be multidisciplinary whenever possible,
including professionals from psychology,
speech–language pathology, and medical spe-
cialties as needed (e.g., pediatrics, psychiatry,
neurology). On interdisciplinary teams, it is im-
portant that one member act as the evaluation
coordinator. The person in this role communi-
cates with parents and referring professionals
before the evaluation to understand the referral
questions, organizes appropriate team mem-
bers, plans the components of the assessment,
establishes contact with the service providers in
the community who will implement the recom-
mendations from the evaluation, and perhaps
monitors later treatment. This type of coordi-
nation is critical for the successful outcome of
an evaluation.

Common Referral Questions

As one might expect, the types of concerns that
prompt clinical referrals depend on both the
age and cognitive abilities of the child. Con-
cerns about language development in toddlers
constitute the most common reason for referral
(DeGiacomo & Fombonne, 1998). Parental
concerns about a toddler’s hearing and lack of
response to his or her name or verbal com-
mands are also frequent reasons for referral for
assessment of ASD. In school-age children,
the most frequent reasons for referral revolve
around unexpected academic and social prob-
lems.

Children with ASD frequently present with
academic underperformance. Although some
of them may be quite bright, their cognitive
profiles are usually uneven (Stewart, 2002).
They tend to have spared rote memory, me-
chanical, and visual–spatial processes and defi-
cient higher-order conceptual processes such as
abstract reasoning (Minshew, Goldstein, &
Siegel, 1997). Children with ASD who have av-
erage cognitive ability may do well in early ele-
mentary grades, when success relies largely on
vocabulary, reading decoding, simple reading
comprehension, and rote memorization. Some
children, especially those who possess a great
deal of knowledge about specific topics and
who display adult-like language with advanced
vocabulary, may be perceived as intellectually
gifted; only some of these children will actually
perform in the superior range of intelligence on

an IQ test, however. When abstract reasoning
becomes a more important part of academic
work (approximately in fourth grade), children
with ASD exhibit greater than anticipated
problems with reading comprehension, under-
standing the “gist” of written and verbally pre-
sented material, math concepts that rely on ab-
stract principles, and organizational skills. At
this juncture, their academic performance de-
cline may confuse parents and teachers. The
children may present with internalizing or
externalizing problems symptomatic of stress
due to increased academic challenges (Goodlin-
Jones & Solomon, 2003). Referral to a psy-
chologist or neuropsychologist can help to illu-
minate the exact nature of the child’s strengths
and weaknesses, and assist those working with
the child to adjust their expectations and the
academic program accordingly. Suggestions for
educational accommodations and other con-
siderations related to school environments may
be found in Ozonoff, Dawson, and McPartland
(2002).

Impairments in reciprocal social interaction
are among the defining features of ASD; thus,
social issues and peer problems comprise an-
other common set of presenting problems. Ev-
eryday social interactions that require “give
and take” (i.e., maintaining friendships, solv-
ing social problems, responding to others em-
pathically, and having mutually enjoyable con-
versations) are challenging for children with
ASD. As discussed earlier in the section
“Behavioral Problems,” these children also
may have difficulty managing frustration and
anger, creating additional obstacles to interper-
sonal relationships.

A third type of referral question revolves
around differential diagnosis. As discussed ear-
lier, there is both overlap between the symp-
toms of ASD and the symptoms of other condi-
tions (e.g., social withdrawal that is a part of
autism, some anxiety disorders, and schizo-
phrenia), and comorbidity between ASD and
other psychiatric disorders. Thus, referral ques-
tions are sometimes explicitly related to differ-
ential diagnosis (e.g., Is it ASD or ADHD or
both?), whereas at other times, the need to dis-
tinguish conditions is inherent in the referral
(e.g., What is the appropriate diagnosis for this
child?). Differential diagnosis within the au-
tism spectrum is another common referral
question (Is it HFA or Asperger syndrome?).

Another reason for referral is to determine
appropriate treatments given a child’s unique
combination of strengths and weaknesses, both
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for symptoms of autism and for the associated
problems that often co-occur, such as eating,
sleeping, behavior, and discipline problems.
Related to this is the referral to evaluate prog-
ress and response to treatment.

In the sections below, we discuss assessment
approaches that address these common referral
questions. First, we describe the components of
a “core” assessment battery necessary for al-
most any referral concern (diagnosis, treatment
planning, annual or other regularly scheduled
assessment, evaluation of treatment progress,
program admission or discharge, eligibility for
entitlements, etc.). Then we discuss other do-
mains that might be part of a more comprehen-
sive assessment and/or necessary for a particu-
lar individual, depending on the referral
question and/or evaluation goals.

A Core Autism Assessment Battery

The first step of the core assessment process is
to review with parents the child’s early develop-
mental history and their current concerns. The
critical aspects of this history taking are re-
views of communication, social, and behavior-
al development; additionally, brief screening of
potential medical and psychiatric issues, such
as anxiety and depression, should be conducted
at this stage to determine the need for more de-
tailed evaluation (possibly including referral to
specialists). A review of available records (e.g.,
medical, school, previous testing, intervention
reports) rounds out the history-taking aspect of
the evaluation. Combined with this review is
direct observation of and interaction with the
child. Whenever feasible, teachers should be
consulted to provide their observations about
the child’s functioning in the less structured, so-
cially challenging school setting.

Autism Diagnostic Measurement

There is general agreement in North America
and Europe on the primary characteristics of
autism, as evidenced by close overlap of the di-
agnostic criteria laid out in DSM-IV-TR and
the 10th edition of the International Classifica-
tion of Diseases (ICD-10) (Sponheim, 1996).
All professional practice parameters state the
necessity of collecting data from both parents
(i.e., interviews) and the child (i.e., observation
and direct testing; Filipek et al., 1999, 2000;
Volkmar et al., 1999), ideally using the types of
standardized instruments we review below. In
the relatively short observation of the child that

is feasible in most clinical settings, the full
range of difficulties he or she experiences will
likely not be evident, so parent report is vital.
Parents, however, do not have the professional
expertise and experience to recognize or inter-
pret all difficulties, so observation and testing
by informed practitioners in a controlled set-
ting are also necessary. The information gained
from these sources can then be integrated into a
diagnosis. We describe the parent report, then
the direct assessment tools available for use in
the diagnosis of ASD.

Clinical impression, oral traditions, and sub-
jective observations dominated the assessment
process of ASD until fairly recently (Klinger &
Renner, 2000). Use of standard diagnostic cri-
teria, and recognition and interpretation of
symptoms differed across settings (university
clinics, private practice settings, research pro-
jects). The publication of two standardized as-
sessment tools—the parent interview, Autism
Diagnostic Interview—Revised (Lord, Rutter,
& LeCouteur, 1994; Rutter, LeCouteur, &
Lord, 2003) and the performance-based Au-
tism Diagnostic Observation Schedule (ADOS;
Lord et al., 2000)—have ended many of these
disparities and are currently considered “gold
standards” for diagnosis of ASD. Use of these
and other tools described below has advanced
scientific progress and improved the accuracy
and reliability of diagnostic assessment (Filipek
et al., 1999).

PARENT INTERVIEWS AND QUESTIONNAIRES

The Autism Diagnostic Interview—Revised
(ADI-R; Lord et al., 1994; Rutter et al., 2003)
is a comprehensive parent interview that
probes for symptoms of autism. It is adminis-
tered by a trained clinician using a semi-
structured interview format. The “long” ver-
sion of the ADI-R requires approximately 3
hours for administration and scoring, and is
used primarily for research purposes. A short
form of the ADI-R, which includes only the
items on the diagnostic algorithm, may be used
for clinical assessment and takes less time, ap-
proximately 90 minutes (Lord et al., 1994).
The use of the ADI-R for research purposes re-
quires attending a 3-day training seminar by a
certified trainer and completion of reliability
testing with the developers of the instrument.
Training to use the ADI-R as a clinical tool is
also available; it is helpful, but not required,
for routine use by practitioners who do not
participate in research protocols.
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The ADI-R elicits information from the par-
ent on current behavior and developmental his-
tory. It is closely linked to the diagnostic crite-
ria set forth in the DSM-IV-TR and ICD-10.
The significant developmental time point on
the ADI-R is age 4 to 5 years for most behav-
iors. The rationale for the focus on this age pe-
riod is that children are old enough to provide
an adequate range of behavior but young
enough not to have undergone major changes
that may occur with age (Lord et al., 1994).
The items that empirically distinguish between
children with autism and those with other de-
velopmental delays are summed into three al-
gorithm scores measuring social difficulties,
communication deficits, and repetitive behav-
iors. The algorithm scores discriminate well be-
tween autism and other developmental dis-
orders, such as severe receptive language
disorders (Mildenberger, Sitter, Noterdaeme, &
Amorosa, 2001) and general developmental
delays (Cox et al., 1999; Lord et al., 1994).
There are no thresholds yet established for
other autism spectrum disorders (e.g., Asperger
syndrome or PDD NOS).

The ADI-R is a very helpful tool, but it does
have some limitations. Because it is not sensi-
tive to differences among children with mental
ages below 20 months or IQs below 20 (Cox et
al., 1999; Lord, 1995), it is not advised for use
with such children. Its sensitivity to the milder
ASDs in children (Asperger syndrome and PDD
NOS) is low early in the preschool period
(McConachie et al., 2005) but improves by age
4. It is not designed to assess change through
repeated administrations and is best suited to
confirm the initial diagnosis of autism (Arnold
et al., 2000). Finally, and perhaps most impor-
tantly, it is labor intensive and requires more
administration time than most practitioners
can spend. The Social Communication Ques-
tionnaire (SCQ, formerly known as the Autism
Screening Questionnaire or ASQ; Berument,
Rutter, Lord, Pickles, & Bailey, 1999; Rutter,
Bailey, & Lord, 2003) is a short parent report
questionnaire based on the ADI-R. It contains
the same questions included on the ADI-R al-
gorithm, presented in a briefer, yes–no format
that parents can complete on their own in 10
minutes or less. Its agreement with the more
labor-intensive ADI-R on diagnostic categori-
zation is high (Bishop & Norbury, 2002); thus,
it is an efficient way to obtain information
from parents about autism symptoms. Two
versions are available—one for current behav-
ior and the other for lifetime behavior. The life-

time version is recommended for diagnostic
purposes, whereas the current version is more
appropriate for assessment of change over time
in an individual. A cutoff score of 15 differenti-
ates between ASD and other diagnoses for chil-
dren age 4 years and older, whereas a cutoff of
22 discriminates between children with autistic
disorder and those with other ASDs (PDD
NOS or Asperger syndrome). Using these cut-
offs, sensitivity of .85 and specificity of .75
have been reported in a large sample of chil-
dren and adults with autism and other develop-
mental disorders (Berument et al., 1999). In
summary, this measure, which has excellent
psychometric properties, is useful for treatment
monitoring, is feasible for use in general clini-
cal settings, and is highly recommended.

The Autism Behavior Checklist (ABC; Krug,
Arick, & Almond, 1988), an informant report
questionnaire, was once widely used in both
clinics and schools, but is based on conceptual-
izations of ASD that are no longer current (e.g.,
emphasizing sensory dysfunction and motor
stereotypies). Several studies have demon-
strated that the rate of both false positives and
false negatives produced by the ABC is quite
high and that most children with HFA or
Asperger syndrome are not identified by the
cutoff of 67 (Sevin, Matson, Coe, Fee, & Sevin,
1991; Sponheim & Spurkland, 1996; Volkmar
et al., 1988; Wadden, Bryson, & Rodger,
1991). Therefore, it is not recommended for
use.

The Modified Checklist for Autism in Tod-
dlers (M-CHAT; Dumont-Mathieu & Fein,
2005; Robins, Fein, Barton, & Green, 2001) is
a 23-item parent checklist designed to be used
at well-baby 24-month visits to screen quickly
for symptoms of autism. There are six critical
items on the M-CHAT (pointing, following a
point, response to name, showing, interest in
other children, imitation); any child who fails
two or more requires a more comprehensive
evaluation. The sensitivity (.87) and specificity
(.99) of this instrument are quite impressive,
but the original population-based sample has
not been followed long enough to gauge the
false-negative rate. As discussed in a later sec-
tion, the M-CHAT’s predecessor, the CHAT,
appeared to be an excellent screening measure
in initial studies with short follow-up periods,
only to demonstrate a high rate of failed identi-
fication once the population was rescreened in
middle childhood. Thus, it is not yet possible to
evaluate fully the utility of this measure. In par-
ticular, low scores that are not consistent with
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parent concerns or clinical judgment may rep-
resent false negatives. Therefore, this instru-
ment should not be used as the sole measure of
parent report about autism symptoms.

The Gilliam Autism Rating Scale (GARS;
Gilliam, 1995), another informant-report in-
strument that has rapidly come into wide use in
schools and diagnostic clinics, is appropriate
for rating the behavior of children and young
adults ages 3–22 years. It consists of four sub-
scales measuring Social Interaction, Com-
munication, Stereotyped Behaviors, and De-
velopmental Disturbances. Ratings made on a
4-point scale are summed and converted to
standard scores based on the reference sample
(but not broken down by age or gender). The
primary score of interest is the Autism Quo-
tient, which is intended to measure “the likeli-
hood that a child has autism” (Gilliam, 1995).
Reference data are from over 1,000 North
American children with informant-reported
(but not verified) diagnoses of autism. Enthusi-
asm for the GARS stems from its ease of use, its
recent norms, and its explicit relationship to
DSM-IV-TR symptoms. However, the only two
reports of the psychometric properties of the
GARS both raise significant questions about its
utility. In a sample of children with autism, ver-
ified by ADI-R, ADOS, and expert clinical con-
sensus, over half were rated as having below
average or very low likelihood of autism by the
GARS in one study (sensitivity of .48; South et
al., 2002). This high false-negative rate was
replicated in the second study (Lecavalier,
2005) and is seriously troubling, because it
may result in many missed diagnoses when
used by practitioners with little ASD expertise.
Therefore, the GARS, in its current form, is not
recommended for routine clinical use.

The Parent Interview for Autism (PIA; Stone,
Coonrod, Pozdol, & Turner, 2003) is an instru-
ment developed specifically for the purpose of
measuring change in autistic symptomatology
over time. It is appropriate for preschool chil-
dren ages 2–6. It has good internal consistency
and is able to differentiate between autism and
nonautism developmental delays (Stone et al.,
2003). Change in PIA scores after 2 years of in-
tervention correlated highly with clinical rat-
ings of behavioral and diagnostic improvement
(Stone et al., 2003). Another informant report
instrument developed to measure behavioral
change in response to treatment is the PDD
Behavior Inventory (Cohen & Sudhalter,
2005). Norms exist for children ages 1.5 to

12.5 years. The questionnaire covers both au-
tism symptoms and adaptive and maladaptive
behaviors that might be altered by treatment. It
demonstrates a high degree of internal consis-
tency, provides adequate test–retest reliability
(Cohen, Schmidt-Lackner, Romanczyk, &
Sudhalter, 2003), and correlates highly with
both the ADI-R and the Childhood Autism
Rating Scale (CARS; Cohen, 2003). These
measures appear both feasible and useful for
practitioners who wish to track the progress of
patients enrolled in treatment programs.

ASPERGER SYNDROME DIAGNOSTIC TOOLS

The differential diagnosis of HFA and Asperger
syndrome is both difficult and of questionable
nosological validity (Miller & Ozonoff, 2000;
Prior, 2000). While at one time it was proposed
that individuals with Asperger syndrome dif-
fered from those with autism in several mean-
ingful ways (Klin, Volkmar, Sparrow, Cicchetti,
& Rourke, 1995; Ozonoff, Rogers, & Penning-
ton, 1991), research has largely failed to con-
firm this, and most studies conclude that the
two are more similar than different (Howlin,
2003). Differences, when present, are most dis-
tinct in early childhood (Ozonoff et al., 2000),
and the two conditions appear to converge
phenomenologically at older ages (Howlin,
2003; Starr, Szatmari, Bryson, & Zwaigen-
baum, 2003). This conclusion has not yet been
incorporated into clinical practice, however,
and many clinicians are convinced that the two
are distinct conditions.

Asperger syndrome was included for the first
time in DSM-IV (APA, 1994). As described at
the beginning of the chapter, Asperger syn-
drome is differentiated from autism in DSM-
IV-TR primarily by age of onset of speech. Pre-
cedence is given to the diagnosis of autism, so if
an individual meets criteria for both condi-
tions, autistic disorder is the diagnosis that
must be made. Prior to DSM-IV, clinical and re-
search diagnoses were made according to a va-
riety of different proposed criteria. Diagnostic
assignment (HFA vs. Asperger syndrome) was
highly dependent on which diagnostic criteria
were used (Ghaziuddin, Tsai, & Ghaziuddin,
1992; Klin, Pauls, Schultz, & Volkmar, 2005),
complicating significantly the interpretation of
research conducted before DSM-IV. Despite the
appeal of the standardized criteria for Asperger
syndrome outlined in DSM-IV-TR, there has
been dissatisfaction with it on several grounds,
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particularly the narrowness of the criteria that
lead to even Asperger’s original cases meeting
criteria for autism when applied rigorously
(Miller & Ozonoff, 2000; see also Woodbury-
Smith, Klin, & Volkmar, 2005 for a different
perspective). In clinical practice, it appears that
DSM-IV-TR criteria are often ignored, with
Asperger syndrome used synonymously with
autism without mental retardation or autism
without language delay (Klin et al., 2005;
Mayes, Calhoun, & Crites, 2001).

In recent years, several parent report mea-
sures have been developed to assist with the
Asperger syndrome diagnosis, but all suffer
from the current lack of consensus in the field
about the definition and boundaries of the con-
dition. As summarized recently in an excellent
review by Campbell (2005), three commer-
cially available instruments with published psy-
chometric data have been developed to diag-
nose Asperger syndrome. The Gilliam Asperger
Disorder Scale (GADS; Gilliam, 2001), a 32-
item, informant report rating scale based on
DSM-IV-TR criteria, is widely used in some set-
tings, such as schools. It was standardized on a
large, multicultural sample with unverified di-
agnoses of Asperger syndrome. Internal con-
sistency reliability is somewhat lower than
desirable standards. The Asperger Syndrome
Diagnostic Scale (ASDS; Myles, Bock, &
Simpson, 2001) is a 50-item, informant report
rating scale appropriate for children and ado-
lescents ages 5–18. The standardization sample
recruited through mailings and conferences
was not evaluated by the test authors for inde-
pendent diagnostic verification. Reliability is
below a .90 criterion for internal consistency
considered by Campbell (2005) to be adequate
(see also Goldstein, 2002). The Krug Asperger’s
Disorder Index (KADI; Krug & Arick, 2003), a
32-item rating scale, can be completed by any-
one in daily contact with the individual being
rated. Two forms, an elementary and a second-
ary version, are available and may be used for
individuals from ages 6–21. The KADI has the
strongest psychometric properties of the pub-
lished Asperger syndrome measures. However,
as with the GADS and ASDS, the diagnoses of
individuals in the standardization sample were
not confirmed by the test developers.

As Campbell (2005) states succinctly, “Any
instrument that claims to diagnose [Asperger
syndrome] must be able to discriminate be-
tween [Asperger syndrome] and HFA, given the
considerable overlap of diagnostic features”

(p. 34). However, none of the three commer-
cially available measures verified the Asperger
syndrome diagnoses of individuals in the stan-
dardization sample, examined classification ac-
curacy in samples with HFA, or examined di-
rectly the ability to differentiate between the
two conditions. Thus, these measures should
never be used for differential diagnosis of
Asperger syndrome versus HFA. In summary,
at the time this volume went to press, no parent
report measures alone should be used to diag-
nose Asperger syndrome. The best the field cur-
rently has to offer is measures, such as the
SCQ, that can differentiate between ASDs as a
group (e.g., Asperger syndrome, HFA, PDD
NOS) and non-ASD conditions.

DIRECT TESTING AND OBSERVATIONAL
DIAGNOSTIC INSTRUMENTS

In the ADOS (Lord et al., 2000; Lord, Rutter,
DiLavore, & Risi, 2002), a semistructured in-
teractive assessment of ASD symptoms, four
different modules, graded according to lan-
guage and developmental level, make possible
administration to a wide range of patients,
from very young children with no language to
verbal, high-functioning adults. Most diagnos-
tic observation instruments are hampered by
the short time period of assessment. One can-
not always be sure that a behavior is deficient
after only an hour of observation, but this is of-
ten all the time a professional has with a pa-
tient. The ADOS minimizes this problem by in-
cluding multiple opportunities or “presses” for
social interaction and communication that
elicit spontaneous behaviors in standardized
contexts. There are, for example, a number of
different activities and situations during ad-
ministration of the ADOS that, in a typical
child, consistently elicit eye contact. Once a
child misses several chances to display this typi-
cal social behavior, a clinician can be reason-
ably certain that the behavior in question is
difficult for the child being assessed. The algo-
rithm for the ADOS includes only social and
communication symptoms; because there are
no “presses” for repetitive and stereotyped be-
haviors, their presence or absence cannot be re-
liably assessed. Two empirically defined cutoff
scores, one for autistic disorder and the other
for broader ASDs (e.g., PDD NOS or Asperger
syndrome), are provided.

For children with younger mental and chro-
nological ages, items from Modules 1 and 2 of
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the ADOS assess social interest, joint attention,
communicative behaviors, symbolic play, and
atypical behaviors (e.g., excessive sensory in-
terest, motor stereotypies). For older and more
capable individuals, Modules 3 and 4 of the
ADOS focus on conversational reciprocity, em-
pathy, insight into social relationships, and spe-
cial interests. Until recently, there was a gap
in coverage of the ADOS for older, lower-
functioning individuals. Specifically, the mate-
rials and activities of the first two modules,
such as bubbles and dolls, may be appropriate
for the mental age of older children, teens, and
adults with severe-to-profound mental retarda-
tion, but were experienced by clinicians, par-
ents, and sometimes even the individuals them-
selves as inappropriate for their chronological
age. Recently, activities in ADOS Modules 1
and 2 have been adapted to make them more
developmentally appropriate for older individ-
uals (Berument et al., 2005). As with the ADI-
R, use of the ADOS for research purposes re-
quires attending a training workshop and es-
tablishing reliability with a certified trainer.
Shorter clinical training available for clinicians
not involved in research, like that for the ADI-
R, is very helpful but not required for routine
clinical use of the instrument.

Lord and colleagues (2000) published a
study of the psychometric properties of the
four modules of the ADOS. Excellent interrater
reliability, internal consistency, and test–retest
reliability were reported for each module. Di-
agnostic validity (sensitivity and specificity) for
autism versus nonspectrum disorders was also
excellent. The ADOS is used widely in empiri-
cal studies of autism and as an outcome mea-
sure in several treatment studies (e.g., Owley et
al., 2001). In summary, the ADOS is highly rec-
ommended. It is considered a “gold standard”
method of assessment in both research and
clinical practice, and is feasible for use in typi-
cal clinical settings provided that appropriate
training has taken place.

The Childhood Autism Rating Scale (CARS;
Schopler, Reichler, & Renner, 1988), a 15-item
structured observation instrument, is appropri-
ate for children over 24 months of age. Items
are scored on a 7-point scale (from Typical to
Severely deviant) and summed into a composite
score that ranges from 0 to 60. Scores above 30
are consistent with a diagnosis of autism, al-
though slightly lower cutoffs have been recom-
mended for adolescents (Garfin, McCallon, &
Cox, 1988). Several studies report high internal

consistency, interrater and test–retest reliabil-
ity, and criterion-related validity (DiLalla &
Rogers, 1994; Eaves & Milner, 1993; Sevin et
al., 1991), even when used by raters with little
training on the measure or sophistication about
ASD (Schopler et al., 1988). The CARS total
score correlates highly with the ADI-R (r = .81;
Saemundsen, Magnusson, Smari, & Sigurd-
ardottir, 2003) but overidentifies autism rela-
tive to the ADI-R, occasionally classifying chil-
dren with mental retardation as having autism
(Lord, 1997; Saemundsen et al., 2003). It was
developed as a tool to rate behavior observed
during developmental evaluation, but it has
also been adapted for use as a parent question-
naire (Tobing & Glenwick, 2002). The CARS
is a frequently used measure (Luiselli et al.,
2001), but it is based on pre-DSM-IV con-
ceptualizations of autism (Van Bourgondien,
Marcus, & Schopler, 1992) and does not
measure some constructs now considered im-
portant to autism diagnosis and/or to have
prognostic significance (e.g., joint attention).
Therefore, it is not as highly recommended as
the ADOS.

The Checklist for Autism in Toddlers
(CHAT; Baron-Cohen, Allen, & Gillberg,
1992; Baron-Cohen et al., 1996, 2000) was de-
veloped for use in primary care settings to
screen children for possible autism before their
second birthday. There are two sections: a brief
(nine-question) parent interview and a set of
five items administered by a clinician to the
child. It appears to work best for children who
meet full criteria for autism and to be less sensi-
tive to those with milder presentations. Al-
though initially this instrument appeared very
promising for use in general clinical settings,
sensitivity was quite low (.38) when the initial
screened population was followed to age 7
years, with a high false-negative rate (Baird et
al., 2000). Thus, this instrument is not recom-
mended for routine clinical use. It is currently
undergoing revision by the authors.

The Screening Tool for Autism in Two-Year-
Olds (STAT; Stone Coonrod, & Ousley, 2000)
is an interactive measure for children between
ages 24 and 36 months. Similar in purpose and
scope to the ADOS Module 1 but slightly
briefer to administer, the STAT consists of a 20-
minute play session in which several different
activities are presented to the child to assess
symbolic play, reciprocal social behavior, joint
attention, imitation, and communication. The
STAT differentiates well between autism and
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other forms of developmental delay. This
promising instrument, because of its relatively
recent development, is not yet used as routinely
as the ADOS.

SUMMARY

Several measures are available to collect infor-
mation from parents and directly assess chil-
dren suspected of ASD, each with its own
strengths and weaknesses. Few studies com-
pare these instruments; thus, there are few em-

pirical data to guide clinicians in choosing
among them. In many cases, practical con-
straints dictate choices. Table 10.2 lists all mea-
sures recommended for use, with information
on dimensions such as format, administration
time, training requirements, and applicable age
ranges to assist examiners in choosing among
them. One limitation of all diagnostic observa-
tional measures for autism is their reliance on
current behavior. Deviancies and delays typical
of autism are most apparent in early childhood
and occasionally may be missed or not recog-
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TABLE 10.2. Recommended Measures of a Core Assessment Battery for ASDs

Measure Format Age rangea
Administration/
completion time Training needb

Autism diagnosis: Parent report

ADI-R Interview 18 months–adult 1.5–3 hours Intensive

SCQ Questionnaire 4 years–adult 10 minutes Minimal

M-CHAT Questionnaire 18–30 months 10 minutes Minimal

PIA Questionnaire 2–6 years 20–30 minutes Minimal

PDDBI Questionnaire 1–17 years 10–15 minutes Minimal

Autism diagnosis: Direct observation

ADOS Direct testing 2 years–adult 30–50 minutes Intensive

CARS Observation 2 years–adult 5–10 minutes Moderate

Intelligence

MSEL Direct testing Birth–68 months 15–60 minutes Moderate

DAS Direct testing 2.5–17 years 25–65 minutes Moderate

WISC-IV Direct testing 6–16 years 50–70 minutes Moderate

Stanford–Binet V Direct testing 2–85 years 45–75 minutes Moderate

Leiter—Revised Direct testing 2–20 years 25–90 minutes Moderate

Language

CELF Direct testing 3–21 years 30–45 minutes Moderate

PPVT Direct testing 2.5–90+ 10–15 minutes Moderate

EOWPVT-2000 Direct testing 2–18 years 10–15 minutes Moderate

TLC Direct testing 5–18 years < 60 minutes Moderate

CCC Questionnaire 5–17 years 10–15 minutes Minimal

Adaptive behavior

Vineland Interview Birth–18 years 20–60 minutes Moderate

Note. ADI-R, Autism Diagnostic Interview—Revised; ADOS, Autism Diagnostic Observation Schedule; CARS, Childhood
Autism Rating Scale; CCC, Children’s Communication Checklist; CELF, Clinical Evaluation of Language Fundamentals;
DAS, Differential Abilities Scale; EOWPVT, Expressive One-Word Picture Vocabulary Test–2000; M-CHAT, Modified
Checklist for Autism in Toddlers; MSEL, Mullen Scales of Early Learning; PDDBI, Pervasive Developmental Disorders Behav-
ior Inventory; PIA, Parent Interview for Autism; PPVT, Peabody Picture Vocabulary Test; SCQ, Social Communication Ques-
tionnaire; TLC, Test of Language Competence; WISC-IV, Wechsler Intelligence Scale for Children, 4th edition.
a Inclusive (e.g., 2–6 years = from 2 years, 0 months through 6 years, 11 months).
b Minimal: little to no training required, but presumes familiarity with instrument; moderate: presumes prior basic interview-
ing/cognitive assessment training; intensive: additional specialized training, such as workshop attendance, suggested.



nized at an older age (Bolte & Poustka, 2000).
In addition, some characteristics of ASD are
low base-rate behaviors that are not always ap-
parent during an observation or structured
interaction with a practitioner. Thus, for diag-
nosis, it is critical both to observe the child di-
rectly and to obtain information from parents;
we recommend choosing one measure of each
type from the list in Table 10.2. On occasion,
when these measures provide discordant infor-
mation (de Bildt et al., 2004; Mildenberger et
al., 2001), we recommend that further data be
collected from teachers (see below) and other
informants in an attempt to resolve the discrep-
ancy.

Intellectual Assessment

A second important domain that must be part
of the assessment is intellectual functioning. In-
tellectual assessment helps to frame the in-
terpretation of many observations about the
child. Level of intellectual functioning is associ-
ated with severity of autistic symptoms, ability
to acquire skills, and level of adaptive function,
and is one of the best predictors of outcome
(Harris & Handleman, 2000; Lotter, 1974;
Rutter, 1984; Stevens et al., 2000; Venter et al.,
1992). Major goals of intellectual assessment
include generating a profile of the child’s cogni-
tive strengths and weaknesses, facilitating edu-
cational planning, determining eligibility for
certain IQ-related services (e.g., state-funded
developmental disability services), and suggest-
ing prognosis. Measured IQ is more stable and
predictive the older the age of the child at as-
sessment (Lord & Schopler, 1989). Scores can
and do change with development and interven-
tion (Freeman et al., 1991; Mayes & Calhoun,
2003a), and also as a function of the assess-
ment instrument chosen (Magiati & Howlin,
2001).

The child suspected of having ASD often
presents an assessment challenge due to social
difficulties, unusual use of language, frequent
off-task behaviors, high distractibility, and
variable motivation. Motivation can have a tre-
mendous influence on test results, and assess-
ments that incorporate reinforcement proce-
dures can result in very different test scores
(Koegel, Koegel, & Smith, 1997). It is impor-
tant to enhance motivation as much as possi-
ble, without altering the standard administra-
tion of the instrument, and to consider the
motivational element when interpreting scores.

More frequent breaks may be needed, and test-
ing may need to be conducted over multiple,
shorter sessions. When experienced clinicians
evaluate children with autism, few should be
“untestable.” Untestability reflects primarily
lack of availability of appropriate tests or clini-
cian inexperience. There are special concerns
about the validity of testing younger, lower-
functioning, and nonverbal children, and care
must be taken in choosing appropriate tests. It
is important that the test chosen (1) be appro-
priate for both the chronological and the men-
tal age of the child, (2) provide a full range (in
the lower direction) of standard scores, and (3)
measure verbal and nonverbal skills separately
(Filipek et al., 1999).

There are several commonly used tests for
children with lower mental ages (e.g., those
who are younger, nonverbal, and/or who have
moderate to severe mental retardation). The
Leiter International Performance Scales—
Revised (Roid & Miller, 1997; Tsatsanis et al.,
2003) is appropriate for individuals with a
mental age of 2 years or higher and requires no
expressive or receptive language skills. The Dif-
ferential Abilities Scales (DAS; Elliott, 1990),
which assess both intellectual and academic
skills, have grown in popularity and use, and
may be administered to children across a wide
chronological and mental age range (2.5–17
years), making these scales ideal for repeat ad-
ministrations, for tracking progress, and for re-
search projects in which the developmental
range of participants may vary considerably.
Especially helpful for the ASD population is the
option of out-of-range testing (i.e., administra-
tion of tests usually given to children of a dif-
ferent age): Norms for school-age children are
available for the preschool battery, permitting
use of the test with older children with signifi-
cant intellectual limitations. For younger chil-
dren (below age 5) or those with skills that fall
below the entry levels of the tests just de-
scribed, a few additional choices for assessment
of intellectual functioning include the Bayley
Scales of Infant Development–II (for ages 1–42
months—Bayley, 1993) and the Mullen Scales
of Early Learning (MSEL; for ages 1–60
months—Mullen, 1995). For children sus-
pected of having an ASD, the MSEL is often
chosen over the Bayley due to its wider age
range and five distinct scales that allow sepa-
rate assessment of verbal and nonverbal abili-
ties. The Bayley has a longer research tradition
than the MSEL but yields less detailed infor-
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mation, with one score averaging memory,
problem-solving, communication, and other
abilities. These instruments provide both stan-
dard scores and developmental age equivalents.
Thus, they may be used to evaluate children
who are older than the test norms but whose
developmental skills are not high enough to ad-
minister more age-appropriate instruments.

For children capable of spoken language, the
Wechsler Intelligence Scales for Children are
the most widely used intellectual instruments.
There are not yet any published studies of the
most recent revision, the WISC-IV (Wechsler,
2003), but in studies of earlier editions (i.e.,
WISC-R, WISC-III), individuals with ASD of-
ten exhibit uneven subtest profiles. Perfor-
mance IQ (PIQ) is often higher than Verbal IQ
(VIQ; Lincoln, Allen, & Kilman, 1995), but the
verbal–performance discrepancy is severity de-
pendent, and the majority of individuals with
ASD do not show a significant split (> 12
points; Siegel, Minshew, & Goldstein, 1996).
When present, a PIQ > VIQ pattern may have
important implications for how the child learns
best and what activities may be most and least
enjoyable. One study suggests that children
with significantly uneven intellectual develop-
ment (in favor of nonverbal skills) are more so-
cially impaired than those with similar overall
intelligence but smaller or reversed nonverbal–
verbal discrepancies (Joseph, Tager-Flusberg,
& Lord, 2002). As a group, they also demon-
strate larger head circumference and brain vol-
ume than children without large nonverbal >
verbal discrepancies (Tager-Flusberg & Joseph,
2003), suggesting potentially an etiologically
distinct subtype of autism.

Children with Asperger syndrome may ex-
hibit the opposite intellectual test profile, with
VIQ significantly higher than PIQ (Klin et al.,
1995), but this is by no means universal and
has not been replicated in all studies (see
Ozonoff & Griffith, 2000, for a review). Thus,
intellectual test profiles should never be used
for diagnostic confirmation or differential
diagnosis of ASD subtypes (e.g., between
Asperger syndrome and HFA). However, when
a VIQ > PIQ profile is evident, the child may
prefer verbally based leisure activities, benefit
from verbal explanations, and excel in subjects
that require good verbal processing (Klin et al.,
1995), unlike a child with the opposite (PIQ >
VIQ) intellectual profile.

There are fewer published studies of the
Stanford–Binet Intelligence Scale with children

with ASD, but they suggest similar patterns
(e.g., PIQ > VIQ, particularly in young chil-
dren; Mayes & Calhoun, 2003b). One benefit
of the Stanford–Binet is the very wide age range
of individuals for whom it is appropriate (2–85
years). The standardization study of the revised
fifth edition (Roid, 2003) included 108 chil-
dren with autism in the normative sample and
added entry items, improving measurement of
young children, lower-functioning older chil-
dren, and adults with mental retardation. It is
appropriate for both verbal and nonverbal in-
dividuals, because half the subtests utilize a
nonverbal mode of testing. The Stanford–Binet
V may be a good choice when examiners must
select an instrument before knowing a child’s
abilities, or when planning a longitudinal as-
sessment.

Short forms of intelligence tests are often
used in clinical settings, because they reduce
both the economic burden of assessment for
families and the stress of testing for the individ-
ual. Because autism involves significant behav-
ioral disturbances that might limit compliance
during testing, short forms are especially ap-
pealing for this group. A recent study demon-
strated that short forms of intelligence tests
provide very good estimates of IQ for in-
dividuals with autism (Minshew, Turner, &
Goldstein, 2005). Prediction accuracy was high
for both high-functioning individuals and those
with significant levels of mental retardation.
Even when there was significant intersubtest
variability and the subtest profile was atypical
relative to individuals without autism, short
forms provided excellent estimates of IQ. Ad-
ministration of full intelligence scales is re-
commended for initial assessment, particularly
when placement decisions or treatment plans
are being formulated, but short forms appear
useful for purposes such as educational reas-
sessment, research, or assessment with signifi-
cant time constraints.

Language Assessment

Expressive language level, along with IQ, is the
other best predictor of long-term outcome, so it
is another important characteristic to measure
(Lotter, 1974; Rutter, 1984; Stone & Yoder,
2001). A variety of general instruments, such
as the third edition of the Peabody Picture Vo-
cabulary Test (PPVT-III; Dunn & Dunn, 1997),
the Expressive One-Word Picture Vocabulary
Test–2000 (EOWPVT-2000; Brownell, 2000),
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the fourth edition of the Clinical Evaluation of
Language Fundamentals (CELF-4; Semel, Wiig,
& Secord, 2003), and the fourth edition of the
Preschool Language Scales (PLS-4; Zimmer-
man, Steiner, & Pond, 2002), have been used
to measure receptive and expressive language
abilities in children with ASD, but referral for a
more comprehensive evaluation by a speech–
language pathologist, who can give detailed
language recommendations, is also often help-
ful (Filipek et al., 1999). Children with ade-
quate spoken language who score in the aver-
age range on these tests may still exhibit
deficits in the use of language in a social con-
text. Pragmatic communication includes non-
verbal behaviors (e.g., eye contact, gestures, fa-
cial expression, “body language”), turn taking,
and understanding of inferences and figurative
expressions. Tests that examine pragmatic lan-
guage include the Test of Language Compe-
tence (TLC; Wiig & Secord, 1989) and the
Children’s Communication Checklist (CCC;
Bishop & Baird, 2001).

Adaptive Behavior Assessment

This domain comprises the final component of
the core autism assessment. It is an essential
component for three reasons. First, assessment
of adaptive behavior should always accompany
intellectual testing, because a diagnosis of men-
tal retardation cannot be made unless function-
ing is compromised across both standardized
tests of intelligence and measures of adaptive
function and daily living. Second, measuring
adaptive behavior is also important for setting
appropriate treatment goals. Adaptive abilities
largely determine whether an individual re-
quires constant supervision or is capable of
some independence. Finally, it is an important
measure of outcome that has been used in
many longitudinal and treatment studies (e.g.,
Freeman, Del’Homme, Guthrie, & Zhang,
1999; Szatmari, Bryson, Boyle, Streiner, &
Duku, 2003). Children with autism consis-
tently demonstrate lower adaptive behavior
levels than their intelligence levels, and this pat-
tern is most pronounced for individuals with
HFA and Asperger syndrome and those with
normal IQ (Bolte & Poustka, 2002).

The most widely used adaptive measure with
children suspected of having an ASD (Luiselli
et al., 2001) is the Vineland Adaptive Behavior
Scales (Sparrow, Cicchetti, & Balla, 2006). Do-
mains of functioning include communication,

daily living skills, socialization, and, for chil-
dren under age 5, motor skills. The Vineland is
completed during an interview with a parent or
teacher and is appropriate for children up to
age 19 and for mentally retarded adults (sepa-
rate norms are provided for each population).
In a recent study, the Vineland was moderately
sensitive to changes due to developmental
progress (Charman, Howlin, Berry, & Prince,
2004). The Vineland has just undergone
restandardization and now includes supple-
mental norms for children with ASD (Sparrow
et al., 2006; see also Carter et al., 1998). There
are no published studies that used other adap-
tive measures, such as the Scales of Inde-
pendent Behavior—Revised (SIB-R; Bruininks,
Woodcock, Weatherman, & Hill, 1996) or the
second edition of the Adaptive Behavior As-
sessment System (ABAS-2; Harrison & Oak-
land, 2003), with individuals with ASD, but
these may be reasonable choices when time is a
constraint, because they are questionnaires
completed by parents, rather than interviews,
and require little or no training to score and in-
terpret.

Additional Domains of Assessment:
Beyond the Core Battery

Depending on the referral question(s), goals of
the assessment, and practical constraints such
as finances, insurance reimbursements, and
waiting lists, a more comprehensive evaluation
might include a number of additional compo-
nents.

Neuropsychological Assessment

The neuropsychology of ASD has been studied
extensively. As reviewed earlier, children with
ASD often exhibit spared rote, mechanical, and
visual–spatial processes, and deficient higher-
order processes, such as organization, reason-
ing, and interpretation (Minshew et al., 1997).
They often perform acceptably on simple lan-
guage, memory, and perspective-taking tasks
but show deficits when tasks become more
complex. Data from neuropsychological test-
ing may be able to provide greater clarity about
the individual’s profile of strengths and weak-
nesses, an important foundation for treatment
and educational planning. However, neuro-
psychological testing is costly and time-
consuming, and its use may be impacted by
managed care concerns (Piotrowski, 1999).
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The decision to carry out neuropsychological
assessment, the choice of domains to evaluate,
and the selection of instruments should be done
thoughtfully and emphasize instruments with
the most relevance for educational and treat-
ment plans (Groth-Marnat, 1999; Klin &
Shepard, 1994; Ozonoff, Dawson, et al.,
2002). Space issues preclude a comprehensive
review of all domains of neuropsychology; be-
low, we discuss three areas of particular inter-
est with this population. Neuropsychological
assessment is not usually useful (or even possi-
ble) with nonverbal and/or mentally retarded
children with ASD. It may be warranted for
higher-functioning individuals when there are
unexplained discrepancies or weaknesses in
school performance, behavioral difficulties that
appear to stem from undiagnosed learning dis-
orders, and suspected organic problems. For
example, neuropsychological assessment of
children with unexpected school failure or
behavioral issues at school may reveal atten-
tion, flexibility, or organization problems that
cause frustration, anxiety, or disorganization,
and significantly interfere with school function.

ATTENTION

Children with ASDs do not usually have prob-
lems with sustained attention (Garretson, Fein,
& Waterhouse, 1990). They do, however, have
difficulty with focused attention. In particular,
they tend to overfocus their attention on extra-
neous details, while missing meaning, a diffi-
culty that has also been called “impaired cen-
tral coherence” (Frith & Happé, 1994). Some
children with ASD do exhibit classic ADHD
symptoms of distractibility and hyperactivity,
as discussed earlier (Noterdaeme, Amorosa,
Mildenberger, Sitter, & Minow, 2001; Perry,
1998). For these children, a traditional ADHD
workup is indicated (see Smith, Barkley, &
Shapiro, Chapter 2, this volume). Along with
parent and teacher ratings of attention prob-
lems, measures such as continuous perfor-
mance tests may be helpful in examining treat-
ment response in such children (Aman et al.,
2004) but should never be the sole basis for de-
termining medication response.

EXECUTIVE FUNCTION

One of the most consistently replicated cogni-
tive deficits in individuals with ASD is execu-
tive dysfunction (Pennington & Ozonoff,

1996; Russell, 1997). The executive function
domain includes the many skills required to
prepare for and execute complex behavior,
such as planning, inhibition, organization, self-
monitoring, cognitive flexibility, and set shift-
ing. Because executive functions are important
to school success (Clark, Prior, & Kinsella,
2002), predict response to treatment (Berger,
Aerts, van Spaendonck, Cools, & Teunisse,
2003) and long-term outcome (Szatmari,
Bartolucci, Bremner, Bond, & Rich, 1989), and
are associated with “real-world” adaptive
skills (Clark et al., 2002; Gilotty, Kenworthy,
Sirian, Black, & Wagner, 2002), they are im-
portant skills to measure.

The “gold standard” executive function
task, the Wisconsin Card Sorting Test (WCST;
Grant & Berg, 1948; Heaton, Chelune, Talley,
Kay, & Curtiss, 1993), measures cognitive flex-
ibility and set shifting. It is available in both an
examiner- and a computer-administered ver-
sion. Individuals with ASD often perform
better on the computer-administered version of
the test (Ozonoff, 1995). If this executive func-
tion test is being given to document deficits for
the purposes of treatment eligibility, it may
therefore be best to use the examiner-
administration format. If, however, the exam-
iner wants to evaluate achievement under sup-
portive conditions or to see how well the child
is potentially capable of performing, then the
computer-administration format may be pref-
erable (Ozonoff, South, & Provencal, 2005).
Computer administration is also more time-
and cost-efficient, so when evaluators face such
practical constraints, as they often do (Groth-
Marnat, 1999), it may be an acceptable choice.

The Delis–Kaplan Executive Function Sys-
tem (D-KEFS; Delis, Kaplan, & Kramer, 2001)
provides a battery of tests that assess cognitive
flexibility, concept formation, planning, im-
pulse control, and inhibition in children and
adults. The D-KEFS was standardized on a
sample of over 1,700 children and adults ages
8–89. Most of its nine subtests are adaptations
of traditional research measures of executive
function that have been refined to examine
skills more precisely, with fewer confounding
variables. Subtests include Trail Making, Ver-
bal Fluency, Design Fluency, Color–Word In-
terference (similar to a Stroop test), Sorting
(similar to the WCST), Twenty Questions,
Tower (similar to the Towers of Hanoi or Lon-
don), Word Context, and Proverbs. The only
published study in which this instrument was
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used with children with ASD (Lopez, Lincoln,
Ozonoff, & Lai, 2005) demonstrates the famil-
iar pattern of deficits (e.g., deficits in cognitive
flexibility and planning, with intact inhibitory
processes). The NEPSY (Korkman, Kirk, &
Kemp, 1998) is a test like the D-KEFS that in-
cludes several measures of executive function,
but it can be used with younger children (ages
3–12) and has been used successfully with chil-
dren with autism (Joseph, McGrath, & Tager-
Flusberg, 2005).

The Behavioral Rating Inventory of Execu-
tive Function (BRIEF; Gioia, Isquith, Guy, &
Kenworthy, 2000), a parent- or teacher-rated
questionnaire for children ages 5–18 years, has
86 questions and takes about 10 minutes to
complete. Clinical subscales measure Inhi-
bition, Cognitive Flexibility, Organization,
Planning, Metacognition, Emotional Control,
and Initiation. Specific items tap everyday be-
haviors indicative of executive dysfunction that
may not be captured by performance measures,
such as organization of the school locker or the
home closet, monitoring of homework for mis-
takes, or trouble initiating leisure activities.
Thus, this measure may have more ecological
validity than other executive function tests. It
may be especially useful to document the im-
pact of executive function deficits on the child’s
“real-world” function and to plan treatment
and educational accommodations. Correla-
tional analyses with other behavior rating
scales and executive function tests provide evi-
dence of both convergent and divergent valid-
ity (Gioia et al., 2000), and the BRIEF has been
used empirically in samples with autism
(Gilotty et al., 2002).

Assessment of Academic Functioning

Assessment of academic ability, even in youn-
ger children, is helpful for the purposes of edu-
cational decision making. It is often an area of
strength that may go unrecognized. Many chil-
dren with ASD have precocious reading skills
and can decode words at a higher level than
others of the same age and functional ability.
Reading and other academic strengths may be
used to compensate for weaknesses, such as
when a written schedule is provided to facili-
tate transitions (Bryan & Gast, 2000) or writ-
ten directions are supplied to improve compli-
ance. The good memory of children with ASD
may mean that they learn spelling lists and
multiplication tables more easily (Mayes &

Calhoun, 2003a). Conversely, specific areas of
weakness also exist, most consistently in read-
ing comprehension. This academic profile is
quite different from the problem patterns most
teachers and school psychologists are trained
to detect (e.g., the poor decoding but good
comprehension seen in dyslexia). Thus, it is im-
portant to include appropriate test batteries
that highlight both academic strengths and
weaknesses in the comprehensive evaluation,
to interpret the learning patterns they suggest
in the feedback to parents and in the written re-
port, and to make appropriate educational
recommendations. For young children, the
Bracken Basic Concepts Scale (Bracken, 1998),
the Young Children’s Achievement Test (YCAT;
Hresko, Peak, Herron, & Bridges, 2000), and
the Psychoeducational Profile—Revised (PEP-
R; Schopler, Reichler, Bashford, Lansing, &
Marcus, 1990) are useful instruments that
highlight both the strengths and the challenges
typical of ASD. For older children who are ver-
bal, the most frequently used academic tests are
the Woodcock–Johnson Tests of Achievement
(Mather & Woodcock, 2001) and the Wechsler
Individual Achievement Test (WIAT; Wechsler,
2002).

Some children with ASD may exhibit a so-
called nonverbal learning disability profile
(NLD; Rourke, 1995). Children with NLD
have difficulties in tactile perception, psycho-
motor coordination, mathematic reasoning,
visual–spatial organization, and nonverbal
problem solving. They have well-developed
rote verbal skills, as well as strong verbal mem-
ory and auditory linguistic capabilities. Some
children with Asperger syndrome and HFA dis-
play an NLD profile (Klin et al., 1995). They
may require additional interventions, such as
occupational therapy and math tutoring. NLD
is an academic diagnosis that does not take the
place of the primary ASD diagnosis, which is a
more complete description of the full range of
the child’s behavioral and developmental limi-
tations.

Assessment of Psychiatric and Other Comorbidities

Over the course of development, children with
ASD may exhibit symptoms and behaviors not
directly attributable to their autism that disrupt
their daily functioning. These include prob-
lems with sleep, appetite, mood, anxiety, activ-
ity level, anger management, aggression, tics,
mood instability, psychosis, and/or thought dis-
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order. Many factors influence the presentation
of psychiatric disorders in individuals with
ASD and complicate their assessment. The dec-
rement in functioning associated with having
an ASD means that baseline is already lower
than average and that a change in behavior has
to be relatively marked to be identifiable. Au-
tism, by itself, causes a variety of psychosocial
deficits and maladaptive behaviors, and their
presence may “mask” other psychiatric symp-
toms or make them difficult to identify. Cogni-
tive limitations may mean that the range and
quality of symptoms differ or that presentation
is atypical. For example, anxiety may be mani-
fest as obsessive questioning or insistence on
sameness rather than rumination or somatic
complaints. Individuals with ASD may not
demonstrate certain symptoms, such as the
feelings of guilt often seen in depression, or the
grandiosity and inflation of self-esteem typical
of mania. The diminished ability to think ab-
stractly, communicate effectively, and be aware
of and describe internal states also means that
interview and self-report measures are often of
less use. People with autism may lack the self-
insight to recognize symptoms, or the motiva-
tion and social relatedness needed to report
them (Perry, Marston, Hinder, Munden, &
Roy, 2001). Some behaviors, including com-
plex motor mannerisms and self-injury, may be
responses to potentially painful medical prob-
lems that the individual is unable to describe.
These can include gastrointestinal issues (e.g.,
reflux, esophageal scarring, constipation); en-
docrine imbalances, such as those occurring
with the onset of menstruation; and/or meta-
bolic disorders (Bauman, 2005). When the cli-
nician can find no reason for a problem, refer-
ral to a gastroenterologist or endocrinologist
may be helpful. Thus, the assessment of coex-
isting psychiatric illness and behavioral prob-
lems can be quite tricky. Nevertheless, it is im-
portant to add to an evaluation whenever
significant behavioral issues outside the autism
spectrum (inattention, mood instability, anxi-
ety, sleep disturbance, aggression, etc.) are evi-
dent or when major changes in behavior from
the typical baseline are reported. Comorbidity
should also be carefully investigated when se-
vere or worsening symptoms do not respond to
traditional methods of treatment (Lainhart,
1999).

As reviewed earlier, depression and anxiety
disorders are the most common coexisting psy-
chiatric problems observed in individuals with

ASD, particularly individuals with HFA and
Asperger syndrome, who can describe their dif-
ficulties (Kim et al., 2000; Lainhart & Folstein,
1994; Muris, Steerneman, Merckelback,
Holdrinet, & Meesters, 1998). Assessment of
these problems is challenging, because no spe-
cific tools for the autism spectrum have been
developed. The validity of existing inventories
(e.g., the Children’s Depression Inventory
[Kovacs, 1992] or the Multidimensional Anxi-
ety Scale for Children [March, 1997]) is uncer-
tain, because these are self-report measures.
Given the limited self-insight of children with
ASD, reports of “no problems” should be in-
terpreted with caution, and careful interviews
of parents should also be included in the assess-
ment. No empirical studies of the use of these
instruments with ASD have been performed.

The Child Behavior Checklist (CBCL;
Achenbach & Rescorla, 2001) is widely used to
identify child behavioral and mental health is-
sues, but it has only rarely been used with chil-
dren with ASD. It does not provide an autism
factor, but a few studies have suggested that
certain patterns, such as high scores on the So-
cial Problems and Thought Problems subscales,
may be associated with an ASD diagnosis
(Bolte, Dickhut, & Poustka, 1999; Duarte,
Bordin, de Oliveira, & Bird, 2003). The
CBCL’s utility in identifying comorbid internal-
izing and externalizing problems in children
with ASD is not yet known, but it may well be
useful as a screening tool given its excellent
psychometric properties.

Another measure for assessing several symp-
tom profiles simultaneously, the Behavioral
Assessment System for Children–2 (BASC-2),
includes parent report, teacher report, and self-
report questionnaires for children ages 8–18
years (Kamphaus, Reynolds, & Hatcher,
1999). There are subscales for Internalizing,
Externalizing, and Adaptive Behaviors. Sub-
scales assess school, clinical, and personal ad-
justment. The self-report form also measures
Sense of Inadequacy and Sense of Atypicality,
which in our experience are helpful for under-
standing the struggles of children with ASD
who can validly report on their internal states
(Ozonoff, Provencal, & Solomon, 2002), and
these subscales may also prove helpful for mea-
suring treatment effects in ASD. Importantly,
each form provides caution indices to inform
the clinician of overly positive or negative re-
sponses and to provide a measure of the consis-
tency of the respondent’s profile.
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Another multisymptom scale often used with
ASD, the Aberrant Behavior Checklist (Aman,
Singh, Stewart, & Field, 1985), is a global
behavior checklist completed by a caregiver or
teacher familiar with the child in different set-
tings. It was initially designed as a scale for rat-
ing inappropriate and maladaptive behavior of
individuals with mental retardation in residen-
tial settings. However, the scale has been used
often to monitor the effects of a variety
of pharmacological, behavioral, dietary, and
other treatments that may be expected to alter
behavior, and the instrument appears sensitive
to change in ASD samples (Arnold et al.,
2000). There are five subscales (Irritability,
Lethargy, Stereotypy, Hyperactivity, and Inap-
propriate Speech). The published validity and
reliability studies report excellent test–retest re-
liability, internal consistency, and construct va-
lidity (Aman et al., 1985).

Another method of assessing problem be-
haviors that often coexist with ASD, such as
aggression, destructiveness, tantrums, stereo-
typies, or self-injury, is functional analysis
(Horner, 1994; O’Neill, Horner, Albin,
Sprague, & Storey, 1997). Such challenging be-
haviors are rarely random and usually serve a
purpose. Functional analysis is a systematic ap-
proach to determine the function or communi-
cative equivalent of the behavior. Some com-
mon functions of problem behaviors include
gaining access to a desired object, asking for
help or attention, escaping a situation (e.g.,
schoolwork), and expressing a sensation (e.g.,
hunger, illness), emotion, or state (e.g., confu-
sion, frustration). The ultimate goal of func-
tional analysis is to provide the child with a
more appropriate means of expressing the mes-
sage (also called “functional communication
training”; Carr & Durand, 1985). Although
the functions of a particular problem behavior
may seem obvious, the perceptions of infor-
mants who work with the child may not be
confirmed through direct observations and an-
alogue probes that replicate the environmental
antecedents of the problem behavior (Calloway
& Simpson, 1998). Thus, functional assess-
ment may require referral of the child to a pro-
fessional trained in these methods, such as a
certified behavior analyst, who will also be able
to assist in development of a behavioral sup-
port plan.

Upon collecting information about various
potential comorbid conditions and associated
problems, the clinician must finish the process

of case formulation by figuring out whether the
child has an ASD only, another disorder, or
both. The first step is to determine whether the
child meets criteria for an ASD. The clinician
examines information collected from parents
and direct testing, and determines whether cut-
offs or thresholds for ASD have been exceeded.
Although this sounds deceptively simple, the
instruments reviewed in this chapter have very
good reliability and validity when used by
trained personnel, and the diagnosis may be
straightforward in many cases. More difficult
is evaluating children who present with sub-
clinical symptoms or behaviors that may be
part of multiple conditions (e.g., the poor eye
contact that might be seen in both autism and
depression). Again, however, the answer is rela-
tively simple. Children with depression alone
do not exhibit the pervasive difficulties in so-
cial interaction, communication, and behavior
that are characteristic of ASDs. If a child pres-
ents with both low mood and impaired peer re-
lationships, lack of empathy, few gestures, pe-
dantic speech, echolalia, and unusual interests,
he or she likely has both a depressive disorder
and an ASD. The package of social and com-
munication limitations, combined with odd or
repetitive behaviors, should alert the clinician
that an ASD must be part of the differential di-
agnosis. No other condition includes all of
these difficulties. Then, if additional problems
not encompassed by ASD criteria are present,
such as low mood, tics, or anxiety, the clinician
can examine diagnostic criteria for these condi-
tions and determine whether comorbidity is
present.

The School Context

Since the goal of assessment should be to un-
derstand how ASDs affect individuals in the
course of daily life, when feasible, it is helpful
to augment the evaluation by obtaining infor-
mation from teachers or others who interact
with the child in the challenging and relatively
unstructured school setting (Klin et al., 2000).
Teachers may be excellent sources of informa-
tion about the child’s adaptive, social, and
emotional functioning outside of home and
thereby enrich the clinician’s understanding of
the child. For example, in typically developing
children, as well as those with ADHD, teacher
reports of peer relationships correspond more
closely to ratings completed by peers than to
parent ratings (Glow & Glow, 1980; Hinshaw
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& Melnick, 1995). Information from the
school setting may be obtained through inter-
views, questionnaires, and direct clinician ob-
servations. Measures include the classroom/
teacher editions of the Vineland Adaptive
Behavior Scales (Sparrow et al., 2006), the
PDD Behavior Inventory (Cohen et al., 2003),
the BASC-2, and the Aberrant Behavior Check-
list. Although not specifically designed for chil-
dren on the autism spectrum, the teacher report
form of the Social Skills Rating System (Gres-
ham & Elliott, 1989) has been used success-
fully in research to assess social skills in chil-
dren with ASDs (Bauminger, 2002). In addition
to questionnaires, school-based observations
may yield a richer perspective on child social
functioning and/or may be part of a functional
analysis of behavioral problems (e.g., Dunlap
& Kern, 1993; Wood, 1995). In many clinical
settings, the resources required to conduct a
school visit are not available; thus, this should
be considered an optional, albeit helpful, addi-
tion to a comprehensive evaluation.

When information on a child is from multi-
ple sources, there may be disagreements in re-
ports of the severity of the disorder, the level of
daily adaptive behaviors, and the level of com-
pliance or disruptive behaviors (Offord et al.,
1996; Szatmari, Archer, Fisman, & Streiner,
1994). High levels of family stress appear to
contribute to higher parent than teacher re-
ports of autistic behavior (Szatmari et al.,
1994). Because these well-known discrepancies
exist and may well reflect setting-dependent ex-
pression of symptoms, our recommendation is
to conceptualize them as separate types of in-
formation, without attempting to reconcile
them by considering one more or less accurate
than another, as suggested by Offord and col-
leagues (1996).

Assessment of Family Functioning

Assessment of the family system may also be
important (Hauser-Kram, Warfield, Shonkoff,
& Krauss, 2001). Many studies have docu-
mented increased stress and depression in par-
ents of children with ASDs (Bristol, 1984;
Wolf, Noh, Fisman, & Speechley, 1989) that
exceed that of parents of children with other
disabilities (Olsson & Hwang, 2001). Stress
levels are strongly correlated with severity of
the child’s disorder (Tobing & Glenwick,
2002). Of the several instruments that measure
the impact of a disabled child on the family,

those with established psychometric properties
that have been used with the ASD population
include the Parenting Stress Index (Abidin,
1995), the Questionnaire on Resources and
Stress (Holroyd, 1974; Konstantareas,
Homatidis, & Plowright, 1992), and the Stress
Index for Parents of Adolescents (Sheras,
Abidin, & Konold, 1998).

Evaluation of Response to Treatment

One of the most practical contributions of as-
sessment is the planning and evaluation of in-
tervention (Hayes, Nelson, & Jarrett, 1987).
We have highlighted this purpose frequently in
this chapter, evaluating certain domains and
specific instruments in terms of their sensitivity
to change. There are, however, no widely
agreed-upon skills that must change, nor any
degree of change, for treatment effects to be
considered clinically significant. There is gen-
eral consensus that intervention outcomes
should have social validity, making a genuine
(functional, noticeable) difference in everyday
life for the person treated or those who live
with him or her (Foster & Mash, 1999;
Kazdin, 1999). There is less agreement on the
magnitude of change that must be shown to be
considered clinically significant. It is often mea-
sured as an effect size, a percentage decline in
symptoms, a change from baseline (pretreat-
ment), or an attainment of functioning within
the normal range (Kendall, Marrs-Garcia,
Nath, & Sheldrick, 1999). Kazdin (1999),
however, argues that when change does not
meet such criteria, it may nevertheless be mean-
ingful if it helps the person become more func-
tional, even if symptoms remain well outside
the normal range. Even no change in symptoms
at all may be significant, if the treatment im-
proves coping skills and the ability to deal with
symptoms. These examples are particularly rel-
evant to ASD, a lifelong condition in which
functioning within the normative range may be
possible for only a small proportion of affected
individuals. Change in quantity, quality, or se-
verity of autistic behaviors may be minimal,
and many treatment studies do not consider
this domain the primary target of the therapy
(Kasari, 2002). Many drug studies, for exam-
ple, focus on change in aberrant behaviors,
such as irritability and aggression, or other tar-
get symptoms that make life difficult for indi-
viduals and families (e.g., Arnold et al., 2000,
2003). Therefore, domains of central impor-
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tance in the evaluation of response to treatment
are adaptive behavior, comorbid symptoms,
quality of life, and family functioning (Wolery
& Garfinkle, 2002).

CONCLUSION

In this chapter, we have reviewed the compo-
nents of a core assessment battery and a more
comprehensive evaluation of suspected ASD. In
choosing the components of these batteries, we
focused on their utility and relevance to identi-
fication, differential diagnosis, service delivery,
and treatment response. We focused on assess-
ment strategies and tools with good psycho-
metric properties that are also practical for use
in clinical settings (Luiselli et al., 2001). Few
studies have directly compared different instru-
ments; thus, there is little empirical evidence to
guide practitioners’ selections among different
assessment tools. Therefore, we have high-
lighted features such as length of administra-
tion and training requirements, in addition to
validity and reliability, to assist in instrument
selection. We also highlighted several widely
used but seriously flawed instruments, with
some cautions about their real-world applica-
tions. Although challenges remain, this chapter
summarizes the tremendous growth that has
taken place in the last decade in evaluation
methods for ASD. As recently as 10 years ago,
autism was not considered a spectrum disorder
and was thought to be very rare. Few clinicians
knew how to evaluate it or considered it in
a differential diagnosis. ASD was diagnosed
through subjective clinical opinion, without the
use of objective measures of development or
behavior. As consensus about the diagnosis has
been achieved, a number of standardized inter-
views and observational measures have been
developed. In the next decade, the area that
most needs refinement is the evaluation and
differential diagnosis of the highest end of the
autism spectrum (Asperger syndrome vs. HFA).
Another pressing challenge is the paucity of
professionals capable of evaluating suspected
ASD, leading to very long waiting lists and de-
lays in diagnosis. This chapter is an attempt to
address these challenges and, we hope, to con-
tinue to broaden the preparation of trainees so
that future professionals feel more competent
to undertake this important area of assessment.
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C H A P T E R 1 1

Early-Onset Schizophrenia

Michael G. McDonell
Jon M. McClellan

Schizophrenia is often a chronic, debilitating
neuropsychiatric disorder with enormous

individual, family, and societal burden. Early-
onset schizophrenia (EOS) is defined as onset
before age 18 years. The onset of schizophrenia
in children is very rare, with the incidence in-
creasing during adolescence. Some symptoms
of schizophrenia may be difficult to differ-
entiate from other psychiatric disorders or
even normative childhood experiences. As with
other low base rate disorders, comprehen-
sive multi-informant, multimethod assessment
is key to accurate diagnosis.

Accurate assessment of schizophrenia in
children and adolescents can be a challenge.
Historically the definition of childhood schizo-
phrenia has varied. Rare cases of schizophrenia
in children, described by Kraepelin (1919) in
the early 1900s, were similar to the adult
form of the disorder, and distinct from autism
and pervasive developmental disorders (Werry,
1979). Beginning with the works of Bender,
Kanner, and others (Fish & Ritvo, 1979),
childhood schizophrenia was equated with the
broader construct of childhood psychoses, in-
cluding infantile autism. Whereas psychotic
speech and thought were considered inherent
components of childhood schizophrenia, hallu-
cinations and delusions were not required crite-
ria (Fish & Ritvo, 1979). The second edition of
the Diagnostic and Statistical Manual for Men-

tal Disorders (DSM-II; American Psychiatric
Association [APA], 1968) adopted this nos-
ology by grouping all childhood psychoses
under childhood schizophrenia, resulting in
diagnostic overlap with that of autism and
other psychotic disorders. However, seminal
studies by Kolvin (1971) and Rutter (1972)
demonstrated that autism and childhood-onset
schizophrenia are distinct entities. Therefore,
beginning with DSM-III (APA, 1980), the diag-
nosis of schizophrenia in childhood has used
the same criteria as those for adults, regardless
of age of onset.

DEFINITIONS

Diagnostic Criteria for Schizophrenia

Psychotic Symptoms

The diagnosis of EOS is made when DSM-IV-
TR (APA, 2000) or International Classification
of Diseases (ICD-10; World Health Organiza-
tion [WHO], 1992) criteria are met (Tables
11.1 and 11.2). Psychotic symptoms are the
hallmark of the disorder. In terms of DSM-IV-
TR, active psychotic symptoms (e.g., hallucina-
tions, delusions, disorganized speech, disorga-
nized or catatonic behavior) and/or negative
symptoms must be present for at least a period
of 1 month.
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Hallucinations may occur in any sensory
modality, including olfactory or tactile. Audi-
tory hallucinations are the most common and
often are experienced as voices separate from a
person’s thoughts (APA, 2000; American Psy-
chiatric Association, Steering Committee on
Practice Guidelines [APASCPG], 2004). Delu-
sions are often bizarre and unrealistic in the
context of one’s life experience and culture. De-
lusions may be persecutory (e.g., being fol-
lowed by the CIA), referent (e.g., receiving spe-
cial messages from the television), grandiose
(e.g., believing in special powers), somatic (e.g.,
believing that one suffers from a terminal
illness despite medical evidence to the con-
trary), or religious (e.g., believing that one is
a religious prophet) (APA, 2000; APASCPG,

2004). Delusions may also involve thought
withdrawal or insertion, or the belief that one
is controlled by an outside force (APA, 2000;
APASCPG, 2004).

Disorganized speech includes loosening of
associations (i.e., frequent, sudden, and appar-
ently unrelated changes in the subject of con-
versation), as well as tangential or incoherent
speech (APA, 2000; APASCPG, 2004). Persons
with schizophrenia may often change sub-
jects suddenly or provide oblique responses to
questions. Similar to disorganized speech, dis-
organized behavior is often characterized as
difficulty in sustaining goal-oriented behavior
(APASCPG, 2004). As a result, a range of activ-
ities, from planning a meal to personal hygiene,
may be impaired. Catatonic behavior, which
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TABLE 11.1. DSM-IV-TR Diagnostic Criteria for Schizophrenia

A. Characteristic symptoms: Two (or more) of the following, each present for a significant period of time
during a 1-month period (or less if successfully treated):

(1) delusions
(2) hallucinations
(3) disorganized speech (e.g., frequent derailment or incoherence?)
(4) grossly disorganized or catatonic behavior
(5) negative symptoms (i.e., affective flattening, alogia, or avolition)

Note: Only one Criterion A symptom is required if delusions are bizarre or hallucinations consist of a
voice keeping up a running commentary on the person’s behavior or thoughts, or two or more voices
are conversing with each other.

B. Social/occupational dysfunction: For a significant portion of the time since onset of the disturbance, one
or more major areas of functioning such as work, interpersonal relations, or self-care are markedly
below the level achieved prior to the onset (or when onset is in childhood or adolescence, failure to
achieve expected level of interpersonal, academic, or occupational achievement).

C. Duration: Continuous signs of the disturbance persist for at least 6 months. This 6-month period must
include at least 1 month of symptoms (or less if successfully treated) that meet Criterion A (i.e., active-
phase symptoms) and may include periods of prodromal or residual symptoms. During these
prodromal or residual periods, the signs of the disturbance maybe manifested by only negative symp-
toms or two or more symptoms listed in Criterion A present in the attenuated form (e.g., odd beliefs,
unusual perceptual experiences).

D. Schizoaffective and Mood Disorder exclusion: Schizoaffective Disorder and Mood Disorder with Psy-
chotic Features have been ruled out because either (1) no Major Depressive, Manic, or Mixed Episodes
have occurred concurrently with the active-phase symptoms; or (2) if mood episodes have occurred
concurrently with the active-phase symptoms, their total duration has been brief relative to the dura-
tion of the active and residual periods.

E. Substance/general medical condition exclusion: The disturbance is not due to the direct physiological
effects of a substance (e.g., a drug of abuse, a medication) or a general medical condition.

F. Relationship to Pervasive Developmental Disorder: If there is a history of Autistic Disorder or another
Pervasive Developmental Disorder, the additional diagnosis of Schizophrenia is made only if prominent
delusions or hallucinations are also present for at least a month (or less if successfully treated).

Note. From American Psychiatric Association (2000). Copyright 2000 by the American Psychiatric Association. Reprinted by
permission.



involves a general lack of response to one’s en-
vironment, may present as motor immobility,
mutism, posturing or stereotyped behavior,
excessive motor behavior, echolalia, or echo-
praxia (APA, 2000; APASCPG, 2004).

Negative symptoms describe a variety of def-
icit symptoms, such as avolition, alogia, and af-
fective flattening (APA, 2000). “Avolition” is
defined as difficulties initiating and maintain-
ing motivation to complete tasks necessary for
successful functioning. Alogia typically man-
ifests itself as poverty in the content and
amount of speech. Persons with schizophrenia
may also demonstrate a limited range of fa-
cial affective expression (affective flattening).
Limited eye contact and “body language” are
also indicative of affective flattening. Persons

with schizophrenia may also have a general
lack of interest in previously enjoyable activi-
ties (anhedonia). Negative symptoms may be
difficult to differentiate from comorbid depres-
sion or the side effects of antipsychotic medica-
tions (APASCPG, 2004).

Social–Occupational Dysfunction

The symptoms listed earlier must be associated
with a marked decline in the level of social, oc-
cupational, and self-care functioning below
preonset levels. In children and adolescents,
this may include the failure to achieve age-
appropriate levels of interpersonal, academic,
or occupational development. This decline in
functioning should be pervasive rather than
limited to one or two specific situations (e.g.,
quitting a job because of a persecutory delu-
sion). Although functioning may improve with
treatment, deficits are often chronic and func-
tioning may not return to premorbid levels
(APA, 2000).

Duration

The disturbances must be present for a period
of at least 6 months. This period must include
an active phase of illness (i.e., psychotic symp-
toms) with or without a prodromal or residual
phase. The prodromal phase involves deterio-
ration in functioning prior to the onset of psy-
chotic symptoms. The residual phase typically
involves an improvement of psychotic symp-
toms and follows the active phase of illness.
Prodromal and residual phases may include
lower intensity psychotic symptoms, such as
social isolation, deterioration in occupational
functioning, peculiar behavior, blunted or inap-
propriate affect, disordered thought processes
(tangentiality, circumferentiality), poverty of
speech or speech content, odd beliefs or percep-
tions, and lack of energy (anergia).

Differential Diagnosis

Schizoaffective disorder and mood disorders
with psychotic features should be ruled out.
For a diagnosis of schizophrenia, psychotic
symptoms must persist when the episodes of
depression and mania remit. If psychotic symp-
toms persist for at least 2 weeks in the absence
of mood disturbance and criteria for a major
depressive, manic, or mood episode are met for
a substantial portion of the active and resid-
ual phase of the illness, then a diagnosis of
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TABLE 11.2. ICD-10 Diagnostic Criteria
for Schizophrenia

The schizophrenic disorders are characterized in
general by fundamental and characteristic
distortions of thinking and perception, and affects
that are inappropriate or blunted. Clear
consciousness and intellectual capacity are usually
maintained, although certain cognitive deficits may
evolve in the course of time. The most important
psychopathological phenomena include thought
echo, thought insertion or withdrawal, thought
broadcasting, delusional perception and delusions
of control, influence or passivity, hallucinatory
voices commenting or discussing the patient in the
third person, and thought disorders and negative
symptoms.

The course of schizophrenic disorders can be
either continuous or episodic with progressive or
stable deficit, or there can be one or more
episodes with complete or incomplete remission.
The diagnosis of schizophrenia should not be
made in the presence of extensive depressive or
manic symptoms unless it is clear that
schizophrenic symptoms antedate the affective
disturbance. Nor should schizophrenia be
diagnosed in the presence of overt brain disease or
during states of drug intoxication or withdrawal.
Similar disorders developing in the presence of
epilepsy or other brain disease should be classified
under F06.2, and those induced by psychoactive
substances under F10–F19 with common fourth
character .5.

Excludes:
1. Acute schizophrenia-like disorder (F23.2),

symptoms persisting for less than 1 month
2. Schizoaffective disorder, mixed type (F25.2)
3. Schizotypal disorder (F21)

Note. From WHO (1992). Copyright 1992 by the World
Health Organization. Adapted by permission.



schizoaffective disorder should be made (APA,
2000). Persons with a chronic and debilitating
disorder such as schizophrenia are likely to ex-
perience difficulties with mood. If these diffi-
culties with mood neither meet criteria for a de-
pressive, manic, or mixed episode, nor present
for a substantial portion of the period of the
disorder, then a diagnosis of schizophrenia is
appropriate.

Psychosis as a result of other general medical
conditions, substance use, or medications also
should be ruled out. A thorough medical evalu-
ation is necessary to rule out psychosis sec-
ondary to a general medical condition, such
as acute intoxication or delirium. Prolonged
abstinence from a substance or medica-
tion often differentiates between substance- or
medication-induced psychosis and schizophre-
nia. A diagnosis of schizophrenia should be
made when psychotic symptoms persist despite
prolonged abstinence from the substance be-
lieved to have caused psychotic symptoms.

In cases where diagnostic criteria are met for
autism or other pervasive developmental disor-
ders, symptoms of active psychosis (e.g., overt
hallucinations and/or delusions) must be pres-
ent for at least 1 month, and other explana-
tions for psychotic symptoms must have been
ruled out (e.g., belief in fantasy vs. delusions or
hallucinations, a lack of interest in social rela-
tionships vs. negative symptoms).

ICD-10 Criteria for Schizophrenia

ICD-10 diagnostic criteria are similar to DSM-
IV-TR criteria except that the diagnosis can be
made once sufficient symptoms have been pres-
ent for a period of 1 month or more, rather
than 6 months (WHO, 1992). Armenteros and
colleagues (1995) found a high rate of diagnos-
tic agreement between DSM-III-R, DSM-IV,
and ICD-10 in hospitalized psychotic adoles-
cents.

Schizophrenia Subtypes

Subtypes of schizophrenia are found in both
DSM-IV-TR and ICD-10, including paranoid,
disorganized (hebephrenic), catatonic, undif-
ferentiated, and residual. The paranoid sub-
type is characterized by hallucinations and
persecutory delusions, without substantial
disorganized behavior or speech. Persons
with disorganized or hebephrenic schizophre-
nia demonstrate predominately disorganized
thought and/or behavior, and may be too con-

fused to provide descriptions of organized
delusions and hallucination. Catatonic schizo-
phrenia is rare, especially in EOS, and is
marked by unresponsiveness to one’s environ-
ment. Undifferentiated schizophrenia charac-
terizes individuals who meet criteria for schizo-
phrenia but do not meet criteria for paranoid,
catatonic, or disorganized subtypes. The resid-
ual subtype describes persons with schizophre-
nia who no longer manifest symptoms con-
sistent with an active phase of illness (e.g.,
hallucinations, disorganized speech and behav-
ior) but still manifest negative symptoms, and
other symptoms of the illness in an attenuated
form.

In addition, the subtypes simple and post-
schizophrenic depression are found in ICD-10,
but not in DSM-IV-TR. Simple schizophrenia,
as defined by ICD-10, is a form of the illness
with an insidious onset of decreased function-
ing and residual symptoms of schizophrenia
(e.g., blunting of affect and avolition), without
previous overt psychotic symptoms. Postschiz-
ophrenic depression describes the presence of a
depressive episode after onset of the schizo-
phrenic illness. Symptoms of schizophrenia
must persist during episodes of depression
(WHO, 1992).

Reports vary as to whether the paranoid
subtype (Eggers, 1978) or the undifferentiated
subtype (McClellan, Werry, & Ham, 1993;
Werry, McClellan, & Chard, 1991) is more
common in EOS. Furthermore, an individual’s
subtype may vary, depending in part on re-
sponse to treatment. Therefore, it is not clear
whether these subtypes represent truly distinct
clinical or biological entities. There is not suffi-
cient evidence currently to justify categoriz-
ing EOS as a separate diagnostic subcategory
(Werry, 1992).

Developmental Factors and DSM-IV-TR
and ICD-10 Criteria

Although the criteria for the diagnosis of
schizophrenia are the same for children and ad-
olescents as for adults (APA, 2000), develop-
mental factors still need to be considered in the
assessment of EOS. In general, the extant re-
search has defined “early onset” as onset prior
to age 18 years, with childhood onset, prior to
age 12 years. Some developmental differences
in symptom presentation are noted. Children
with EOS are more likely to present with hallu-
cinations, thought disorder, and negative symp-
toms, and are less likely to experience complex
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or systematized delusions (Pavuluri, Herbener,
& Sweeney, 2004). An earlier age of onset is
also generally associated with other develop-
mental delays and a high rate of premorbid
problems (Ropcke & Eggers, 2005). These dif-
ferences are mostly qualitative and likely relate
to the timing of the illness with regard to neural
development. Younger children in general have
less abstract thinking; therefore, not surpris-
ingly, those with schizophrenia are less likely to
have complex delusions. The timing of the on-
set of the illness may be in part a “dose effect.”
Therefore, the association between greater pre-
morbid and cognitive difficulties, and earlier
onset may simply reflect a greater neurode-
velopmental insult.

Appropriate developmental assessment in-
cludes determining whether symptom reports
suggestive of schizophrenia represent the un-
derlying diagnosis as opposed to normative de-
velopmental experiences or symptoms of other
psychiatric disorders. Distinguishing psychotic
symptoms from other developmental issues can
be challenging, especially in children. Very
young children’s idiosyncratic logical reason-
ing, overactive perceptions, or magical belief
systems may be misinterpreted as psychosis by
clinicians that apply adult criteria without de-
velopmental accommodations. True psychosis
is exceedingly rare in very young children.
Therefore, clinicians need to be very cautious
when interpreting psychotic-like reports in this
age group.

Most children and adolescents reporting
psychotic symptoms do not actually have
a psychotic disorder (Del Beccaro, Burk, &
McCauley, 1988; Garralda, 1984a, 1984b).
Atypical psychotic symptoms may represent a
number of phenomena, including posttraumat-
ic stress disorder (PTSD), factitious or conver-
sion disorders, personality disorders, or de-
velopmental delays that interfere with the
accurate reporting of internal experiences; dif-
ficulty distinguishing fantasy from reality; and/
or misunderstanding the questions asked by
the clinician (Hlastala & McClellan, 2005;
Hornstein & Putnam, 1992; McClellan et al.,
1993; McClellan & McCurry, 1999). In these
cases the psychotic symptom reports are often
atypical in the following manner: (1) The re-
ports are inconsistent, and there is no other
documented evidence of a psychotic process
(e.g., thought disorder, bizarre disorganized
behavior); (2) the qualitative nature of the re-
ports are not typical of psychotic symptoms

(e.g., greatly detailed descriptions or reports
more suggestive of fantasy or imagination);
and/or (3) the reported symptoms only occur in
specific situations (e.g., hearing voices only af-
ter an aggressive outburst) (Hlastala &
McClellan, 2005).

EPIDEMIOLOGY

The prevalence of schizophrenia in the general
population is approximately 1% and occurs
worldwide in all known cultural and ethnic
groups. Although the prevalence of EOS has
not been adequately studied, the few studies
available, plus clinical experience, suggest that
onset prior to age 13 years is quite rare. In chil-
dren younger than 15 years of age, the preva-
lence rate has been estimated at 14 per 100,000
(Beitchman, 1985; Volkmar, Cohen, Hoshino,
Rende, & Paul, 1988). Gillberg (1984) es-
timated the prevalence of very early-onset
schizophrenia (VEOS) in Sweden at 1.6 per
100,000. Thomsen (1996) reported that only
1% of hospitalized youth with schizophrenia
were younger than 13 years of age, and only
9% were younger than 15 years of age. The
rate of onset increases during adolescence, with
onset for the disorder typically ranging from 15
to 30 years (APA, 2000). Although the onset of
puberty has been theorized to play some type
of neurobiological role, pubertal status was not
associated with the onset of psychosis in a
study of youth with childhood schizophrenia
(Frazier et al., 1997).

EOS occurs predominantly in males (Bettes
& Walker, 1987; Green & Padron-Gayol,
1986; Green, Padron-Gayol, Hardesty, &
Bassiri, 1992; Kolvin, 1971; McClellan &
McCurry, 1998; Russell, Bott, & Sammons,
1989; Werry et al., 1991). Because the adult lit-
erature suggests that the average age of onset in
males is 5 years earlier than that in females
(Loranger, 1984), the male predominance in
EOS may be a cross-sectional effect.

CLINICAL PRESENTATION

Symptomatology

Historically, schizophrenia has been character-
ized as having positive and negative symptoms.
Positive symptoms of schizophrenia refer to
florid hallucinations and delusions, whereas
negative symptoms refer to deficits (i.e., flat
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affect, anergy, and paucity of speech and
thought; APA, 2000). Hallucinations, espe-
cially auditory hallucinations, thought disor-
der (e.g., loose associations), and flattened af-
fect all have been consistently found in EOS,
whereas systematic delusions and catatonic
symptoms are less frequent (Biederman, Petty,
Faraone, & Seidman, 2004; Green et al., 1992;
McClellan, McCurry, Speltz, & Jones, 2002;
Pavuluri et al., 2004; Russell et al., 1989;
Werry et al., 1991). Social deficits, such as
withdrawal and social isolation, have also been
observed in EOS and are correlated with
negative symptoms (Hollis, 2003; McClellan,
Breiger, McCurry, & Hlastala, 2003).

Youth with schizophrenia also display evi-
dence of formal thought disorder. In compari-
son to normal children, those with schizophre-
nia have three characteristic communication
deficits: loose associations, illogical thinking,
and impaired discourse skills (Caplan, Guthrie,
Gish, Tanguay, & David-Lando, l989; Pavuluri
et al., 2004). Rates of incoherence and poverty
of speech content are low (Caplan et al., 1989).
When assessing a child’s thinking, it is impor-
tant to differentiate between the thought disor-
der of psychosis and language disorders or
developmental delays. For instance, typical lan-
guage difficulties in EOS (i.e., disorganized
speech, loose associations) are manifestations
of disorganized thought rather than language
difficulties, such as word finding or word rec-
ognition.

Associated Cognitive Symptoms

Neuropsychological studies suggest that chil-
dren with schizophrenia have global impair-
ments across tasks that require greater capacity
for information processing rather than defi-
cits isolated to specific functions or areas of
the brain (Asarnow, Tompson, & Goldstein,
1994; McClellan, Prezbindowski, Breiger, &
McCurry, 2004). However, it is important to
recognize that there are no specific neuropsy-
chological profiles diagnostic of schizophrenia
(Kumra et al., 2000; McClellan et al., 2004).
Youth with EOS who have identified genetic
disorders, such as velocardiofacial syndrome,
may demonstrate greater neuroanotomical and
neuropsychological abnormalities (Rapoport
& Inoff-Germain, 2000; Usiskin et al., 1999).

Language and communication and global
cognitive deficits are common in youth with
schizophrenia (Baltaxe & Simmons, 1995;

Caplan, Guthrie, & Komo, 1996; Helgeland &
Torgersen, 2005; McClellan et al., 2004). Of
those with EOS, 10–20% have IQs in the bor-
derline to mentally retarded range (Asarnow &
Ben-Meir, 1988; Eggers, 1978; Goldberg,
Karson, Leleszi, & Weinberger, 1988; Green et
al., 1992; Kenny et al., 1997; McClellan et al.,
1993; McClellan & McCurry, 1998; Werry et
al., 1991). Because many research studies have
excluded patients with mental retardation,
these rates may actually be lower than what
otherwise would be found in a clinical popula-
tion.

Developmental and Cognitive Influences
on Symptom Presentation

Developmental differences in language and
cognition may affect the range and quality of
symptom presentation (Caplan et al., 1989;
Volkmar et al., 1988; Watkins, Asarnow,
Tanguay, & Perdue, 1988; Werry, 1992). Bettes
and Walker (1987) found that among youth
with EOS and other psychiatric disorders, posi-
tive symptoms increased linearly with age and
were associated with IQs greater than 85.
Young children are also less likely to present
with systematic delusions. Thus, the complex-
ity of psychotic symptoms appears to be corre-
lated with cognitive development, with the ca-
pacity for more systematic delusional beliefs
and complex hallucinations linked to the ca-
pacity for abstract thinking and a general fund
of knowledge. This is not surprising, because
psychotic thought emanates from an individ-
ual’s own experiences and belief systems.

Course of Illness

Schizophrenia is a phasic disorder, with a great
deal of individual variability. As a result of the
fluctuation of symptoms across phases, accu-
rate assessment must take into account these
variations in clinical presentation.

Premorbid Functioning

The majority of patients with EOS (with some
reports as high as 90%) have premorbid de-
velopmental and/or behavioral abnormalities
(Alaghband-Rad et al., 1995; Asarnow & Ben-
Meir, 1988; Eggers, 1978; Green & Padron-
Gayol, 1986; Helgeland & Torgersen, 2005;
Hollis, 1995, 2003; Kolvin, 1971; McClellan et
al., 2003; McClellan & McCurry, 1998; Rus-
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sell et al., 1989; Schaeffer & Ross, 2002;
Vourdas, Pipe, Corrigal, & Frangou, 2003;
Watkins et al., 1988; Werry et al., 1991). A
wide range of premorbid difficulties is de-
scribed, including idiosyncratic or bizarre pre-
occupations, unusual behaviors, social with-
drawal and isolation, deteriorating self-care,
disruptive behavior disorders, academic diffi-
culties, speech and language problems, and de-
velopmental delays (Hollis, 1995; McClellan et
al., 2003; McClellan & McCurry, 1998). Au-
tism and pervasive developmental disorders
also have been reported (Alaghband-Rad et al.,
1995; Nicolson et al., 2001; Russell et al.,
1989), although these conditions should be
considered distinct and separate from schizo-
phrenia (American Academy of Child and Ado-
lescent Psychiatry [AACAP], 2001; Cantor, Ev-
ans, Pearce, & Pezzot-Pearce, 1982; Watkins et
al., 1988). McClellan and colleagues (2003)
found that greater premorbid global impair-
ment, social withdrawal and schizoid/
schizotypal personality types differentiate be-
tween youth with EOS and those with bipolar
disorder or atypical psychosis. Hollis (2003)
also found that impaired premorbid social
functioning differentiates between youth with
EOS and those with other psychotic disorders.

Prodromal Phase

The prodromal phase represents a significant
decline from baseline functioning or a worsen-
ing of premorbid personality/behavioral char-
acteristics. In general, this phase is character-
ized by changes in social, cognitive, and/or
academic functioning. Presentations can in-
clude the development of odd or idiosyncratic
beliefs, worsening school performance, social
isolation and withdrawal, and/or worsening
hygiene. The duration of the prodromal phase
can vary from an acute change (days to weeks)
to chronic impairment (months to years)
(AACAP, 2001). Children generally have an in-
sidious onset (Asarnow & Ben-Meir, 1988;
Green & Padron-Gayol, 1986; Kolvin, 1971;
Rapoport & Inoff-Germain, 2000). In young
adolescents, both acute onset (less than 1 year)
and insidious onset are noted (Kolvin, 1971;
McClellan et al., 1993; McClellan & McCurry,
1998; Ropcke & Eggers, 2005; Werry et al.,
1991). Insidious onset has been found to be
predictive of a more severe course of illness
(Ropcke & Eggers, 2005). Furthermore, be-
cause many youth with EOS have an insidious
onset, it is often difficult to distinguish between

premorbid personality/cognitive abnormalities
and the onset of the disorder.

Acute Phase

Diagnosis is most common in this phase of the
illness, because the acute phase is marked by a
predominance of positive symptoms (i.e., hal-
lucinations, delusions, disorganized speech and
behavior), as well as a significant deterioration
in functioning. This phase generally lasts 1 to 6
months or longer, depending in part on the re-
sponse to treatment (AACAP, 2001). Most
youth with EOS will have subsequent acute ep-
isodes (Ropcke & Eggers, 2005).

Recovery Phase

Following the acute phase, with remission of
the acute psychosis, the patient generally con-
tinues to experience a significant degree of im-
pairment for several months (AACAP, 2001),
primarily due to negative symptoms (flat affect,
anergia, social withdrawal), although some
psychotic symptoms may persist (Remschmidt,
Martin, Schulz, Gutenbrunner, & Fleischhaker,
1991). In addition, some patients may develop
a postschizophrenic depression characterized
by dysphoria and flat affect.

Residual Phase

Youth with EOS may have prolonged periods
(several months or more) between acute
phases, in which they do not experience signifi-
cant positive symptoms. However, most pa-
tients continue to be at least somewhat im-
paired by negative symptoms.

Longitudinal Outcome

In the adult literature, schizophrenia typically
follows a pattern characterized by cycles of the
previously discussed phases, with increasing
deterioration after each cycle. However, after
approximately 10 years, the acute phases of the
disorder tend to remit, leaving a residual state
(predominately negative symptoms) with vary-
ing disability (AACAP, 2001). Further research
is needed to clarify whether this long-term pat-
tern holds for EOS. Some youth with schizo-
phrenia may have only one cycle, although
most have more (Asarnow et al., 1994; Eggers,
1978; Hollis, 2003; McClellan et al., 1993;
Ropcke & Eggers, 2005; Werry et al., 1991).
Others remain chronically symptomatic despite
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adequate treatment (Asarnow et al., 1994; Egg-
ers & Bunk, 1997; Maziade, Gingras, et al.,
1996; McClellan et al., 1993; Werry et al.,
1991). These patients are generally the most se-
verely impaired and require the most compre-
hensive treatment resources.

Generally, the literature suggests moderate
to severe impairment across the lifetime (Egg-
ers, 1978, 1989; Eggers & Bunk, 1997; Hollis,
2000; Jarbin, Ott, & von Knorring, 2003;
Maziade, Bouchard, et al., 1996; Maziade,
Gingras, et al., 1996; McClellan et al., 1993;
Ropcke & Eggers, 2005; Werry et al., 1991).
Premorbid characteristics, such as cogni-
tive ability, treatment response, and adequacy
of therapeutic resources invariably influence
short-term outcome (Remschmidt et al., 1991).
Poor long-term outcome is predicted by family
history of nonaffective psychosis, low pre-
morbid functioning, insidious onset, diagnosis
prior to adolescence, low intellectual function-
ing, and severe symptoms during acute phases
(Eggers, 1989; Jarbin et al., 2003; Maziade,
Bouchard, et al., 1996; Ropcke & Eggers,
2005; Werry, 1992). When followed into adult-
hood, youth with EOS demonstrated greater
social deficits, lower levels of employment, and
were less likely to live independently relative to
those with other childhood-onset psychotic dis-
orders (Hollis, 2000; Jarbin et al., 2003).

Individuals with EOS also have a high risk of
eventual suicide. The risk of suicide or acciden-
tal death directly due to behaviors caused by
psychotic thinking appears to be at least 5%
(Eggers, 1978; Werry, 1991), although the
numbers studied are small and the follow-up
periods are short in some subjects. In adults
with schizophrenia, there is an increased risk
for medical illnesses and mortality, including
a suicide rate of approximately 10% (APA,
2000). Adults with schizophrenia are also at
higher risk for other morbidities, such as heart
disease, obesity, human immunodeficiency vi-
rus, hepatitis, and diabetes (Goff et al., 2005).

ETIOLOGY AND PATHOGENESIS

Genetic and Environmental Factors

Current research suggests that schizophrenia is
a neurodevelopmental disorder that stems from
both genetic and environmental risk factors.
The phenotype is heterogeneous and complex,
with multiple genes and environmental expo-
sures likely involved. Identifying preventable
causes and means to avert the disorder remains

a public health priority. Furthermore, unravel-
ing molecular mechanisms underlying
schizophrenia may shed light on factors re-
sponsible for the development of other mental
illnesses.

In the general population, family, twin, and
adoption studies all support a strong genetic
component for schizophrenia. The lifetime risk
of developing the illness is 5–20 times higher in
first-degree relatives of affected probands com-
pared to the general population (Cardno &
Murray, 2003; Thaker & Carpenter, 2001).
The rate of concordance among monozygo-
tic twins is approximately 40–60%, whereas
the rate of concordance in dizygotic twins
and other siblings is 5–15% (Cardno &
Gottesman, 2000).

Large, collaborative studies evaluating link-
age of schizophrenia in multiply affected fami-
lies have identified multiple-candidate chromo-
somal regions (Straub et al., 1995; Zammit,
Lewis, & Owen, 2003). Regions best
supported by genome-wide scans include
6p22–p24 (Straub et al., 1995), 1q21–q22
(Brzustowicz et al., 2000), and 13q32–q34
(Blouin et al., 1998). Other regions with posi-
tive linkage findings include 1q42, 5q21–q33,
6q21–q25, 8p21–p22, 10p15–p11, and
22q11–q12 (Owen, Williams, & O’Donovan,
2004). These regions combined represent a
substantial portion of the genome. This is not
surprising given genetic heterogeneity and the
complexity of neural development.

Candidate genes have been suggested in sev-
eral of these regions, including dysbindin on
6p22, neuregulin on 8p22, G72 on 13q34,
COMT on 22q11, RGS4 on 1q21, DISC1
on 1q42, and GRM3 on 7q21 (see review,
Harrison & Weinberger, 2005). Each of these
genes is biologically plausible (Harrison &
Weinberger, 2005). However, for each candi-
date gene, both positive and negative associa-
tions have been reported; strengths of effects
are generally weak; the specific allele or hap-
lotype associated with the illness varies across
studies; and definitive causative mutations for
the most part have not been identified.

Etiological research for EOS remains lim-
ited, although the National Institute of Mental
Health’s (NIMH) Childhood-Onset Schizo-
phrenia Program has contributed substantially
to this area. In its cohort of youth with
adolescent-onset schizophrenia, positive asso-
ciations have been reported for several can-
didate genes of interest, including dysbindin
(Gornick et al., 2005), GAD1 (Addington et
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al., 2005) and G72 (Addington et al., 2004).
Furthermore, in this series, the rate of cyto-
genetic abnormalities, including 22q11 dele-
tion (which is associated with an elevated rate
of schizophrenia) appears to be higher than
that in reports of adults (Nicolson et al., 1999;
Usiskin et al., 1999).

In addition to genetic contributions, envi-
ronmental factors likely play a role in the de-
velopment of schizophrenia. Disruptions in
prenatal brain development may contribute to
the illness. Individuals with schizophrenia have
higher rates of minor physical anomalies
(Gourion et al., 2004; Hata, Iida, Iwasaka,
Negoro, & Kishimoto, 2003; Ismail, Cantor-
Graae, & McNeil, 1998; McGrath et al.,
2002), deficits in smooth pursuit eye move-
ments (Frazier et al., 1996; Jacobsen &
Rapoport, 1998; Jacobsen et al., 1997; Karp et
al., 2001; Zahn et al., 1997), developmental
disturbances in childhood (Bearden et al, 2000;
Cannon et al., 1999; Crow, Done, & Sacker,
1995; Jones, Rogers, Murray, & Marmot,
1994), and structural anomalies on brain imag-
ing (Collinson et al., 2003; Gogtay et al., 2004;
James, James, Smith, & Javaloyes, 2004; Keller
et al., 2003; Kumra et al., 2004; Kumra,
Ashtari, et al., 2005; Lawrie & Abukmeil,
1998; Matsumoto et al., 2001; Sporn et al.,
2003).

At the onset of illness, many affected individ-
uals already have ventricular enlargement and
decreased hippocampal volume, with some evi-
dence suggesting that individuals with earlier
onset have more progressive neuroanatomical
changes (Gogtay et al., 2004). Relative to nor-
mal controls, greater longitudinal decreases in
overall volume of gray matter (Sporn et al.,
2003), in frontal lobe (Gogtay et al., 2004),
prefrontal cortex (James et al., 2004), temporal
lobe (Gogtay et al., 2004), parietal lobe
(Gogtay et al., 2004), and thalamus (James et
al., 2004) have been described. Deficits in
white matter have also been noted in the fron-
tal lobe, anterior and posterior commissures,
anterior cingulate, corpus callosum, and the
right occipital lobe (Keller et al., 2003; Kumra,
Ashtari, et al., 2005). Rapoport and Inoff-
Germain (2000) suggest that these changes
may peak in adolescence, representing critical
neurodevelopmental delay during this time.

In the adult literature, gestational exposures,
including maternal starvation, are also sus-
pected risk factors for schizophrenia (Brown,
Cohen, Greenwald, & Susser, 2000; Brown et
al., 2004; Buka et al., 2001; Neugebauer, 2005;

Opler et al., 2004; Smil, 2005; St. Clair et al.,
2005; Susser et al., 1996). These putative risk
exposures may interact with genetic factors in
susceptible individuals.

Psychological and Social Factors

There is no evidence that psychological or so-
cial factors cause schizophrenia. Rather, envi-
ronmental factors interact with biological risk
factors to mediate the timing of onset, course,
and severity of the disorder. Psychosocial
stressors, including family expressed emotion,
influence the onset and/or exacerbation of
acute episodes, and relapse rates (APA, 2000).
Communication deficits are often found in
families of youth with EOS, although these
may be shared phenotypic traits rather than eti-
ological agents (Asarnow & Ben-Meir, 1988).
Similarly, family members of youth with EOS
appear to have subtle deficits in neuropsycho-
logical functioning (Gochman et al., 2004) that
may contribute to increased communication
and social difficulties. The interactions be-
tween psychological, social, and illness-related
factors are complex. Therefore, causal mecha-
nisms cannot be inferred based on positive as-
sociations. In terms of social factors, adults
with schizophrenia typically have lower socio-
economic status (SES). Overall, adult research
has suggested that this is likely a result of
the illness causing disability and lower SES,
rather than vice versa (Munk-Jorgensen &
Mortensen, 1992). Available studies investigat-
ing the link between EOS and economic factors
have a selection bias toward inpatient samples,
with higher rates of low SES found in some
studies (Green et al., 1992; Kolvin, 1971;
McClellan et al., 1993), but not others (Russell
et al., 1989; Werry et al., 1991).

COMORBID DISORDERS

As with other chronic conditions, children and
adolescents with EOS have a number of comor-
bid conditions, including depression, anxiety,
and externalizing disorders (McClellan et al.,
2003; Russell et al., 1989). In adolescents with
EOS, substance abuse is also a major con-
cern (Kumra, Thaden, & Kranzler, 2005;
McClellan et al., 2003). Finally, youth with
EOS also have a high rate of developmental de-
lays and cognitive difficulties. Many youth
with EOS are diagnosed with pervasive devel-
opmental disorders.
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ASSESSMENT

A diagnosis of schizophrenia is made in youth
when DSM-IV-TR, or ICD-10, criteria are met,
and other pertinent disorders have been ruled
out. The standard principles and procedures of
psychological and psychiatric assessment, out-
lined in this volume, apply to the assessment of
EOS. Although a variety of assessment tools
(e.g., checklists, rating scales, neuropsychologi-
cal measures) may be helpful in the assessment
of children with EOS, multi-informant inter-
views, observation and mental status examina-
tions, symptom rating scales, record reviews,
and a comprehensive medical evaluation com-
prise the “gold standard.” Long-term monitor-
ing and reassessment are also needed to ensure
diagnostic accuracy (AACAP, 2001). Compre-
hensive assessment techniques are necessary,
because the clinical complexity of youth who
present with possible EOS often leads to
misdiagnosis and inadequate treatment
(AACAP, 1998a; Schaeffer & Ross, 2002;
Stayer et al., 2004). Assessment of comorbid
diagnoses and other domains of functioning
(e.g., cognitive, academic, social) are also im-
portant for treatment planning.

The procedures for reliable and valid assess-
ment of EOS outlined below should be ad-
ministered by clinicians using an informed
hypothesis-testing approach. The information
presented earlier, regarding epidemiology,
symptomatology, and course of illness help to
guide assessment. Perhaps most importantly,
clinicians should remember that EOS, espe-
cially childhood onset, is rare, and most chil-
dren who present with symptoms suggestive of
psychosis have neither EOS nor, for that mat-
ter, a psychotic illness. Therefore, the diagnosis
of EOS requires that clinicians establish the va-
lidity of psychotic symptoms while ruling out
other, possible conditions with similar presen-
tations (see “Differential Diagnosis” section
below).

Typical Referral Questions

Youth with possible EOS may present with
psychotic symptoms (i.e., hallucinations, delu-
sions), disorganized behavior or speech, social
impairment, academic difficulties, and/or ag-
gression (McClellan et al., 2003; Schaeffer &
Ross, 2002; Vourdas et al., 2003). Schaeffer
and Ross (2002) found that among youth with
schizophrenia, the most frequent initial clinical
concerns were school failure and aggressive

behavior. Although important issues, these
nonspecific concerns present with a number of
different clinical situations.

Referrals from medical and mental health
professionals typically require accurate diag-
nostic assessment. The first step of the diag-
nostic process involves determining whether
psychotic symptoms are present (vs. atypical
reports concurrent with nonpsychotic dis-
orders or normative childhood phenomena).
The second step entails determining the type
of psychotic disorder present (EOS vs. other
psychotic disorders). Other referral questions
include assessing comorbid diagnoses, neuro-
psychological strengths and weaknesses, and
functional impairment; and determining treat-
ment recommendations.

Appropriate treatment is dependent upon an
accurate diagnosis. For instance, Schaeffer and
Ross (2002) found that prior to an accurate di-
agnosis of EOS, the majority of children re-
ceived inappropriate or insufficient treatment
(88% received individual psychotherapy, 77%
were prescribed stimulant medications). Treat-
ment planning may also be informed by assess-
ment of neuropsychological, academic, social,
vocational, and other areas of functioning as-
sociated with EOS.

Assessment Procedures

Multi-Informant Assessment

Interviews with the child, caregivers, teachers,
and other relevant adults provide rich and eco-
logically valid data that aid in diagnosis and
treatment planning. Involving parents and
other important adults in the assessment pro-
cess is key, because youth at risk for EOS may
have difficulty reporting on current symptom-
atology and relevant history. The multi-
informant assessment can provide information
relevant to current and previous clinical pre-
sentation and course, as well as comorbid
conditions. A multi-informant assessment also
rules out the possibility of single informant
bias.

The interview with the child or adolescent
with EOS provides an opportunity to obtain
his or her description of current symptoms, as
well as to observe the youth’s mental status.
Youth with EOS can generally describe relevant
aspects of their psychotic symptoms, although
acutely ill youth may be too disorganized and
confused to provide a cogent history. In those
cases, however, clinician observations and the
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mental status exam (see section below) are the
best evidence of the disorder. Similarly, nega-
tive symptoms, and disorganized speech and
thought, may be best assessed through observa-
tion and by interviewing other informants.

Involving parents or caregivers in assessment
is particularly important when gathering infor-
mation about developmental, psychological,
medical, and family psychiatric history. In ad-
dition, caregivers are typically able to provide
information about the child’s functioning in a
variety of settings. Caregiver interview and ob-
servation also provide information about im-
portant family factors, such as expressed emo-
tion, social support, caregiver burden, and
overall caregiver functioning. Because EOS ap-
pears to be related to genetic factors, assess-
ment of family psychiatric history is important.
Whenever possible, diagnostic verification of
an affected family member from a third party
(e.g., an affected family member’s psychiatrist)
is advisable.

Involving other important adults in the as-
sessment is optimal. Teachers, therapists, medi-
cal providers, and other professionals can often
provide information to supplement child and
caregiver interviews. The teacher interview is
particularly important, because school is the
primary area of functioning for most youth,
and data obtained from teachers inform later
academic, behavioral, and social intervention.
Interviews of teachers should focus on aca-
demic performance and social functioning.

STRUCTURED INTERVIEWS

In terms of assessment procedures, diagnostic
accuracy of EOS may be substantially im-
proved through the use of structured diagnostic
interviews (Carlson Bromet, & Sievers, 2000).
Diagnoses made in clinical settings are notori-
ous for being unreliable (McClellan & Werry,
2000). Structured interviews are particularly
helpful in the assessment of EOS, as a result of
the complexity of the illness. While these tools
have been used primarily in epidemiological
and clinical research (McClellan & Werry,
2000), they provide a format for reliably as-
sessing both schizophrenia and comorbid con-
ditions. For a full review of structured diagnos-
tic interviews see Doss (2005) and the special
issue of the Journal of the American Academy
of Child and Adolescent Psychiatry edited by
McClellan and Werry (2000). Table 11.3 sum-
marizes characteristics of structured interviews

for youth that contain either screening items
for psychosis or complete diagnostic criteria
for schizophrenia.

It is important to remember that although
structured interviews improve reliability, valid-
ity is more difficult to establish (McClellan &
Werry, 2000). This is a major limitation in all
psychiatric research given the lack of biological
or other markers for disorders. For complex ill-
nesses such as EOS, it is important for the clini-
cian administering the interview to be familiar
with both the illness and, more broadly, devel-
opmental psychopathology in youth. Clinician-
based structured diagnostic interviews, such as
the K-SADS and Kid SCID, are recommended
when assessing EOS. These assessments are be-
ing used in clinical research (McClellan et al.,
2002, Sikich, Hamer, Bashford, Sheitman, &
Lieberman, 2004). Clinician-based tools bal-
ance structure and flexibility, and provide a
structure for the diagnostic interview while
allowing for clinician probes, rewording of
items, and clinical judgment.

Screening interviews, or nonclinician-based
interviews, are not sufficient for the diagnosis
of EOS, because the complexity of psychotic
symptom presentation in children and adoles-
cents makes it necessary that clinicians, not
laypersons or computers, determine the verac-
ity of psychotic symptoms. However, they may
be useful screening tools and help to identify
youth at risk for EOS and other comorbid dis-
orders.

Clinician familiarity with developmental
psychopathology is key, because structured in-
terviews with youth have demonstrated a sub-
stantial rate of false-positive results related to
psychosis (Breslau, 1987). In general, most
youth may not understand the wording of
questions relevant to psychosis; therefore, they
respond based on their own normal experi-
ences. Few children and adolescents have fa-
miliarity with the concept of psychosis. There-
fore, they may respond honestly in trying
to describe normal mentation. Furthermore,
many traumatized youth report unusual sen-
sory experiences that may relate to dissociative
symptoms (Hlastala & McClellan, 2005). Al-
though important clinically, these symptoms
should not be equated with true psychosis.

When utilizing structured diagnostic inter-
views, clinicians must be aware of the gen-
eral nature of psychosis. In general, psychotic
symptoms are confusing to the individual and
are experienced as external phenomena beyond
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his or her control. The more detailed, orga-
nized, or ego-syntonic the symptom reports,
the less likely such symptoms represent true
psychosis. Moreover, psychosis is a process,
not just a positive response to a question.
When individuals develop psychotic illnesses,
there are a number of associated symptoms, in-
cluding disorganized thinking and behavior,
and a deterioration in functioning. Without
such symptoms, the validity of psychotic-like
symptom reports needs to be scrutinized care-
fully.

Finally, clinicians should be cautious when
investigating psychosis, with or without struc-
tured interviews, in children younger than age
12. Among young children and youth with cog-
nitive delays, it is a challenge to identify true
psychotic symptoms. In these cases, the clini-
cian must not only ensure that the child un-
derstands the context of the question but
also take developmental considerations into ac-
count. Extrapolating adult symptom defini-
tions onto children’s experiences may result in
misdiagnosis.

Observation and Mental Status Examination

Observation and mental status examination
are key components of a comprehensive evalu-
ation of EOS. Observation should take place
during the interview, and whenever possible, in
the child’s natural environment (e.g., school,
home). Observation and mental status exam-
ination provide information regarding psy-
chotic, negative, and disorganized symptoms.
It is important to observe and assess the struc-
ture and form of the youth’s speech and lan-
guage, and also to assess overt behavioral evi-
dence of psychosis, such as responding to
internal stimuli. Negative symptoms, such as
flat and inappropriate affect, poverty of
amount and content of speech, and anhedonia
should also be assessed as part of the mental
status examination. Disorganized speech and
behavior are also observable behavior. Assess-
ment of attention (e.g., serial sevens or fives),
problem solving (e.g., “What would you do if
you were lost in the forest?”), abstract reason-
ing (e.g., similarities: “How are . . . and . . .
alike?”), and memory should also be assessed.
Difficulty with attention, problem solving, ab-
stract reasoning, and memory functioning may
suggest a need for neuropsychological assess-
ment. Mental status examination and observa-
tion should be conducted in a developmentally

appropriate fashion, especially when assessing
cognitive function.

Symptom Rating Scales

Brief clinician-administered rating scales may
also be used to assess EOS. Scales developed
for adults with schizophrenia and administered
by clinicians, such as Scale for the Assessment
of Positive Symptoms (SAPS; Andreasen &
Olsen, 1982), Scale for the Assessment of Neg-
ative Symptoms (SANS; Andreasen & Olsen,
1982), and the Positive and Negative Syn-
drome Scale (PANSS; Kay, Fiszbein, & Opler,
1987) are widely used in research and clinical
practice to assess the treatment effects. These
rating scales have also been used in studies with
juveniles (e.g., McClellan et al., 2002). In addi-
tion, utilizing a modified version of the PANSS,
Fields and colleagues (1994) found acceptable
internal consistency and interrater reliability.
Finally, there are also general ratings of psycho-
pathology, such as the Brief Psychiatric Rat-
ing Scale for Children (BPRS-C—Hughes,
Rentelmann, Emslie, Lopez, & MacCabe,
2001; Lachar et al., 2001), that include ques-
tions regarding psychotic symptoms.

McClellan and colleagues (2002) used the
SAPS and SANS (Andreasen & Olsen, 1982)
and the BPRS-C to assess adolescents with psy-
chotic disorders. Factor analysis of these items
identified four factors: negative symptoms,
positive symptoms, behavior, and dysphoria.
Scores on the negative symptoms factor differ-
entiated between youth with EOS and those
with other a bipolar or psychotic disorder, not
otherwise specified, suggesting that negative
symptoms, as measured by clinician rating
scales, may be clinically useful in differential
diagnosis. Tools such as the PANSS, SAPS,
SANS, and BPRS-C may be helpful in differen-
tial diagnosis and assessment. These tools have
also been used to measure treatment outcomes
(e.g., Kumra et al., 1996, Sikich et al., 2004).
Clinician rating scales are recommended, be-
cause they are relatively brief tools that can
differentiate between children with EOS and
those with other psychiatric disorders.

Record Review

Record review is an informative and often ne-
glected assessment tool. Accurate diagnostic
assessment requires a longitudinal overview of
the pattern of illness rather than a sole focus on
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cross-sectional symptom presentation. Record
review is a helpful tool that provides detailed
information that may have been forgotten by
the youth and his or her family (e.g., when the
child first qualified for special education). In
this sense, it can corroborate or question the
veracity of a child’s and his or her parents’ his-
torical report. The clinician should focus on
identifying a pattern of declining function and
a prodromal phase of illness.

All school-age youth have academic records
that provide a measure of school and often
social–emotional functioning (e.g., level of
class participation, discipline record, social
functioning). Academic records of children and
adolescents who have been evaluated for or
have received special education services may
include intellectual, achievement, and social–
emotional testing, as well as a functional
behavior analysis and other assessments. Youth
who qualify for special education services may
also have received documented academic, be-
havioral, emotional, speech and hearing, and
occupational interventions.

Outside of the academic setting, because
youth who present with possible EOS often
have a long history of psychological and, possi-
bly, medical difficulties, they may have received
psychological, psychiatric, developmental, neu-
rological, speech and hearing, and other rele-
vant types of assessment. A review of these as-
sessments may be helpful in establishing onset
and characterizing the prodromal phase of ill-
ness. In addition, a medical record review is
likely to be helpful in the current medical eval-
uation.

Treatment history should also be investi-
gated, because youth with EOS are likely to
have received a variety of psychiatric treat-
ments prior to accurate diagnosis (Schaeffer &
Ross, 2002). Information on development, pre-
morbid functioning, onset of illness, and the ef-
fectiveness of previous treatments should be
collected.

Comprehensive Medical Examination

Before a diagnosis of EOS can be made, or-
ganic causes must be ruled out. The list of po-
tential exposures or neuropsychiatric con-
ditions associated with psychosis is lengthy.
However, entities that should be considered in-
clude (1) delirium, (2) seizure disorders, (3)
central nervous system lesions (e.g., brain tu-
mors, congenital malformations, head trauma),

(4) neurodegenerative disorders (e.g., Hunting-
ton’s chorea, lipid storage disorders), (5)
metabolic disorders (e.g., endocrinopathies,
Wilson’s disease), (6) developmental disorders
(e.g., velocardiofacial syndrome), (7) toxic
encephalopathies (e.g., substances of abuse,
such as amphetamines, cocaine, hallucinogens,
phencyclidine, alcohol, marijuana, and sol-
vents; medications, such as stimulants, cortico-
steroids, or anticholinergic agents; and other
toxins, such as heavy metals), and (8) infec-
tious diseases (e.g., encephalitis, meningitis,
and/or HIV-related syndromes).

Laboratory and neuroimaging procedures
are not helpful for making a diagnosis of
schizophrenia but may be indicated to rule out
other neurological or medical problems. Tests
and procedures should be justified based on the
clinical presentation and significant findings in
either the history or physical examination. As
part of the basic medical evaluation (and for
medication monitoring), laboratory tests to be
considered include blood counts, serum chem-
istries, thyroid functions, and toxicology
screens. If the risk factors are present, HIV test-
ing should be done. Chromosomal analysis
may be indicated for patients with clinical pre-
sentations/features suggestive of a developmen-
tal syndrome. Evidence of neurological dys-
function warrants a more thorough evaluation,
including consideration of neuroimaging stud-
ies, electroencephalography (EEG), and/or a
neurological consultation.

Other Recommended Assessment Procedures

Other assessment tools may be helpful in as-
sessing clinical features associated with EOS
and assist in treatment planning, but they are
not necessary for diagnosis. Assessment of
the youth should include cognitive, academic,
and functional measures, as indicated by the
clinical presentation. These assessments are
particularly helpful in formulating effective
psychiatric, academic, social, and vocational
interventions.

Behavioral checklists provide useful and effi-
cient methods of screening youth at risk for
psychotic disorders and assessing comorbid
conditions. Multi-informant checklists such as
the Achenbach System of Empirically Based
Assessment (ASEBA; Achenbach & Rescorla,
2001), the Behavioral Assessment System for
Children–2 (BASC–2; Reynolds & Kamphaus,
2004), the Conners Scales—Revised (Conners,

Chapter 11. Early-Onset Schizophrenia 539



1997) and the Personality Inventory for
Children–2 and Personality Inventory for
Youth (PIC-2, PIY; Lachar & Gruber, 2001)
are standardized self-report, parent report,
and teacher report measures of social and
emotional functioning. These measures have
acceptable psychometric properties and effi-
ciently assess global psychopathology. They are
designed to identify typical DSM-IV-TR disor-
ders of childhood and adolescence. Most in-
clude subscales relevant to the assessment of
EOS that measure social and cognitive func-
tioning and atypical behavior. Youth with EOS
scored higher on subscales of the Child Behav-
ior Checklist (CBCL) that measure social func-
tioning, thought and attention problems, and
school competencies (Muratori, Salvadori,
Arcangelo, Viglione, & Picchi, 2005). Among
youth at a high risk of developing schizophre-
nia, CBCL ratings in adolescence were found to
discriminate between youth who went on to
develop the disorder and those who did not
(Miller, Byrne, Hodges, Lawrie, & Johnstone,
2002). Despite these data, the CBCL and other
checklists are not diagnostically specific to psy-
chotic disorders, much less EOS. Therefore,
checklists can identify children and adolescents
who may be at risk for EOS, provide informa-
tion about global psychological functioning, al-
low for comparison of informants, and assess
comorbid conditions. Although neither neces-
sary nor sufficient for a diagnosis of EOS,
checklists can be efficient and informative as-
sessment tools. Checklists may also be helpful
in treatment planning and in measuring treat-
ment effects.

Cognitive testing can identify specific deficits
that may require remediation or accom-
modation. For EOS, measures of attention, in-
telligence, memory, and executive functioning
(i.e., problem solving, inhibition, working
memory) may be particularly relevant. Self-,
parent and teacher report checklists, such as
the Behavioral Rating Inventory of Executive
Functioning (BRIEF; Gioia, Isquith, Guy, &
Kenworthy, 2000) may also be helpful in as-
sessing cognitive functioning.

Academic assessment, a primary area of con-
cern for most youth with EOS, is also recom-
mended. A comprehensive assessment of aca-
demic achievement through standardized
academic skills measures is necessary to iden-
tify academic strengths and weaknesses, and to
screen for specific learning disabilities. In addi-
tion, a behavioral assessment in structured (i.e.,

classroom) and unstructured (i.e., playground,
lunchroom) environments may assist in identi-
fying behaviors that interfere with academic
functioning. Other assessments relevant to the
school setting, such as assessments by occupa-
tional and speech therapists, may also be help-
ful. Based on these assessments, an individ-
ualized educational program may then be
formulated to improve academic functioning.
Academic assessment and remediation are also
important, because academic skills may form
the foundation for later vocational functioning.

In terms of functional abilities, interviews
such as the Vineland Adaptive Behavior Scales,
Second Edition (Sparrow, Cicchetti, & Balla,
2005) and checklists such as the Adaptive
Behavior Assessment System, Second Edition
(Harrison & Oakland, 2000) provide compre-
hensive measures of adaptive skills. These as-
sessments assist in identifying specific skills
deficits that may require remediation. More
specifically, they provide specific assessment of
social and communication skills.

Although schizophrenia is not caused by
family functioning, research suggests that fam-
ily functioning influences the outcome of the
disorder (Leff & Vaughn, 1985). Therefore, as-
sessment of family functioning is important for
treatment planning. Assessment of parenting
stress, caregiver burden, social support, and ex-
pressed emotion is recommended. The Parent-
ing Stress Index, Third Edition (Abidin, 1995)
is a brief parent report measure of distress re-
lated to parenting. Measures of burden and ex-
pressed emotion, such as the Child and Ado-
lescent Burden Assessment (CABA; Messer,
Angold, Costello, & Burns, 1996) and the Five
Minute Speech Sample (FMSS; Magana, 1993)
may also be helpful in measuring caregiver
functioning. Although measures such as the
CABA and FMSS have been utilized primarily
in research, measurement of expressed emotion
may be particularly important, because it has
been shown to impact relapse rates in adults
(Leff & Vaughn, 1985) and is positively corre-
lated with outcomes for a variety of childhood
psychiatric and medical disorders (Wamboldt
& Wamboldt, 2000).

Other Assessment Issues

Personality assessments are standard compo-
nents of psychological practice. However, no
evidence supports the discriminative validity of
objective or projective measures of personality
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when assessing EOS. Whereas measures such
as the Rorschach Inkblot Test or the Thematic
Apperception Test have been used by many
clinicians to identify psychotic thinking pro-
cesses, no projective assessment has demon-
strated an ability to increase the diagnostic ac-
curacy of EOS. Objective personality tests,
including the Minnesota Multiphasic Personal-
ity Inventory—Adolescent Edition (MMPI-A)
and the Millon Adolescent Clinical Inventory
(MACI), are also of limited clinical utility in
terms of diagnosis. Instead, they may provide
information about comorbid diagnoses and
global personality functioning.

Differential Diagnosis

When assessing a child or adolescent with
symptoms suggestive of schizophrenia, a thor-
ough diagnostic evaluation is needed to rule
out other conditions that present with similar
symptomatology and to identify comorbid
disorders. Overall, an accurate assessment in-
cludes a thorough review of presenting symp-
toms, course and premorbid functioning, ad-
herence to DSM-IV-TR or ICD-10 criteria,
familiarity with how psychotic symptoms pres-
ent in this youth age group, and determination
of family psychiatric history. However, discrim-
inating among these various disorders still may
be difficult, especially at the initial presenta-
tion, and periodic diagnostic reassessments are
always indicated (AACAP, 2001).

Schizophreniform Disorder

Schizophreniform disorder is diagnosed when
the duration of illness has not yet reached 6
months. Most of the cases are presumed to
meet full criteria eventually for a schizophrenia
spectrum disorder, and are treated accordingly.

Psychotic Disorder Not Otherwise Specified

A diagnosis of psychotic disorder not otherwise
specified (PD NOS) simply implies that criteria
for a defined psychotic illness have not been
met. This term is used broadly in clinical set-
tings, perhaps in part based on reticence to
label youth with schizophrenia (McClellan,
McCurry, Speltz, & Jones, 1999). However,
this classification has also been used in research
to describe youth with transient or atypical re-
ports of psychotic symptoms, some of whom
likely do not have a true psychotic illness. In

the NIMH Childhood Schizophrenia Study, ad-
olescents with PD NOS had similar significant
overall impairment, and risk factor profiles and
neurobiological abnormalities to those with
EOS (Kumra, Jacobsen, et al., 1998; Kumra,
Wiggs, et al., 1998; Kumra et al., 2000). Half
of those with PD NOS received a later diagno-
sis of a psychotic mood disorder (e.g., schizo-
affective disorder, bipolar disorder, major de-
pressive disorder with psychotic features;
Nicolson et al., 2001).

In a prospective study of youth with psy-
chotic disorders, subjects with PD NOS were
more likely to have been abused and to have a
diagnosis of PTSD in comparison to those
with EOS or bipolar disorder (Hlastala &
McClellan, 2005). This suggested that their
psychotic symptoms may be posttraumatic
phenomena, and, clinically, these cases often
met criteria for borderline personality disorder.
In this study, none of the subjects with PD NOS
went on to develop schizophrenia.

Schizoaffective Disorder and Mood Disorders

Schizophrenia, schizoaffective, and psychotic
mood disorders (especially bipolar disorder)
may present with psychotic symptoms
(AACAP, 2001). In children and adolescents
with schizophrenia, negative symptoms may be
mistaken for depression, especially since it is
common for patients to experience dysphoria
with their illness. Alternatively, mania in teen-
agers often presents with florid psychosis, in-
cluding hallucinations, delusions, and thought
disorder (Pavuluri et al., 2004). Psychotic de-
pression may present with mood congruent
or incongruent hallucinations or delusions
(AACAP, 1998a).

This overlap in symptoms increases the like-
lihood of misdiagnosis at the time of onset.
Historically, approximately one-half of ado-
lescents with bipolar disorder were origi-
nally misdiagnosed as having schizophrenia
(AACAP, 1997). Awareness of the phenome-
non changed diagnostic practices, but did not
necessarily improve accuracy (McClellan et al.,
1993, 1999). Longitudinal reassessment is
needed to ensure accuracy of diagnosis. Family
psychiatric history may also be a helpful differ-
entiating factor. Psychotic illnesses have a
strong familial component. Therefore, if a
youth with psychosis has a close relative with a
psychotic disorder, then it is likely that he or
she has the same illness.
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Youth with bipolar disorder tend to have
more mood-congruent delusions and a lower
percentage of hallucinations, loosening of asso-
ciations, and negative symptoms than those
with schizophrenia (Calderoni et al., 2001;
McClellan et al., 2002; Pavuluri et al., 2004).
Bipolar disorder is also more likely to be as-
sociated with grandiose delusions, pressured
speech, irritability, depression, and elevated
mood (Pavuluri et al., 2004). In addition to dif-
ferences during the acute phase of illness, youth
with schizophrenia have higher rates of pre-
morbid social withdrawal and global impair-
ments than do youth with bipolar disorder
(McClellan et al., 2003). Furthermore, psy-
chotic symptoms, by definition, must only
present during active periods of depression or
mania for a diagnosis of bipolar disorder (see
Youngstrom, Chapter 6, this volume).

Schizoaffective disorder and major depres-
sion with psychotic features may be the most
difficult disorders to distinguish from schiz-
ophrenia (Calderoni et al., 2001). Negative
symptoms of EOS are sometimes mistaken
for depression, especially because dysphoria is
commonly experienced as a part of EOS. Al-
though an accurate picture of the temporal
overlap between mood episodes and psychotic
symptoms can be extremely difficult to obtain,
this retrospective understanding is necessary to
distinguish between EOS and other psychotic
disorders. For a diagnosis of depression with
psychotic features, psychosis is only present in
the context of a severe major depressive epi-
sode.

A diagnosis of schizoaffective disorder re-
quires that one meet diagnostic criteria for
both schizophrenia and mood disorders inde-
pendently, over the course of illness. Early-
onset schizoaffective disorder has not been well
studied in this age group. Follow-up studies of
psychotic youth have found low rates of this
condition (McClellan et al., 1993; Stayer et al.,
2005; Werry et al., 1991). However, the diag-
nosis is commonly used in clinical settings,
perhaps unreliably, since many youth with
mood and behavioral dysregulation problems
are now characterized as having schizoaffective
disorder without clear evidence of true psycho-
sis (McClellan & Hamilton, 2006).

General Medical Conditions

As described earlier, all youth who are evalu-
ated for EOS should receive a comprehensive

medical evaluation to rule out a medical cause
of symptoms. Given the significant rates of
comorbid substance abuse in adolescents with
schizophrenia (as high as 50% comorbidity in
some studies), it is common to obtain a history
of substance abuse at the first onset of psy-
chotic symptoms (Kumra, Thaden, et al., 2005;
McClellan et al., 1993, 2002; McClellan &
McCurry, 1998). Patients with a substance-
induced psychosis generally present with an
acute onset of psychotic symptoms that are
temporally related to the intake of the drug.
Psychostimulants can produce paranoid delu-
sions and disorientation, whereas hallucino-
gens may produce vivid hallucinations and
delusions. Substance intoxication and/or with-
drawal can also induce delirium, which is asso-
ciated with fluctuating mental status, varied
levels of consciousness, and altered short-term
memory. If psychotic symptoms persist signifi-
cantly beyond documented detoxification from
the abused substance(s), the clinician must con-
sider the diagnosis of a primary psychotic dis-
order. In adolescents, it is not uncommon for
the first psychotic break to occur with comor-
bid substance abuse, which may be an exacer-
bating (and possibly a triggering) factor rather
than a primary etiological agent (Kumra,
Thaden, et al., 2005).

Nonpsychotic Behavioral and/or Emotional Disorders

Youth with conduct disorder and other non-
psychotic emotional disorders may report
psychotic-like symptoms and, as a result, be
improperly diagnosed as having a primary psy-
chotic disorder (Del Beccaro et al., 1988;
Garralda, 1984a, 1984b; Hlastala & Mc-
Clellan, 2005; Hornstein & Putnam, 1992;
McClellan et al., 1993; McClellan & Hamil-
ton, 2006). When compared to youth with psy-
chotic disorders, these youth have lower rates
of negative symptoms, bizarre behavior, and
thought disorder (Hlastala & McClellan,
2005). At follow-up, an increase in personality
dysfunction, including personality disorders
but not psychotic disorders, has been found
(Garralda, 1984a, 1984b; Lofgren et al., 1991;
McClellan et al., 1993; Thomsen, 1996).

Youth who report atypical, psychotic-like
phenomena may have problems with tumultu-
ous relationships, and behavioral and affective
dysregulation, and are often described as hav-
ing borderline characteristics (McClellan &
Hamilton, 2006). At follow-up, these youth
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do not seem to have an increased risk for
schizophrenia or affective disorders (Lofgren,
Bemporad, King, Lindem, & O’Driscoll, 1991;
Hlastala & McClellan, 2005). Their reported
hallucinations and delusions may be associated
with dissociative symptoms, especially when
there is a history of abuse or neglect (Altman,
Collins, & Mundy, 1997; Hlastala &
McClellan, 2005; Hornstein & Putnam, 1992).
Maltreated youth, especially those with PTSD,
report significantly higher rates of psy-
chotic symptoms than controls (Famularo,
Kinscherff, & Fenton, 1992). However, the
lack of observable psychotic phenomena, such
as formal thought disorder, plus the character-
istics of their relationship skills help to distin-
guish between such youth and those with
schizophrenia.

Pervasive Developmental Disorders and Autism

Autism and pervasive developmental disorder
(PDD) are distinguished by the absence or tran-
sitory nature of psychotic symptoms and the
predominance of the characteristic deviant lan-
guage patterns, aberrant social relatedness, and
other key symptoms that characterize these dis-
orders (see Ozonoff, Goodlin-Jones, & Solo-
mon, Chapter 10, this volume; Kolvin, 1971;
Volkmar et al., 1988; Volkmar & Cohen,
1991). The onset of schizophrenia is later than
that of autism, although some youth with
schizophrenia have early premorbid histories
of developmental delays (Alaghband-Rad et
al., 1995; Russell et al., 1989; Watkins et al.,
1988). However, compared to autism, the
premorbid abnormalities in EOS tend to be less
pervasive and severe. It is important to recog-
nize that symptoms of schizophrenia include
social withdrawal and communication prob-
lems, which are also criteria for PDD. Schizo-
phrenia is an exclusion criterion for autism
and, when present, supercedes the diagnosis of
PDD.

Obsessive–Compulsive Disorder

Youth with obsessive–compulsive disorder
have intrusive thoughts and repetitive ritualis-
tic behaviors, symptoms that may be difficult
to differentiate from psychosis. Patients with
obsessive–compulsive disorder generally recog-
nize their symptoms as unreasonable and ex-
cessive products of their own thinking (al-
though this may not be the case for young

children) (AACAP, 1998b). Conversely, psy-
chotic symptoms are usually experienced as
phenomena occurring independently of the pa-
tient’s own cognitive processes. However, some
obsessive–compulsive symptoms are so severe
that distinguishing them from delusions is diffi-
cult. Conversely, patients with schizophrenia
may have significant obsessive–compulsive fea-
tures. Therefore, assessment of disorganized
thought and behavior, negative symptoms, and
other psychotic symptoms is key to differenti-
ating between these disorders.

Other Disorders

Other disorders that need to be differentiated
from schizophrenia include speech problems,
language disorders, and developmental disor-
ders. Youth with language and communication
problems may be mistakenly diagnosed as hav-
ing a thought disorder. Such children and
adolescents do not, however, have other pre-
requisite symptoms of schizophrenia, such as
hallucinations, delusions, or odd social related-
ness (Baker & Cantwell, 1991).

TREATMENT

An accurate diagnostic assessment is needed
for appropriate treatment. Effective treatment
of schizophrenia requires both intensive psy-
chopharmacological and psychosocial inter-
ventions (Lehman et al., 2004). In adults, early
diagnosis and treatment improve outcome
(Harrison et al., 2001). Therefore, it is impor-
tant that the diagnosis be made when the illness
first presents (Shaeffer & Ross, 2002). As
Shaeffer and Ross also highlight, misdiagnosis
and inadequate treatment are common in chil-
dren with EOS.

A comprehensive multidisciplinary approach
is generally required to address adequately the
complexity of the disorder (AACAP, 2001),
with the goals of reducing symptomatology,
morbidity, and relapse rates, while maintaining
patients in their homes and communities. Only
a few randomized studies have demonstrated
the efficacy of either typical or atypical antipsy-
chotic medications for EOS (Kumra et al.,
1996; Pool, Bloom, Mielke, Roniger, &
Gallant, 1976; Realmuto, Erikson, Yellin,
Hopwood, & Greenberg, 1984; Sikich et al.,
2004; Spencer, Kafantaris, Padron-Gayol,
Rosenberg, & Campbell, 1992). Thus, current

Chapter 11. Early-Onset Schizophrenia 543



pharmacological practices are largely informed
by clinical experience, case reports, and the
adult literature (AACAP, 2001). Psychosocial
interventions such as cognitive-behavioral psy-
chotherapy (Rector & Beck, 2001) and family
psychoeducation and support interventions
(for a review, see McDonell & Dyck, 2004)
may also be effective in reducing symptoms in
youth with EOS. The one study that has inves-
tigated the efficacy of a psychosocial treatment
in those with EOS yielded promising results
(Rund, Moe, Sollien, & Fjell, 1994).

The diagnostic assessment dictates other im-
portant domains of treatment planning, includ-
ing comorbid disorders, cognitive functioning,
and academic functioning. Treatments are
needed to address these associated areas.
Finally, systematic assessment is also important
when measuring treatment effectiveness.

SUMMARY AND CONCLUSION

EOS is a neurodevelopmental disorder associ-
ated with significant morbidity and chronic im-
pairment. Assessment should include clinician
interview with multiple informants, observa-
tion and mental status examination, clinician
rating scales, record review, and comprehensive
medical evaluation. In addition, cognitive, aca-
demic, functional, and family assessments may
assist in treatment planning. Future research is
needed to improve the reliability, validity, and
feasibility of assessment tools designed to mea-
sure EOS. As advancements in genome and
neurodevelopmental sciences occur, mecha-
nisms underlying the disorder are likely to be
elucidated, leading to improved diagnostic,
treatment, and prevention strategies.
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C H A P T E R 1 2

Intellectual Disability (Mental Retardation)

Benjamin L. Handen

The field of intellectual disability, or men-
tal retardation, went through a number of

sweeping changes during the latter half of the
20th century. The catalyst for such changes
began in the 1960s, with the movement to
deinstitutionalize residents in State schools for
individuals with intellectual disability. Today,
almost 50 years later, a significant number of
institutions have closed, and it is the exception
rather than the rule that a child or adult with
intellectual disability is placed in such a large
group setting. Over this same period of time,
an important series of laws were enacted, guar-
anteeing appropriate educational services for
children with intellectual disability, beginning
with Public Law 94-142 in 1975, in which the
concepts of normalization and least restrictive
environment were stressed. Others, such as
Public Law 99-457, enacted in 1986, recog-
nized the need for comprehensive early inter-
vention and enhanced educational services for
infants and young children with disabilities (in-
cluding intellectual disability). And most re-
cently, we have seen a growing movement to in-
clude children with intellectual disability in
our schools and communities (the Individuals
with Disabilities Education Act [IDEA], 1990,
2004). This is exemplified by the inclusion of
children with intellectual disability on a full-
time basis in classrooms with typically develop-
ing peers.

With such significant changes in the field,
assessing children with intellectual disability
has become evermore challenging. It requires
knowledge of the service delivery system, and
etiological and developmental issues; the abil-
ity to work with families; experience in using
and adapting standardized assessment tools;
and an understanding of the legal rights of chil-
dren and their families, and best clinical prac-
tices for assessment and intervention. My pur-
pose in this chapter is to present best practices
guidelines for the assessment of children with
intellectual disability that take into account the
rapidly changing service delivery system.

HISTORY

Treatment of individuals with intellectual dis-
ability and other disabilities has changed con-
siderably during the past 200 years (Wolfens-
berger, 1969; Zigler & Hodapp, 1986).
Significant changes in the field of intellectual
disability in the United States began in the mid-
dle of the 19th century. This was motivated
largely by the work of Edouard Seguin in
France, who felt that individuals with a variety
of handicapping conditions could be taught,
if provided appropriate training. During this
same period of time, a number of schools for
children and adults with intellectual disability
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(as well as training centers for deaf, blind,
or mentally ill individuals) were established.
These early institutions were based on the prin-
ciple of “moral education,” which assumed
that, through education, individuals with intel-
lectual disability could be elevated to a level of
normal human existence. However, only a small
percentage of individuals with intellectual dis-
ability were able to return successfully to society
and independent living situations. Gradually,
institutions began to change in character, serv-
ing a less educational and a more custodial pur-
pose to protect individuals with intellectual dis-
ability from society (Wolfensberger, 1969).

With the publication of Galton’s work on ge-
nius across British families, Dugdale’s (1910)
study of the Juke family, and Goddard’s (1913)
study of the Kallikaks, there became greater ac-
ceptance of the role of heredity in intelligence.
Related studies reported that adults with
intellectual disability had higher than ex-
pected rates of illegitimacy, criminality, and
poverty (see Baumeister, 1970). At around this
same time, intelligence testing was introduced
to the United States by Henry Goddard and
quickly gained popularity. Repeated testing by
Goddard of individuals with intellectual dis-
ability found little improvement in intellectual
functioning over time (see Zigler & Hodapp,
1986). The number of institutions also grew,
with placement farther from urban areas, as
the role of the institution changed to that of
protecting society from individuals with intel-
lectual disability. As public fears grew, the first
eugenics laws were passed in the early 20th
century, requiring the forced sterilizations of
men and women with intellectual disability. By
1936, 25 States had passed such laws (see
Zigler & Hodapp, 1986). With the exception
of a few experiments in the provision of com-
munity services, institutions and the number of
individuals residing in them grew steadily until
the 1960s.

According to Zigler and Hodapp (1986), the
deinstitutionalization movement began in ear-
nest in the 1960s, due in large part to four
events and trends. First, a number of individu-
als made public the deplorable conditions in
some of our nation’s institutions. This included
publication of Christmas in Purgatory (Blatt &
Kaplan, 1966), a pictorial documentary of sev-
eral institutions, as well as increased media at-
tention (such as a television exposé of the
Willowbrook facility in Staten Island by
Geraldo Reviera). Second, the National Associ-

ation for Retarded Citizens began to apply
increasing political pressure to change institu-
tions. Third, was the development of the prin-
ciple of “normalization,” which promotes the
idea that individuals have the right to experi-
ence a life-style that is as normal as possible.
Finally, laws such as Public Law 94-142, were
enacted, stressing the doctrine of “least restric-
tive environment.” This law, known as the Ed-
ucation for All Handicapped Children Act of
1975, mandated “a free appropriate public ed-
ucation” as a right for all children, regardless
of level of impairment of disability. All children
were to be placed in the “least restrictive”
school environment and provided with an Indi-
vidual Education Program (IEP).

Today we have a wide continuum of services
for children with intellectual disability: from
early intervention programs for infants to de-
velopmental preschool programs, and from
special education programs in regular public
schools to full inclusion programs. The goal of
today’s service provider is to include children
within the community in the least restrictive
setting.

The enactment of recent laws affecting indi-
viduals with disabilities, as well as changes in
the service provision model, have significantly
influenced assessment practices. For example,
with the enactment of Public Laws 94-142
(1975) and 99-457 (1986), families have been
given a more central role in the assessment and
decision-making process. Additionally, with
the use of the IEP, children and adolescents
with disabilities must receive programming de-
signed to meet their individual needs rather
than simply being fitted into existing programs
or services. Consequently, assessment must fo-
cus on identifying a child’s or adolescent’s
strengths and deficits to develop an appropri-
ate educational program. As I discussed below,
the definition of “intellectual disability” itself
is now more functionally based, stressing both
cognitive and functional deficits (American As-
sociation on Mental Retardation [AAMR],
2002).

DEFINITION OF INTELLECTUAL DISABILITY/
MENTAL RETARDATION

“Intellectual disability” (mental retardation)
refers to a particular state of functioning that
begins prior to age 18, characterized by signifi-
cant limitations in both intellectual functioning
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and adaptive behavior (AAMR, 2002). The
definition of “intellectual disability” has been
revised a number of times during the past few
decades as our understanding of the disorder
has changed, and in response to various con-
sumer, professional, political, and social forces.
Even now, there is some controversy regarding
how one defines and diagnoses intellectual dis-
ability (AAMR, 2002). Yet without an agreed-
upon definition, it is difficult for professionals
to understand fully the nature of this disorder
and to make significant gains in improving the
lives of children and adults with intellectual
disability (Zigler & Hodapp, 1986). The con-
fusion in this area can be illustrated by examin-
ing changes in the definition of “intellectual
disability” adopted by the American Associa-
tion on Intellectual and Developmental Dis-
abilities (AAIDD; previously known as the
American Association on Mental Deficiency
[AAMD] and the American Association on
Mental Retardation [AAMR]) during the past
half-century.

In 1959 the AAIDD definition of “intellec-
tual disability” specified that individuals with
IQ scores one standard deviation or greater be-
low the mean of 100 were considered to have
intellectual disability (Heber, 1959). With most
IQ tests having a mean of 100 and a standard
deviation of 15–16 points, this placed a signifi-
cant portion of the population (up to 16%, or
32 million people) in this group. The definition
was amended in 1973 to a two standard devia-
tion cutoff (IQ below 70), thereby lowering the
incidence of intellectual disability to around 2–
3%, or 6 million individuals. The subsequent
1983 revision of the AAIDD definition read as
follows: “Mental retardation [intellectual dis-
ability] refers to significantly subaverage intel-
lectual functioning resulting in or associated
with impairments in adaptive behavior and
manifested during the developmental period”
(Grossman, 1983, p. 11). This definition in-
volved three specific factors: (1) intellectual
functioning below 70, (2) associated adaptive
deficits, and (3) deficits occurring prior to age
18. Whereas this revision represented an im-
provement over earlier attempts to define intel-
lectual disability, it also placed greater empha-
sis than did prior definitions on associated
deficits in adaptive functioning. This created
some difficulties, because few, if any, reliable
and valid measures of adaptive functioning
were available at the time, and there was little
agreement over both the definition of “adap-

tive behavior” and how to assess it (Zigler &
Hodapp, 1986).

Basing a diagnosis of intellectual disability
on an IQ score alone was not without its prob-
lems as well. For example, the past few decades
have seen much criticism of the use of intelli-
gence tests for school placement purposes, be-
cause of concerns that such tests are biased
against certain minorities (Hawkins & Cooper,
1990). Therefore, using a single factor, such as
a score on an IQ test, to define intellectual dis-
ability may have resulted in a greater number
of children from minority groups being labeled
with intellectual disability and placed in special
education classes. Such concerns were reflected
in a 1974 court decision in California (Larry P.
v. Riles, 1974), in which the use of IQ tests for
purposes of special education placement by
California school districts was eliminated.

1992 AAIDD Definition

In 1992, the AAIDD proposed and adopted a
new definition that reads as follows:

Mental retardation [intellectual disability] refers
to substantial limitations in present functioning. It
is characterized by significantly subaverage intel-
lectual functioning, existing concurrently with re-
lated limitations in two or more of the following
applicable adaptive skills areas: communication,
self-care, home living, social skills, community
use, self-direction, health and safety, functional
academics, leisure, and work. Mental retardation
manifests before age 18. (AAMR, 1992, p. 5)

Three aspects of this new definition were con-
troversial. First, the IQ range had again been
changed, this time suggesting “an IQ standard
score of approximately 70 to 75 or below”
(p. 5). The second concern about this new defi-
nition was the requirement that up to 10 areas
of adaptive functioning be assessed. However,
there continued to be no agreed-upon parame-
ters for assessing adaptive behavior in a num-
ber of these areas (MacMillan, Gresham, &
Siperstein, 1995). Finally, the new definition
eliminated the previously used classification
system that divided individuals with intellec-
tual disability into four IQ categories based on
level of cognitive functioning (Mild, Moderate,
Severe, and Profound), opting instead for a
classification system based the level and inten-
sity of supports needed (Intermittent, Limited,
Extensive, and Pervasive) by individuals across
a range of domains.
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With the elimination of IQ as a means of de-
scribing individuals’ levels of functioning, there
was no clear substitute terminology. Many re-
searchers, educators, and providers criticized
the elimination of the severity levels, because it
was no longer possible to classify individuals
with intellectual disability. Additionally, the use
of levels of support had no psychometric prop-
erties, making them subjective and unreliable.
At the same time, the use of intensity levels
(i.e., levels of support) was felt to be cumber-
some. The elimination of severity levels even
affected teacher certification requirements in
some states, where teachers were specifically
certified in Severe/Profound or Mild/Moderate
mental retardation. Although proponents ar-
gued that the intensity levels were not meant to
be psychometrically sound, these levels were
often used as if they were. Others were con-
cerned that the number of individuals diag-
nosed with intellectual disability would in-
crease when the IQ cutoff was raised from 70
to “70 to 75.” It was feared that this would
result in an overrepresentation of minorities
diagnosed with intellectual disability. Finally,
there were issues related to the imprecision of
the 10 adaptive behavior domains, which had
not been determined empirically.

2002 AAIDD Definition

The most recent, 2002, AAIDD definition of
intellectual disability contains a number of
noteworthy revisions. First, the 2002 revision
resulted in a return to the two standard devia-
tion IQ test cutoff for intellectual disability
(lowering the cutoff from a standard score of
“70 to 75” back to 70). Second, IQ range was
once again deemed appropriate for use in de-
scribing individuals with intellectual disability
(i.e., individuals could be described as having
Mild, Moderate, Severe, or Profound levels of
mental retardation). Third, a revision in the
definition of adaptive behavior deficits was
made. Whereas the 1992 AAIDD definition re-
quired specific deficits in at least 2 of 10 spe-
cific skills areas, the 2002 definition requires
significant limitations in “adaptive behavior as
expressed in conceptual, social and practical
adaptive skills” (AAMR, 2002, p. 1). These
three broader domains were felt to be more
consistent with available research on adaptive
behavior. However, the support intensity needs
were retained as well, because feedback from
many families and individuals with intellectual

disability indicated a preference for the shift
away from a focus on impairment to one de-
scribing the supports necessary for an individ-
ual; the focus on supports was also felt to pro-
vide guidance regarding the types of services
needed (Polloway, 1997, p. 176).

As discussed in the newest AAIDD publi-
cation on definition, classification, and sys-
tems of support in mental retardation (AAMR,
2002), there was also some controversy regard-
ing the names for the various subtypes of men-
tal retardation, as well as pressure to explore
an alternative to the term “mental retardation”
itself. MacMillan, Siperstein, and Gresham
(1996) proposed using the terms “cognitive im-
pairment” or “general learning disability” for
individuals with mild mental retardation. This
same group recommended that the term “men-
tal retardation” be reserved for individuals
with organicity. Many European professional
journals had been using the term “intellectual
disability” in place of the term “mental retar-
dation.” This same terminology was recently
accepted by the AAIDD Board of Directors,
and in 2007 the name of the Association was
officially changed from the AAMR to the
AAIDD. In this chapter I use the terms “mental
retardation” and “intellectual disability” inter-
changeably, because not all organizations and
systems serving this population have accepted
this new terminology.

CLASSIFICATION

A number of ways have been developed to clas-
sify children with intellectual disability during
the past few decades. Such systems are clearly
required due to the heterogeneous makeup of
this group of individuals and serve a number of
purposes. Most importantly they serve as a
means of distinguishing between subgroups to
determine level and intensity of required ser-
vices and to examine long-term prognosis and
treatment outcome. The two most common
means of classification involve division by ei-
ther functional ability or etiology. In some as-
pects, these two systems have considerable
overlap.

Different professional groups have tended to
develop their own classification systems. For
example, as discussed earlier, in 1992, the
AAIDD adopted a system based on level of
support needed (Intermittent, Limited, Exten-
sive, and Pervasive). Conversely, the American

554 PART V. DEVELOPMENTAL DISORDERS



Psychiatric Association chose to retain levels of
cognitive functioning to describe individuals
with intellectual disability (i.e., mild, moderate,
severe, and profound mental retardation). Edu-
cators have used a separate system of classifica-
tion based on IQ level, with associated deficits
in adaptive functioning (e.g., Special Education
Services, 1990; West Virginia Department of
Education, 1985). Consequently, it is impor-
tant that clinicians who assess children with in-
tellectual disability both understand the differ-
ent classification systems and be able to move
comfortably among these systems, depending
on the agency with which one is communicat-
ing.

The 1973 and 1983 AAIDD definitions of
intellectual disability divided severity of dis-
ability into four categories (mild, moderate,
severe, and profound mental retardation), a
classification system that continues to have
widespread acceptance and use (see Table
12.1). Children who function within the mild
range of mental retardation comprise approxi-
mately 85% of children diagnosed with intel-
lectual disability. Most children with mild men-
tal retardation can be expected to succeed
within an academic curriculum, although most
will remain below their typically developing
peers in terms of reading and arithmetic levels.
Many of these children participate in vo-
cational training and succeed in competitive
employment, and live independent and self-
supporting lives. Children with moderate men-
tal retardation comprise approximately 10%
of children with intellectual disability. The cur-
riculum for these individuals often focuses
on life skills and functional academics. With
proper vocational training and community
support, individuals with moderate mental re-
tardation may be able to manage competitive,
or semicompetitive, employment situations.
Children with severe mental retardation make

up approximately 3.5% of the population of
children with intellectual disability. These indi-
viduals typically have less extensive communi-
cation and social skills. A more life-skills,
functional curriculum is often provided, with
emphasis on self-help skills. Finally, less than
1.5% of children with intellectual disability fall
in the category of profound mental retardation.
These children tend to develop very basic com-
munication skills and limited self-help skills.

Schools have tended to develop their own
classification systems for purposes of educa-
tional placement. Terms such as “classrooms
for the educable mentally retarded” (for chil-
dren functioning in the mild range of mental
retardation) or for the trainable mentally re-
tarded (children functioning within the moder-
ate range of mental retardation) have been used
for some time. However, with the growing
trend of inclusion practices, such educational
labels may be of little use. Some districts have
moved toward more functional descriptors for
children’s needs, because placement is less and
less likely to be based on level of cognitive
functioning. Instead, appropriate services fol-
low the child, who may be served in any num-
ber of settings, including the regular education
classroom.

An alternative classification system divides
individuals based on etiology. It has been gen-
erally accepted that between 25 and 50% of in-
dividuals with intellectual disability have an or-
ganic etiology for their cognitive and adaptive
skills deficits. Specific biomedical causes have
been found in as many as 70% of individuals
with severe/profound mental retardation
(Shapiro, 2002). The remaining individuals are
assumed to have intellectual disability due to
psychosocial or familial factors. However, both
the AAIDD (AAMR, 1992, 2002) publications
on the definition and classification of intellec-
tual disability suggested that this two-factor
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TABLE 12.1. Classification of Mental Retardation

Level of
mental retardation IQ range Approximate mental age in adulthood

% of persons with
mental retardation
at this level

Mild 55–69 8 years, 3 months to 10 years, 9 months 85.0

Moderate 36–51 5 years, 7 months to 8 years, 2 months 10.0

Severe 20–35 3 years, 2 months to 5 years, 6 months 3.5

Profound <20 <3 years, 2 months 1.5

Note. From Sattler (2002, p. 337). Copyright 2002 by Jerome M. Sattler, Publisher. Adapted by permission.



classification system was no longer appropri-
ate. First, as Masland (1988) argued, simply
because there is no known cause for the pres-
ence of an intellectual disability does not neces-
sarily mean that an organic etiological ex-
planation does not exist. It may be that our
knowledge and technology are not yet at an ad-
vanced enough stage to detect many of the
causes of intellectual disability. For example,
not until 1969 was fragile X syndrome discov-
ered (Lubbs, 1969). This syndrome may ac-
count for a considerable number of males with
intellectual disability and is caused by what ap-
pears to be a pinching of the tips of the long
arm of the X chromosome. Similarly, during
the past few decades, there has been a greater
appreciation of the potential adverse effects of
environmental teratogens, such as lead poi-
soning, even at subclinical levels (Mendola,
Selevan, Gutter, & Rice, 2002). The current
view is that intellectual disability has multiple
causal factors, including genetic predisposi-
tion, environmental insults, developmental vul-
nerability, heredity, and environment (Harris,
2006). Consequently, the AAIDD proposed a
multifactorial approach to etiology, involving
the following four categories (AAMR, 2002,
p. 127):

1. Biomedical: factors that relate to biological
processes, such as genetic disorders or nu-
trition.

2. Social: factors that relate to social and fam-
ily interaction, such as stimulation and
adult responsiveness.

3. Behavioral: factors that relate to potentially
causal behaviors, such as dangerous (injuri-
ous) activities or maternal substance abuse.

4. Educational: factors that relate to the avail-
ability of educational supports that pro-
mote mental development and the develop-
ment of adaptive skills.

PREVALENCE OF INTELLECTUAL DISABILITY

There are about twice as many males as fe-
males among individuals with mild mental re-
tardation; the male to female ratio decreases
somewhat to 1.5:1.0 among those with severe
mental retardation (Chiurazzi & Oostra,
2000). Historically, the incidence of intellectual
disability in the United States has been esti-
mated to be approximately 3% of the popula-
tion (Heward, 2006). Based on the normal dis-

tribution of intelligence, approximately 2.3%
of the population would be expected to fall two
standard deviations below the mean IQ of 100
(i.e., IQ below 70). On the one hand, this could
be seen as a slight underestimate, because it
fails to take into account those individuals
whose intellectual disability is due to organic
factors that would not reflect normal varia-
tions in intelligence. On the other hand, basing
estimates of the incidence of intellectual dis-
ability on IQ alone may result in a considerable
overestimate of the true prevalence rate. Two
recent studies suggest incidence rates of closer
to 1% if significant deficits in both IQ and
adaptive functioning are required for a diagno-
sis of intellectual disability (Fujiura, 2003;
Larson et al., 2001). Another factor making it
difficult to determine easily the “true” inci-
dence of intellectual disability is that differ-
ences exist in reported rates across age groups.
For example, infants, toddlers, and preschool-
ers are generally not diagnosed with intellec-
tual disability unless a child evidences severe
developmental delays. Conversely, the inci-
dence of intellectual disability seems to be
greatest at school age, when children having
learning difficulties are typically assessed and
diagnosed. Yet even recent estimates from the
U.S. Office of Special Education Programs
(2004) indicates that only around 1% of stu-
dents receive special education due to cognitive
deficits. McLaren and Bryson (1987) reported
that the prevalence of intellectual disability in
children peaks between 10 and 14 years of age,
because children with milder impairments tend
to be identified much later than children who
are more severely involved. Once individuals
reach adulthood, the reported rate of intellec-
tual disability decreases, due in part to the fact
that once the academic demands of school end,
some adults with previous diagnoses of intel-
lectual disability obtain jobs, evidence only
minimal adaptive skills deficits, and need few,
if any, supportive services. According to the
2002 AAIDD definition of mental retardation,
such individuals may no longer meet criteria
for a diagnosis of intellectual disability.

Clinicians are generally reluctant to make a
diagnosis of intellectual disability in children
under 5–6 years of age, preferring instead
to use the term “development delay.” The
reasons for this are threefold, according to
Fotheringhan (1983): (1) Measurement of in-
telligence in infants and preschoolers, which
focuses primarily on developmental progress, is
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not always reliable; (2) other conditions (e.g.,
cerebral palsy, aphasia) may affect communica-
tion or motor skills required to assess intelli-
gence; and (3) various family circumstances,
such as neglect or abuse, may adversely affect
functioning (whereas functioning may improve
as these issues are addressed). Children with
developmental delays should receive interven-
tion services and periodic reassessment to assist
in determining whether diagnosis of intellec-
tual disability should eventually be made.

The reliability of early intelligence testing is
highly dependent upon factors such as age of
the child and level of cognitive functioning. As-
sessment of infants tends to focus on devel-
opmental progress, especially sensory–motor
functions. Thus, infant tests do not assess the
same factors as those designed for children
at and above preschool age. Assessment re-
sults during infancy that suggest average or
above functioning have little predictive power
(Sattler, 2001). Conversely, for infants whose
scores suggest a developmental disability, there
is a much higher correlation with later func-
tioning. For example, Brooks-Gunn and Lewis
(1983) found that 73% of a group of infants
who had tested within the moderate to pro-
found range of mental retardation continued to
be classified with intellectual disability 1 to 3
years later. However, this study did not include
infants with milder delays. Sattler (2001) right-
fully cautioned that such findings are based on
group data, that no diagnosis should be based
on a single score, and that infants may have
very individualized rates of development. Test
scores have been found to be rather unstable
for otherwise normally developing preschool-
ers. Conversely, such scores tend to be fairly
stable for preschoolers with disabilities in the
cognitive domain (Kamphaus, 2001). In gen-
eral, children’s intelligence test scores appear to
stabilize around 6 years of age (Kamphaus,
2001). It is around this period of time (which
correlates with entry to school) that clinicians
are likely to begin to use the term “intellectual
disability” (rather than “developmental dis-
ability”) for children who continue to evidence
significant deficits in cognitive and adaptive
functioning.

CAUSES OF INTELLECTUAL DISABILITY

Approximately 70% of individuals with severe
mental retardation and 50% of individuals

with mild mental retardation have an organic
or biological basis for their disorder (McLaren
& Bryson, 1987). Some children’s cognitive
deficits may simply reflect the lower end of the
normal IQ distribution (Achenbach, 1982). In
such cases, functioning represents an interac-
tion of both genetic and environmental factors.
Factors such as poverty, neglect, abuse, limited
stimulation, and poor parent–child interactions
are but a few of the psychosocial factors that
have been found to be related to intellectual
functioning (AAMR, 2002). In attempting to
determine possible biological causes of intellec-
tual disability in an individual, three time spans
should be examined: prenatal onset, perinatal
onset, and postnatal onset. Table 12.2 outlines
the general hypotheses and strategies for deter-
mining possible causes of intellectual disability
for each of these areas. It should be noted that
the presence of a particular etiology in and of
itself does not indicate that an individual will
have an intellectual disability. For example, ap-
proximately 50% of individuals with cerebral
palsy have intellectual disability. Other dis-
orders, such as neurofibromatosis, involve a
gradual regression in skills and cognitive func-
tioning over time. Consequently, a child with
this disorder may exhibit age-appropriate func-
tioning during early assessments but will likely
be diagnosed with intellectual disability at
some later point in time.

According to the American Psychiatric Asso-
ciation (APA; 2000), heredity accounts for
about 5% of cases of intellectual disability; in-
herited factors include metabolic errors present
at conception (e.g., Tay–Sachs disease), single-
gene anomalies with Mendelian inheritance
patterns and varying expression (e.g., tuber-
ous sclerosis), and chromosomal abnormalities
(e.g., translocation Down syndrome). Early al-
terations of embryonic development account
for approximately 30% of intellectual disabil-
ity cases and include chromosomal aberrations
(e.g., trisomy 21 Down syndrome) or toxin-
induced prenatal injury (e.g., maternal alcohol
consumption). Postnatal problems account for
about 6% of cases; these include fetal malnutri-
tion, hypoxia, various infections, and traumas.
General medical conditions acquired in infancy
or childhood account for approximately 5% of
cases and include traumas, infections, and poi-
soning. Finally, environmental influences (e.g.,
deprivation) and other mental disorders (e.g.,
autism) account for approximately 15–20% of
cases.
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TABLE 12.2. Hypotheses and Strategies for Determining Etiology

Hypothesis Possible strategies

I. Prenatal onset

A. Chromosomal disorder • Extended physical examination
• Referral to geneticist
• Chromosomal analysis, including fragile X study and high-resolution

banding

B. Syndrome disorder • Extended family history and examination of relatives
• Extended physical examination
• Referral to clinical geneticist or neurologist

C. Inborn error of
metabolism

• Screening for amino acids and organic acids
• Quantification of amino acids in blood, urine, and/or spinal fluid
• Analysis of organic acids by gas chromatography–mass spectroscopy

or other methods
• Blood levels of lactate, pyruvate, carnitine, and long-chain fatty acids
• Arterial ammonia and gases
• Assays of specific enzymes
• Biopsies of specific tissue for light and electron microscopic study

and biochemical analysis

D. Developmental disorder • Computed tomographic (CT) scan of brain formation
• Magnetic resonance imaging (MRI) scan of the brain

E. Environmental influence • Growth charts
• Placental pathology
• Maternal history and physical examination of mother
• Toxicological screening of mother at prenatal visits of child at birth
• Referral to clinical geneticist

II. Perinatal onset • Review maternal records (prenatal care, labor, and delivery)
• Review birth and neonatal records

III. Postnatal onset

A. Head injury • Detailed medical history
• Skull X-rays, CT, or MRI scan (for evidence of sequelae)

B. Infection • Detailed medical history

C. Demyelinating disorder • CT or MRI scan

D. Degenerative disorder • CT or MRI scan
• Evoked potential studies
• Assays of specific enzymes
• Biopsy of specific tissue for light and electron microscopy and

biochemical analysis

E. Seizure disorder • Electroencephalography

F. Toxic–metabolic
disorder

• See “Inborn error of metabolism” (IC)
• Toxicological studies, heavy metal assays

G. Malnutrition • Body measurements
• Detailed nutritional history
• Family history of nutrition

H. Environmental
deprivation

• Detailed social history
• Psychological evaluation
• Observation in new environment

I. Hypoconnection
syndrome

• Detailed morphological study of tissue (Huttenlocher, 1991)

Note. From AAMR (2002, pp. 133–134). Copyright 2002 by the American Association on Mental Retardation. Reprinted by
permission.



Determining the etiology of intellectual dis-
ability may be useful for a number of reasons.
First, families often have a desire to understand
why their children have cognitive and adaptive
skills deficits. This may help with the process of
coming to accept a child’s difficulties and allow
the family to move ahead to ensure that the
child’s needs are appropriately met. Second, if a
genetic basis for a child’s disability is identified,
there may be a need for other family members,
such as siblings or parents, to pursue genetics
counseling for future planning. Third, with a
clear etiology, one may be able to provide in-
formation on long-term course and the types of
supports a child will be likely to need. Fourth,
there may be clear treatment implications if
certain etiologies are determined (e.g., phenyl-
ketonuria, hydrocephalus, lead intoxication,
seizure disorders). Finally, determining the etio-
logical basis for intellectual disability in general
allows individuals to be placed into more ho-
mogenous groupings and results in improved
research in the field.

PSYCHIATRIC DISORDERS IN CHILDREN
WITH INTELLECTUAL DISABILITY

Children and adolescents with intellectual dis-
ability can experience the entire range of psy-
chiatric disorders and appear to be at greater
risk than the general population for developing
such disorders (Emerson, 2003; Quay & Ho-
gan, 1999). In fact, the presence of behavioral
and/or comorbid psychiatric disorders in chil-
dren with intellectual disability may present
the most significant obstacle toward inclusion
in both educational and community settings
(Johnson, 2002). A number of recent preva-
lence studies have documented that between 30
and 50% of children with intellectual disability
have psychiatric diagnoses or behavior prob-
lems, which is up to three times that found
among the typically developing population
(Dekker & Koot, 2003a; Emerson, 2003;
Linna et al., 1999; Stromme & Diseth, 2000).
Such rates are consistent with those re-
ported by Rutter, Tizard, Yule, Graham, and
Whitmore (1976) in the Isle of Wight study.
Whereas males and older children with intellec-
tual disability appear to be at greatest risk for
developing psychiatric disorders according to
some studies (Emerson, 2003; Stromme &
Diseth, 2000), this finding is less robust in oth-
ers (Dekker & Koot, 2003a). Level of intellec-

tual disability does not appear to increase
an individual’s risk of a psychiatric diagnosis
(Dekker & Koot, 2003a; Emerson, 2003;
Stromme & Diseth, 2000). Outcome predictors
for continued mental health problems appear
to include poor social competence and daily
living skills, child health problems, negative
life events, and parental mental health issues
(Dekker & Koot, 2003b)

Externalizing disorders, such as attention-
deficit/hyperactivity disorder (ADHD) and
conduct disorders, appear to be among the
most common behavioral disorders diagnosed
in children with intellectual disability (Emer-
son, 2003). Surveys indicate that between 9
and 16% of children with intellectual disabil-
ity meet diagnostic criteria for ADHD, a rate
that is three to five times greater than that of
the general population (Dekker & Koot,
2003a; Emerson, 2003; Stromme & Diseth,
2000). Longitudinal studies have found that
the majority of children with intellectual dis-
ability and ADHD continue to exhibit symp-
toms 2–4 years posttreatment (Aman, Pejeau,
Wolford, Rojahn, & Handen, 1996; Handen,
Janosky, & McAuliffe, 1997). Between 17
and 25% of children with intellectual disabil-
ity exhibit conduct problems, with opposi-
tional defiant disorder being the most com-
monly reported diagnosis (Dekker & Koot,
2003a; Emerson, 2003).

Estimates regarding the rate of internaliz-
ing disorders (e.g., anxiety, depression) among
children and adolescents with intellectual dis-
ability are quite variable. Whereas surveys have
reported the rate of anxiety disorders to range
from 3 to 8.7% (Emerson, 2003; Linna et al.,
1999), studies using structured diagnostic in-
terviews of parents have found rates approach-
ing 22% (Dekker & Koot, 2003a). Similarly,
survey data indicate that depression among
children and adolescents with intellectual dis-
ability is around 1.5%, whereas structured par-
ent interviews suggest a rate above 4% (Dekker
& Koot, 2003a; Emerson, 2003; Linna et al.,
1999). Although diagnosis of an externalizing
disorder is generally based on observable
behavior, diagnosis of anxiety or mood disor-
ders often requires the description of internal
states. Consequently, the rate of internalizing
disorders among individuals with intellectual
disability is likely to be an underestimate, be-
cause the available data are based solely on pa-
rental reports of observable symptoms (e.g.,
crying, loss of appetite, difficulty sleeping),
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without the additional benefit of a clinical in-
terview of the child or adolescent.

In diagnosing psychiatric disorders in chil-
dren and adolescents with intellectual disabil-
ity, the clinician must often rely on observable
behavior rather than self-report (MacLean,
1993). It is generally accepted that diagnostic
criteria for psychiatric disorders, such as those
found in DSM-IV-TR (APA, 2000) can be rea-
sonably applied to children and adolescents
functioning at IQs above 50. However, such
criteria appear to be less appropriate for indi-
viduals functioning below that level (MacLean,
1993).

Numerous conditions with which the clini-
cian should be familiar are often associated
with specific maladaptive behavior disorders.
For example, children with fragile X syndrome
typically function in the mild to moderate
range of mental retardation and often exhibit
attentional deficits, hyperactivity, hand flap-
ping, hand biting, perseverative speech, preoc-
cupation with inanimate objects, shyness, and
poor social interaction (Hagerman & Sobesky,
1989). Children with autism often engage in
a range of maladaptive behaviors, such as
stereotyped and repetitive motor mannerisms
(e.g., hand or finger flapping), impairments in
social interactions, and deficits in communi-
cation (e.g., delayed expressive language de-
velopment, stereotyped and repetitive use of
language) (APA, 2000). Finally, Prader–Willi
syndrome is characterized by mild mental re-
tardation, impaired satiety, food-seeking be-
havior, and obesity (AAMR, 2002). The pres-
ence of specific maladaptive behaviors during
an assessment may suggest that a particular
disorder or syndrome be considered. This fur-
ther informs the progress of the assessment, in-
cluding the types of questions to be asked, the
possible need for more extended observation of
the child or adolescent, and the need for evalu-
ation by clinicians in other professional fields
(e.g., genetics, endocrinology). Similarly, when
a child or adolescent with a specific disorder or
syndrome is referred for evaluation, knowledge
of the associated behavioral indices is necessary
to guide the evaluation.

LEGAL ISSUES AND STATE POLICIES

The past few decades have seen the enact-
ment of a number of laws that have signifi-
cantly affected the assessment and delivery of

services for children and adolescents with in-
tellectual disability. Among the most far-
reaching pieces of legislation was the IDEA
(Public Law 94-142), passed by Congress in
1975. This landmark piece of legislation re-
sulted in significant changes in how children
with intellectual and other disabilities are to
be educated. The primary purpose of the
IDEA is to “assure that all children with dis-
abilities have available to them . . . a free ap-
propriate public education which emphasizes
special education and related services de-
signed to meet their unique needs, to assure
that the rights of children with disabilities
and their parents or guardians are protected,
to assist states and localities to provide for
the education of all children with disabilities,
and to assess and assure the effectiveness of
efforts to educate children with disabilities”
(IDEA, 1990, §1400[c]). The IDEA comprises
six primary principles:

1. Zero reject. Schools were required to
educate all children with disabilities, ages 6
through 17 years (states that provided educa-
tional services for children 3–5 and 18–21
years of age would also be required to provide
educational services to children with disabili-
ties in those age groups).

2. Nondiscriminatory identification and
evaluation. All testing needed to be conducted
in the student’s native language, and students
could not be discriminated against based on
race, culture, or native language. Placement de-
cisions could not be based on a single test
score.

3. Free, appropriate public education. All
children, regardless of disabilities, were entitled
to a free, appropriate public education, with
an IEP developed for each child with special
needs.

4. Least restrictive environment. Students
were to be educated in the least restrictive
school environment. School districts were re-
quired specifically to justify why a student
could not participate with typical peers in aca-
demic classes and nonacademic activities (e.g.,
lunch, gym, transportation). School districts
were also mandated to provide a continuum of
placement options to meet the least restrictive
needs of each student.

5. Due process safeguards. Parents who dis-
agreed with the results of an evaluation or
placement decision could obtain a due process
hearing.
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6. Parent and student participation and
shared decision making. Both parents and the
identified student were to be involved in deci-
sions regarding the design and implementation
of services.

In addition, to these six principles, the IDEA
required that a student be provided with re-
lated services and assistive technology, if the
disability prevented the child from fully partici-
pating in educational activities. Such services
included special transportation, speech and
language therapy, physical and occupational
therapy, and counseling.

The IDEA was reauthorized in 1997 (Pub. L.
105-17) and again in 2004 (Pub. L. 108-446).
It is now referred to as the Individuals with
Disabilities Education Improvement Act of
2004. In addition to maintaining most of the
original provisions, the reauthorized bill in-
cludes a number of new regulations. For exam-
ple, school districts are now allowed to use
funds to provide early intervention services
(i.e., services for students who have not yet
been identified with disabilities but are in need
of academic and/or behavioral support). Paper-
work has been reduced to increase teacher in-
struction time. Additionally, the bill provides
funds for the training of school staff in effective
teaching strategies and outlines steps to be
taken to prevent overidentification of minority
students. Furthermore, both the definition of a
learning disability and the process for amend-
ing IEPs has been revised (providing greater
flexibility in identifying students with learning
problems) (Council for Exceptional Children,
2005). Additional updates on the reauthorized
bill may be found on websites hosted by advo-
cacy groups such as the Council for Exception-
al Children (2005).

Another law that has had a significant impact
on the provision of services to children with spe-
cial needs was Public Law 99-457 (enacted in
1986). An amendment to the 1975 Public Law
94-142, it extended IDEA rights and protections
to children ages 3–5 with developmental disabil-
ities. Additionally, early intervention services for
infants and toddlers (birth to 2 years of age) with
developmental disabilities and their families
were authorized. Infants and toddlers were de-
termined to be in need of early intervention ser-
vices if they were diagnosed with a physical or
mental condition with a high probability of re-
sulting developmental delay, or if they exhibited
developmental delays in one or more of the fol-

lowing areas (as measured by an appropriate di-
agnostic instrument): cognitive development,
physical development, language and speech de-
velopment, psychosocial development, or self-
help skills. An individualized family service plan
was to be developed for identified infants and
toddlers.

The clinician must be well versed not only in
the provisions of certain federal laws but also
have a working knowledge of state legal deci-
sions affecting the assessment and placement
of children in special education programs.
For example, two court cases in the early
1970s (Pennsylvania Association of Retarded
Children (PARC) v. Commonwealth of Penn-
sylvania, 1971, and Mills v. Board of Edu-
cation, 1972) were “class actions” that es-
tablished the legal rights of children with
intellectual disability to a free public education
and as normalized an educational placement as
possible. Such cases set the stage for the enact-
ment of laws such as Public Law 94-142. In
1974, a California court decision (Larry P. v.
Riles) disallowed the use of IQ tests for pur-
poses of classroom placement in that state,
because standardized intelligence tests were
found by the court to be racially and culturally
biased. A number of other states have been af-
fected by similar court decisions regarding the
assessment and placement of minority children
in special education.

Other court cases, such as Bales v. Clark
(1981) and Battle v. Commonwealth of Penn-
sylvania (1981), focused on a school district’s
responsibilities in meeting a child’s educational
needs. In the former case, the family of a 13-
year-old girl who had sustained a head injury
following an accident requested that the dis-
trict provide funding for the girl to attend a
specialized private school located outside the
district. The Eighth U.S. Circuit Court of Ap-
peals in Virginia sided with the school district
by ruling that costs may be considered in place-
ment decisions. The court also ruled that the
family need not be reimbursed for the cost of a
tutor over the summer. Only in cases where ir-
reparable loss of progress during the summer
months could be documented would districts
be required to provide year-round schooling.
Conversely, in the latter case in Pennsylvania,
the U.S. Court of Appeals for the Third Circuit
recognized that some children who are severely
or profoundly impaired tend to acquire skills
more slowly and to forget what has been
learned more quickly than their typically devel-
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oping peers. Consequently, a school year lim-
ited to 180 days may not meet the requirement
of a free, appropriate public education for such
individuals. Cases such as these impact a fam-
ily’s ability to obtain year-round services for
their child and may require that all those work-
ing with a child with intellectual disability care-
fully document the impact of summer breaks
on that child’s or adolescent’s progress.

In addition to delineating the types of ser-
vices school districts must provide for children
with intellectual disability, courts have also had
an impact on districts’ ability to manage dis-
ruptive students. For example, in Honig v. Doe
(1988), the Supreme Court held that school
systems could not unilaterally exclude a child
from the classroom for dangerous or disruptive
behavior resulting from his or her disability.
For a more detailed description of both rele-
vant court cases and federal legislation con-
cerning the education and rights of children
with disabilities, see Heward (2006).

Finally, states often use different terminology
to describe the continuum of available special
education services. For example, children in
Pennsylvania with mild mental retardation are
often placed in learning support classrooms.
However, in the neighboring state of Ohio, the
same child would be placed in a classroom for
developmental handicaps. Older terms for pro-
grams serving children with intellectual dis-
ability, such as “educable mentally retarded”
(for children with mild mental retardation)
and “trainable mentally retarded” (for children
with moderate mental retardation) tend to be
outdated and are less often used (Beirne-Smith,
Patton, & Kim, 2006). States also use different
cutoff scores for determining eligibility for spe-
cial education services. For example, in Penn-
sylvania a child with an IQ of up to 79 and sig-
nificant deficits in adaptive functioning may be
labeled as having an intellectual disability and
be eligible for special education services (Spe-
cial Education Services and Programs, 1990).
However, if the same child’s family moves
across the state line to West Virginia, he or she
might not be identified as needing special ser-
vices and could be placed in a regular class-
room without supports (West Virginia De-
partment of Education, 1985). Therefore, it
is incumbent upon clinicians to become well
versed in their state’s terminology, regulations,
and relevant court decisions that affect the as-
sessment and service provision of children and
adolescents with intellectual disability.

APPROACH TO ASSESSMENT

Sattler (2001) defines assessment as “a way of
gaining some understanding of the child in or-
der to make informed decisions” (p. 3). A child
may be referred for evaluation by families,
school districts, or mental health agencies, typi-
cally for one of five possible reasons (Sattler,
2001): (1) screening: a relatively brief evalua-
tion to determine eligibility for a certain pro-
gram or the need for more thorough assess-
ment; (2) focused/problem-solving assessment:
a more in-depth evaluation to answer a specific
question (e.g., does the child have obsessive–
compulsive disorder?); (3) diagnostic assess-
ment: a detailed evaluation to identify
strengths and weaknesses in a range of areas
(e.g., cognition, adaptive behavior, achieve-
ment) that may result in recommendation for
specific services; (4) counseling/rehabilitation
assessment: similar to a diagnostic assessment,
but with an emphasis on a child’s ability to
manage daily responsibilities; and (5) progress
evaluation assessment: a means of assessing
treatment effectiveness and identifying needed
changes in the intervention plan. Consequently,
there is no standard battery of assessment tools
and procedures for all individuals with intellec-
tual disability. Instead, the assessment must be
guided by the referral question.

Below are some guiding principles for assess-
ing children with intellectual disability.

1. Understand the referral question. Obtain
a clear understanding of what specific ques-
tion(s) needs to be answered at the conclusion
of the evaluation. Without such an understand-
ing, even the most thorough assessment is of
little value if it fails to answer the referral
source’s question. In cases where an unrealistic
question may be posed, establishing the ground
rules early on (e.g., “It is unlikely that we will
be able to tell you exactly why your child
has intellectual disability”) facilitates discus-
sion and helps the referral source to frame
more appropriate questions. Only after the re-
ferral question is clear can the appropriate as-
sessment tools and methods be selected. Some
referral questions may have less to do with di-
agnosis or understanding the child’s problems
than with understanding the child’s impact on
parents or others within the family that led to
the evaluation at this particular time.

2. Use multiple sources. Obtain information
from as many sources as possible (e.g., parents,
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schools, agencies, other clinicians), because
children may behave differently across environ-
ments. There is some research evidence that
parents and teachers describe the behaviors
and skills of children with intellectual disabil-
ity in different ways. For example, Handen,
Feldman, and Honigman (1987) examined
parent–teacher agreement on a questionnaire
assessing self-help skills, speech and language,
play skills, and behavior problems in a group
of 98 children with developmental disabilities.
Whereas significant levels of parent–teacher
agreement were noted for 77% of items as-
sessed, the mean level of agreement was only
68.1%. Additionally, when a specific behavior
problem (e.g., temper tantrums, hitting others)
was endorsed by either a parent or a teacher,
the probability that the same problem would
be endorsed by the other respondent was at or
below chance levels. In another study of the re-
liability of parent and child reports of symp-
toms, parents were found to be more reliable
informants (r’s of .73 to .76) than their typi-
cally developing children (r’s of .43 to .71)
(Edelbrock, Costello, Dulcan, Kalas, &
Conover, 1985). This same study found typi-
cally developing children under the age of 10 to
be extremely unreliable informants (with the
exception of reporting simple fears). Addi-
tionally, reliability of informant rating may be
affected by population variables. For example,
Havercamp (1986) found that internal and
interrater reliability on the Reiss Screen for
Maladaptive Behavior (RSMB; Reiss, 1994)
and the Psychopathology Instrument for
Mentally Retarded Adults (PIMRA; Matson,
Kazdin, & Senatore, 1984) decreased signifi-
cantly when used with individuals functioning
within the profound range of mental retarda-
tion. Such findings cast suspicion upon the clin-
ical utility of information provided by parents,
children, or teachers alone, and suggest that
additional information be gathered whenever
conflicting reports are obtained from two or
more sources.

3. Use disorder-specific knowledge. When-
ever possible, use disorder-specific knowledge
as a framework for organizing the approach to
assessment. For example, if asked to assess a
child with fragile X syndrome, one’s focus
might be on behaviors such as echolalia, so-
cial nonresponsiveness, and self-stimulation.
Therefore, a behavioral assessment conducted
as part of the evaluation would need to be de-
signed to elicit such behaviors. Conversely, if

evaluating a child with Williams syndrome, one
might expect feeding problems if the child is an
infant or toddler. Therefore, the assessment
would need to include observation of mealtime
behavior. Other disorders often present with
specific strengths and/or deficits that may influ-
ence the choice of assessment tools or the inter-
pretation of results. For example, children with
Down syndrome have a unique pattern of lan-
guage development. Miller (1992) found that
the vocabulary size and grammatical complex-
ity of sentences of children with Down syn-
drome is smaller than expected in comparison
to other children of the same mental age. Con-
versely, receptive language skills develop as ex-
pected for their cognitive abilities. Therefore,
one may want to assess receptive and expres-
sive language skills independently (i.e., use an
assessment tool to measure receptive language
skills that does not require an expressive lan-
guage response).

4. Use appropriate assessment strategies.
Use tools which are appropriate with respect
to areas such as functional level, language
skills, and motor skills. For example, a test
such as the Wechsler Intelligence Scale for
Children–IV (WISC-IV; Wechsler, 2003),
which is standardized for children ages 6
years to 16 years, 11 months may be inap-
propriate for a 7-year-old child with sus-
pected intellectual disability, because even the
easiest test items might be below the child’s
ability level. A standardized IQ test such as
the Kaufman Assessment Battery for Children
(K-ABC-II; Kaufman & Kaufman, 2004c),
which has an IQ floor of 60 for 6-year-olds
would be inappropriate for a 6-year-old child
with moderate mental retardation. A test of
visual–motor skills, such as the Berry–
Buktenica Developmental Test of Visual–
Motor Integration, Third Edition (VMI;
Beery, Buktenica, & Berry, 2004), will be of
limited value when assessing a child with sig-
nificant motor or visual impairments.

5. Use a multiple assessment approach.
Sattler (2001) outlines “four pillars of assess-
ment”: norm-referenced tests (standardized
tools), interviews (information from parents,
teachers, the child, and other individuals fa-
miliar with the child), observations (both in
the clinic and in settings such as the home or
school), and informal assessment (nonstan-
dardized tools, such as language samples or
assessment of a child’s ability to benefit from
systematic cues). Significant discrepancies
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among assessment findings require further in-
vestigation before a diagnosis and recommen-
dations can be offered. For example, Sattler
cited a case in which a child scored within
the intellectual disability range on a test of
cognitive functioning, but interviews and as-
sessment of adaptive functioning suggested
age-appropriate skills. Clearly, in such a case,
a diagnosis of intellectual disability would
not be made and additional assessment would
be necessary.

6. Collaborate with other professionals. Re-
fer to or include professionals from other
disciplines (e.g., communication disorders, psy-
chiatry, education, developmental pediatrics,
genetics, occupational therapy) depending on
the question being asked and the need to deter-
mine potential causes for a particular deficit or
behavior problem. For example, a child’s inat-
tention may be due to a possible hearing loss
(suggesting the need for an audiology
evaluation), or the presence of a number of
dysmorphic features may suggest the need for a
genetics consultation. In a child with Down
syndrome, receptive language skills that fall be-
low expected levels may suggest the need for an
audiology evaluation: About 50% of children
with Down syndrome have some hearing loss
due to ear infections or neurological impair-
ment (Miller, 1992).

7. Provide appropriate feedback. Provide
feedback at a level appropriate to the family
with respect to language, education, and cul-
ture. Limit the use of overly professional lan-
guage or simply stating numbers from various
tests. When providing feedback regarding a di-
agnosis of intellectual disability, Shea (1984)
recommends that the feedback session address
three goals: (1) to provide specific information
about the child’s developmental functioning,
and to answer all of the parents’ questions
about these findings; (2) to support and help
parents as they begin to cope emotionally with
the knowledge of their child’s disability; and (3)
to assist the parents in making plans to carry
out specific recommendations and interven-
tions. For schools, feedback should provide
guidance about how best to meet the learning–
behavioral–emotional needs of the student.
Whereas a student may require additional aca-
demic support, for example, this might be ac-
complished in a variety of ways (depending on
school resources, parental wishes, etc.), with a
final determination made by the treatment
team.

ASSESSMENT OF COGNITIVE FUNCTIONING

Despite the aforementioned issues regarding
the role of adaptive behavior in children with
intellectual disability, evaluation of cognitive
functioning remains the first and primary step
in assessing intellectual disability. Most school
districts continue to overemphasize IQ testing
for purposes of determining a child’s eligibility
for special needs services (Furlong & LeDrew,
1985; Reschly & Ward, 1991). Even among re-
searchers in the field, the majority of published
articles in the area of intellectual disability use
IQ alone as an inclusionary or exclusionary
criterion for entry into studies (Hawkins &
Cooper, 1990). There are a range of cogni-
tive assessment tools available to evaluate a
child for the presence of intellectual disability.
These tools are called norm-based or norm-
referenced scales, in that they compare a child’s
test performance with others of similar age and
gender (as well as possibly other dimensions,
such as socioeconomic status or race). As a re-
sult, such tests must be standardized across a
large group of individuals. Norm-referenced
tests are able to assess relative performance
across a wide range of developmental domains.
These tests are almost exclusively individually
administered and, according to Morgenstern
and Klass (1991), meet a number of the follow-
ing conditions:

1. The examiner must be skilled in test admin-
istration and have experience with a wide
range of available tests.

2. The examiner must be knowledgeable
about normal and abnormal development,
and the needs of children with intellectual
disability, in order to best interpret test re-
sults.

3. The tests given must be reliable and valid.
4. Tests are not valid for every purpose. There-

fore, chosen tests must be appropriate for
their purpose, particularly if they enhance
the prediction of nontest behavior.

5. It is assumed that the child is giving his or
her best performance. Problems with poor
concentration, anxiety, or poor motivation
compromise the reliability and validity of a
test score.

Scales for Infants and Preschool-Age Children

Table 12.3 provides a summary of the most fre-
quently used standardized cognitive assessment
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TABLE 12.3. Frequently Used Standardized Tests for Cognitive Assessment

Test Age range Description/comments

Cognitive assessment options

Bayley Scales of Infant
Development, third edition
(Bayley, 2005)

1 to 42 months Provides indices of early cognitive and motor development.
For children over 42 months, can use age equivalents.

Differential Ability Scales
(DAS; Elliott, 1990)

2 years, 6 months
to 17 years, 11
months

General Conceptual Ability and three subscale scores:
Verbal Ability, Nonverbal Reasoning Ability, Spatial Ability.

Kaufman Assessment Battery
for Children II (K-ABC-II;
Kaufman & Kaufman, 2004c)

3 years, 0 months
to 18 years, 11
months

Domains: Simultaneous Processing, Sequential Processing,
Planning, Learning, and Knowledge. Includes a Mental
Processing Index (IQ), Fluid Crystalized Index, as well as
a Nonverbal Index.

Mullen Scales of Early
Learning (Mullen, 1989)

0 to 42 months Tests Language, Fine and Gross Motor, Cognitive,
Personal–Social domains. For children over 42 months,
must use age equivalents.

Stanford–Binet, fifth edition
(Roid, 2003)

2 to 85+ years Factor indexes: Fluid Reasoning, Knowledge, Quantitative
Reasoning, Visual–Spatial Processing, and Working
Memory. Both Verbal and Nonverbal IQ scores (as well as
a Full-Scale IQ).

Wechsler Preschool and
Primary Scale of Intelligence–
III (Wechsler, 2002)

2 years, 6 months
to 7 years, 3
months

Domains: Verbal, Performance, and Processing Speed (in
addition to a Full Scale IQ). More of a screening tool for
ages 2 years, 6 months to 3 years, 11 months. Best for IQs
above 55.

Wechsler Intelligence Scale for
Children (WISC-IV; Wechsler,
2003)

6 years to 16
years, 11 months

Four factors: Verbal Comprehension, Perceptual Reasoning,
Working Memory, Processing Speed. Full-Scale IQ (40–160)

Nonverbal cognitive assessment options

Blind Learning Aptitude Test
(BLAT; Newland, 1971)

6 to 16 years Assesses children with visual impairments, using a raised
dot, braille-like format; directions are given verbally and
require a pointing response.

Comprehensive Test of
Nonverbal Intelligence
(Hammill, Pearson, &
Wiederholt, 1997)

6 to 90+ years Three composite scores: Nonverbal Intelligence Quotient,
Pictorial Nonverbal Intelligence Quotient, and Geometric
Nonverbal Intelligence Quotient. Uses pictures of familiar
objects and geometric designs; possible alternative for those
with communication disorders, neurological impairments,
autism, and mental retardation.

Leiter International
Performance Scale—Revised
(Leiter-R; Roid & Miller,
1997)

2 to 20 years Comprised of two batteries (Visualization and Reasoning,
Attention and Memory) and 20 subtests. A short form is
also available.

Pictorial Test of Intelligence II
(PTI-II; French, 2001)

3 to 8 years No expressive language abilities required. As an untimed
test, the PTI-II can be useful for children with a range of
motor and developmental disorders.

Test of Nonverbal Intelligence
(TONI-3; Brown, Sherbenou,
& Johnson, 1997)

6 years to 89
years, 11 months

Requires no reading, writing, speaking, or listening. Is
completely nonverbal and largely motor-free, requiring only
a point, nod, or symbolic gesture to indicate response
choices.

Universal Nonverbal
Intelligence Test (UNIT,
Bracken & McCallum, 1998)

5 years to 17
years, 11 months

Requires multiple response modes, including use of
manipulatives, paper and pencil, and pointing.



tools for infants, preschool-age, and school-age
children. As discussed earlier, infant and pre-
school scales do not correlate well with later
levels of cognitive functioning. Only in the case
of infants and preschoolers with significant de-
velopmental delays are early test results predic-
tive of future functioning (DuBose, 1981). The
most commonly used infant–toddler scale is the
Bayley Scales of Infant Development, Third
Edition (Bayley, 2005). The Bayley was stan-
dardized for infants, toddlers, and preschoolers
between 1 and 42 months of age. Five develop-
mental domains are available to identify defi-
cits in very young children, including cogni-
tive, language, motor, adaptive behavior, and
social–emotional domains, as well as an op-
tional sixth, behavior rating scale, domain. In
addition, there is a screening test to determine
whether further testing is needed. Another op-
tion, the Infant Mullen Scales of Early Learning
(Mullen, 1989), was standardized on a sample
of 1,231 children ages birth to 68 months and
has five scales (including motor, visual, and
language areas).

As children approach preschool age, tests
tend to emphasize more language-mediated
tasks. The Stanford–Binet Intelligence Scales
(fifth edition; Roid, 2003) and the Wechsler
Preschool and Primary Scale of Intelligence–III
(WPPSI-III; Wechsler, 2002) are the most com-
monly used cognitive tests for this age group.
The Stanford–Binet was revised in 2003 and
standardized on nationally representative sam-
ple of 4,800 children and adults between 2 and
85+ years of age. It assesses functioning across
five factor indexes: Fluid Reasoning, Knowl-
edge, Quantitative Reasoning, Visual–Spatial
Processing, and Working Memory. In addition,
there are both Verbal and Nonverbal IQ scores
(as well as a Full Scale IQ). The latter may be
useful in assessing individuals with communi-
cation disorders, autism, or traumatic brain in-
jury. Scores are expressed as a deviation IQ,
with a mean of 100 and a standard deviation of
15. However, the test is not appropriate for in-
dividuals functioning in the severe to profound
range of mental retardation, because 40 is the
lowest Full-Scale IQ given.

The WPPSI-III (Wechsler, 2002) is appropri-
ate for preschoolers between 2 years, 6 months
and 7 years, 3 months of age. The test was
standardized on a sample of 1,700 preschool-
ers, with a mean score of 100 and a standard
deviation of 15. The WPPSI-III assesses func-
tioning across three domains: Verbal, Perfor-

mance, and Processing Speed (in addition to a
Full Scale IQ). Children between 2 years, 6
months and 3 years, 11 months of age are
given only two core subtests in the Verbal do-
main and two in the Performance domain. A
fifth, supplemental subtest is available in the
Processing Speed domain. Consequently, the
WPPSI-III is more a screening instrument than
a comprehensive cognitive test battery for this
age group (Sattler & Dumont, 2004). For the 4
years to 7 years, 3 months age group, three
core subtests are available within both the Ver-
bal and Performance domains, and an addi-
tional core subtest in the Processing Speed do-
main. Five additional supplemental subtests
and two optional subtests are available for this
age range. Sattler and Dumont recommend
against the use of the WPPSI-III for children
with IQs below 55 (moderate range of mental
retardation), because the instrument fails to as-
sess cognitive ability adequately in this popula-
tion.

Another available option for assessing chil-
dren under the age of 6 years is the KABC-II
(Kaufman & Kaufman, 2004), which com-
prises 20 subtests spanning the age range of 3
years to 18 years, 11 months and was stan-
dardized on a sample of 3,025 children. The
KABC-II assesses a child’s capabilities in five
areas: (1) simultaneous processing, which taps
an individual’s ability to integrate inputs from
multiple sources at the same time; (2) sequen-
tial processing, which taps an individual’s abil-
ity to solve problems based on the arrangement
of arrays of information; (3) planning; (4)
learning; and (5) knowledge. In addition, this
instrument provides a Mental Processing Index
(IQ), Fluid Crystalized Index, as well as a
Nonverbal Index. The Nonverbal scale of the
KABC-II is particularly useful in assessing chil-
dren with hearing impairments or language dis-
orders. However, the KABC-II should not be
used to classify intellectual disability across the
entire age range of the scale. For example, the
Mental Processing Index has a floor of 45 for a
3-year-old, 54 for a 4-year-old, and 48 for a 5-
year-old.

Two other alternative preschool tests are
the Differential Abilities Scales (DAS; Elliott,
1990) and the Woodcock–Johnson III Tests
of Cognitive Abilities (WJ-III; Woodcock,
McGrew, & Mather, 2001). The DAS was
normed on a national sample of 3,475 children
between 2 years, 6 months and 17 years, 11
months of age. It comprises 20 subtests (17
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cognitive and 3 achievement), yielding a Gen-
eral Conceptual Ability score, as well as three
subscale scores: Verbal Ability, Nonverbal Rea-
soning Ability, and Spatial Ability. The Non-
verbal Reasoning Ability subscale can be useful
when assessing children with communication
disorders or autism. The DAS-II (second edi-
tion) was published in early 2007. The WJ-III is
normed for individuals ages 2–90+ years. It
comprises 10 tests in the standard battery and
10 in the extended battery (although younger
children are not given the entire battery). The
scale, which can only be scored by a computer
software program, provides seven clusters:
Comprehension–Knowledge, Long-Term Re-
trieval, Visual–Spatial Thinking, Auditory Pro-
cessing, Fluid Reasoning, Processing Speed,
and Short-Term Memory.

Recommendations

The Bayley Scales of Infant Development,
Third Edition (Bayley, 2005) remains the most
used developmental assessment for infants and
toddlers. It is certainly a good choice for
evaluating a child under 2 years of age with
suspected developmental delays. The Infant
Mullen Scales of Early Learning (Mullen,
1989) remains a strong option for children be-
tween birth and 68 months of age. Because
the Mullen is standardized on children starting
from birth, it also allows for assessment
of a child who may be functioning below the
24-month developmental age. Finally, the
Stanford–Binet (fifth edition; Roid, 2003) is
felt to be the best option for preschoolers with
intellectual disability. The Nonverbal subscale
also makes this a useful tool for nonverbal chil-
dren. However, the Mullen may need to be sub-
stituted for preschoolers functioning within the
severe to profound range of mental retarda-
tion.

Tests for School-Age Children

The Stanford–Binet (fifth edition), school-age
version of the Wechsler (WISC-IV), the KABC-
II, WJ-III, and the DAS are the most commonly
used tools for assessing cognitive functioning in
school-age children. The Stanford–Binet (fifth
edition), KABC-II, and DAS were discussed
earlier. The WISC-IV (Wechsler, 2003) is struc-
turally similar to the WPPSI-III, but spans
the age range of 6–16 years. It comprises 10
primary and 5 supplemental subtests di-

vided into four factors: Verbal Comprehension
(Similarities, Vocabulary, Comprehension, In-
formation, Word Reasoning), Perceptual Rea-
soning (Block Design, Picture Concepts,
Matrix Reasoning, Picture Completion),
Working Memory (Digit Span, Letter–Number
Sequencing, Arithmetic), and Processing Speed
(Coding, Symbol Search, Cancellation). The
most recent revision was standardized on
2,200 children. The test has excellent reliability
and validity. However, the full-scale IQ range
of 40–160 does not meet the needs for assess-
ing children who may function within the se-
vere to profound range of mental retardation.

Nonverbal Cognitive Assessment Options

One option for assessing children who have
limited expressive and receptive language
skills, according to Morgenstern and Klass
(1991), is to use a tool such as the Bayley to
provide information on the course of growth
and development across a range of areas (e.g.,
social, adaptive, language, and motor). It is
often difficult to use measures such as the
Stanford–Binet and the Wechsler tests to assess
children with significant neuromotor or
language-based disorders. These tools are also
inappropriate for evaluating children function-
ing in the low end of the moderate to profound
range of mental retardation, due to the limited
IQ ranges covered by the tests. Additionally,
tests such as the Stanford–Binet, WISC-IV, WJ-
III, and KABC-II require the evaluator to pres-
ent items in a highly standardized manner; de-
viations from this may significantly affect the
validity of the test results. The option of mak-
ing alterations in response modalities (e.g., us-
ing yes–no responses or gestures) or excluding
those items that require responses a particular
child is unable to provide (e.g., eliminating all
verbal items or all items that require motor re-
sponses) may not allow for comparison with
the standardization group. Therefore, alterna-
tive measures often need to be used that pro-
vide valid estimates of cognitive functioning for
this group of children, that are normed for chil-
dren with specific handicaps (e.g., visual or
motor impairments), or that have standardized
adaptations for children with intellectual dis-
ability (Neisworth & Bagnato, 1987).

There are a number of options for assessing
children and adolescents with limited expres-
sive language skills. One option is to use
subtests comprising the nonverbal scales of
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some of the IQ tests discussed earlier (e.g.,
KABC-II, WISC-IV, DAS). However, most of
these subtests are administered with the use of
verbal directions and might best be described
as “language-reduced instruments with verbal
directions” (McCallum, 2003). There are a few
alternative tools administered in a nonverbal
manner that can be used to obtain estimates of
cognitive functioning in children with severe
language deficits. The Pictorial Test of Intelli-
gence II (PTI-II; French, 2001) was designed to
assess intellectual functioning in both typically
developing and children with disabilities, ages
3–8 years. It includes three subtest areas (Ver-
bal Abstraction, Form Discrimination, and
Quantitative Concepts) that are combined to
obtain a Pictorial Intelligence Quotient, as well
as a global index of performance. Standardized
with a sample of 972 children, the PTI-II does
not require any expressive language abilities.
However, individuals are required to have nor-
mal vision and hearing. As an untimed test, the
PTI-II may be useful for children with a range
of motor and developmental disorders.

The Comprehensive Test of Nonverbal In-
telligence (Hammill, Pearson, & Wiederholt,
1997) was standardized on 2,500 individuals
between 6 and 90+ years of age. It provides
three composite scores: Nonverbal Intelligence
Quotient, Pictorial Nonverbal Intelligence
Quotient, and Geometric Nonverbal Intelli-
gence Quotient. Stimuli that include pictures of
familiar objects and geometric designs make it
a possible alternative for school-age children
and adolescents with communication disor-
ders, neurological impairments, autism, and in-
tellectual disability.

The Leiter International Performance
Scale—Revised (Leiter-R; Roid & Miller, 1997)
was designed to assess general cognitive func-
tioning in children and adolescents between 2
and 20 years of age with language or motor
deficits. The test depends on the use of visual
demonstration to provide instructions. The
Leiter-R comprises two batteries (Visualization
and Reasoning, Attention and Memory) and
20 subtests. It was standardized on a sample of
1,719 individuals for the Visualization and
Reasoning battery and 763 individuals for the
Attention and Memory battery. A short form of
the Leiter, called the Stoelting (Leiter) Brief
Nonverbal Intelligence Tests (S-BIT; Roid &
Miller, 1999) is also available for individuals
between 6 and 20 years of age. Other nonver-
bal cognitive assessment options include the

third edition of the Test of Nonverbal In-
telligence (TONI-3; Brown, Sherbenou, &
Johnson, 1997), which was standardized on in-
dividuals between 6 years and 89 years, 11
months of age, and the Universal Nonverbal
Intelligence Test (UNIT, Bracken & McCallum,
1998), which was standardized for individuals
between 5 years and 17 years, 11 months of
age.

Finally, the Blind Learning Aptitude Test
(BLAT; Newland, 1971) was specifically devel-
oped to assess children with visual impairments,
using a raised dot, braille-like format; directions
are given verbally and require a pointing re-
sponse. Although this tool provides normative
data for individuals 6–16 years of age, the stan-
dardization sample is over 30 years old. An addi-
tional option is to assess children and adoles-
cents who have visual impairments using
subtests from the verbal domains of tools such as
the WISC-IV or WPPSI-III, to obtain a Verbal IQ
score (Chaudry & Davidson, 2001). However,
Van Hasselt and Sisson (1987) caution that vari-
ability among subtest scores is common among
children with visual impairments; therefore,
subtest scores are not necessarily indicative of a
learning disability.

Recommendations

The WISC-IV and Stanford–Binet (fifth edi-
tion) remain the most commonly used tests of
cognitive functioning for both typically devel-
oping children and children with intellectual
disability. The challenge is selecting alternative
tools for children who are nonverbal and for
children whose IQs fall below 40. One option
is to use the Nonverbal scales from the WISC-
IV and Stanford–Binet (fifth edition), with the
caveat that most of the items involve the use of
verbal directions. The best known purely non-
verbal assessment tool is the Leiter-R. Finally,
for children functioning within the severe to
profound range of mental retardation we often
use the Infant Mullen Scales of Early Learning
(for which an estimated age-equivalent score
needs to be derived).

ASSESSMENT OF ACADEMIC ACHIEVEMENT

Table 12.4 includes a summary of the most
frequently used tests to assess academic
achievement skills. The assessment of academic
achievement is the primary means of determin-
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TABLE 12.4. Tests Frequently Used to Assess Achievement Skills

Test Age range Description/comments

Grey Oral Reading Test—Fourth
Edition (GORT-4; Wiederholt &
Bryant, 2001)

6 years to 18 years,
11 months

Assesses skills in reading rate, accuracy,
fluency, comprehension, and overall reading
ability. Two parallel forms available.

Kaufman Test of Educational
Achievement II—Comprehensive
Form (K-TEA-II; Kaufman &
Kaufman, 2004a)

4 years, 6 months
to 25 years

Individually administered comprehensive
assessment of reading, mathematics, written
language, and oral language.

Kaufman Test of Educational
Achievement–II—Brief Form
(Kaufman & Kaufman, 2004b)

4 years, 6 months
to 90 years

Assesses skills in reading, mathematics, and
written expression. Serves as a screening tool.
Because items do not overlap with K-TEA-II,
can be used for retesting.

KeyMath-R/NU (Connolly, 1998) 5 to 22 years Assesses skills in basic concepts, operations,
and applications. Absence of reading
requirements makes this a good assessment
tool for children with mental retardation.
Two parallel forms available.

The Peabody Individual
Achievement Test—Revised/
Normative Update (PIAT-R/NU;
Markwardt, 1998)

5 years to 22 years,
11 months

Requires that a child respond by pointing to
the correct picture from an array of four
items. Good choice for children with motor
impairments, language deficits, or mental
retardation.

Wechsler Individual Achievement
Test–II (WIAT-II; Wechsler, 2001)

4 to 85 years Seven subtests covering Oral Expression,
Listening Comprehension, Written
Expression, Basic Reading, Reading
Comprehension, Mathematics Calculation,
and Mathematics Reasoning.

Wechsler Individual Achievement
Test–II—Abbreviated (WIAT-II-
Abbreviated; Kaplan et al., 2001)

Kindergarten to
adult

Assesses skills in word reading, spelling, and
numerical operations. Serves as a screening
tool.

Wide Range Achievement Test
Expanded edition (WRAT-E;
Robertson, 2002)

Grades 2–12: group
administered
Ages 4–24 years:
individually
administered

Areas assessed include reading
comprehension, mathematics, and nonverbal
reasoning (for group administration only).

Wide Range Achievement Test 4
(WRAT-4; Wilkinson &
Robertson, 2006)

5 to 94 years Assesses skills in word reading, sentence
comprehension, spelling, and math
computation. Serves as a screening tool.

Woodcock–Johnson–III Tests of
Achievement (WJ-III; Woodcock,
McGrew, & Mather, 2001)

2 to 90+ years Twenty-two subtests covering reading,
mathematics, written language, and academic
knowledge. A Total Achievement score can be
derived.

Woodcock Reading Mastery
Tests—Revised/Normative Update
(WRMT-R/NU; Woodcock, 1998)

5 to 75+ years Assesses skills: Visual–Auditory Learning,
Letter Identification, Word Identification,
Word Attack, Word Comprehension, and
Passage Comprehension. Two parallel forms
are available (last four subtests only).



ing how a child with intellectual disability is
faring in school. Such data also allow for the
comparison between a child’s abilities (as esti-
mated with a test of cognitive functioning) and
actual school performance. A child who is
achieving significantly below what would be
expected based on IQ score may present with
other problems that need to be investigated as
part of the overall assessment. These might in-
clude psychiatric disorders (e.g., ADHD, de-
pression) that may adversely affect the child’s
ability to concentrate and perform in school,
significant family stressors, a specific learning
disability, or inappropriate classroom place-
ment and instruction.

Tests of academic achievement can serve as
either a screening function or as a more com-
prehensive assessment of skills. Screening tests
take considerably less time to administer and
typically are used to determine whether a more
comprehensive evaluation is required. For the
child with an intellectual disability, however, a
more comprehensive assessment is generally
recommended to provide as much information
as possible on the child’s current levels of func-
tioning and to assist in developing plans for
remediation. Academic achievement tests may
be designed to be given either individually or in
a group format. However, it is generally recom-
mended that a child with intellectual disability
be evaluated individually. A good number of
norm-referenced assessment tools are available
to assess a child’s abilities in reading, spelling,
and mathematics.

The Wide Range Achievement Test–4
(WRAT-4; Wilkinson & Robertson, 2006), a
screening tool that requires 20–30 minutes to
administer, assesses skills in word reading, sen-
tence comprehension, spelling, and math com-
putation for ages 5 through 94. An Expanded
edition (WRAT-E; Robertson, 2002) provides
both group and individual assessment of aca-
demic achievement in reading comprehension,
mathematics, and nonverbal reasoning. It can
be group administered (for grades 2–12) with a
multiple-choice format or individually admin-
istered (for ages 4–24) with a flipbook form of
presentation. A second achievement measure,
the WJ-III (Woodcock et al., 2001), includes 22
subtests (comprising 12 in the Standard battery
and 10 in the Extended battery) covering a
range of areas, such as reading, mathematics,
written language, and academic knowledge. A
Total Achievement score can be derived. The
test was standardized on a sample of 8,818 in-

dividuals (including 1,143 preschoolers and
4,784 school-age children) ranging in age from
2 to 90+ years. Results can be presented as
standard scores (X = 100, SD = 15), age/grade
equivalents, percentile ranks, instructional
ranges, discrepancy scores, and a Relative Pro-
ficiency Index.

Another option for assessing academic
achievement, the Wechsler Individual Achieve-
ment Test–II (WIAT-II, Wechsler, 2001), is em-
pirically linked with the WISC-IV and WPPSI-
III. This test was normed with a sample of
individuals ages 4–85 years and comprises
seven subtests covering a range of areas, such
as reading, oral and written expression, listen-
ing comprehension, and mathematics. An ab-
breviated version is also available (WIAT-II-
Abbreviated; Kaplan, Fein, Kramer, Delis, &
Morris, 2001), covering word reading, spell-
ing, and numerical operations. The Peabody
Individual Achievement Test—Revised/Norma-
tive Update (PIAT-R/NU; Markwardt, 1998)
uses a somewhat different format than the
tools discussed previously. Rather than provid-
ing paper-and-pencil tasks, the PIAT-R/NU re-
quires that a child respond by pointing to the
correct picture from an array of four items.
Consequently, the PIAT-R/NU is a good choice
for assessing children with motor impairments,
language deficits, or intellectual disability.
However, the Reading Comprehension subtest
requires some memory skills as well. The test
was recently restandardized on approximately
3,000 individuals from 5 years through 22
years, 11 months of age. The Kaufman Test of
Educational Achievement—Second Edition,
Comprehensive form (K-TEA-II; Kaufman &
Kaufman, 2004c), covering ages 4 years, 6
months to 25 years, also remains an option.
There is a companion screening version, the
TEA-II Brief Form (Kaufman & Kaufman,
2004b) for ages 4 years, 6 months to 90 years.

Finally, there are achievement tests available
that focus more specifically on either reading
or mathematics. For example, the Woodcock
Reading Mastery Tests—Revised/Normative
Update (WRMT-R/NU; Woodcock, 1998),
covering ages 5 years through 75+ years, as
well as the Grey Oral Reading Test—Fourth
Edition (GORT-4; Wiederholt & Bryant,
2001), covering ages 6 years through 18 years,
11 months, provide a more detailed assessment
of reading skills. Similarly, the KeyMath—
Revised/Normative Update: A Diagnostic In-
ventory of Essential Mathematics (KeyMath-R/
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NU; Connolly, 1998) is an individually admin-
istered test of arithmetic skills. It provides con-
siderably more depth than most other available
tools, comprising 13 subtest areas. The test was
standardized on over 3,000 individuals from 5
to 22 years of age. It was co-normed with the
K-TEA/NU and PIAT-R/NU. The absence of
reading requirements makes this a good assess-
ment tool for children with intellectual disabil-
ity. The availability of two parallel forms al-
lows individuals to be pretested and retested at
a later time.

Recommendations

The WRAT-4 (Wilkinson & Robertson, 2006)
has always offered a means of providing a
quick, but fairly narrow picture of current
achievement. This can then provide guidance
regarding the need for more in-depth assess-
ment. The WJ-III, the only tool that assesses
children as young as 2 years of age (most
others start at age 5), may be helpful when
evaluating younger school-age children with
intellectual disability. The PIAT-R (Mark-
wardt, 1998) uses a pointing response, which
makes it also a reasonable choice with this
population.

ASSESSMENT OF RELATED NEUROPSYCHOLOGICAL
PROCESSES: LANGUAGE SKILLS,
PERCEPTUAL–MOTOR SKILLS, AND MEMORY

There are a range of measures designed to as-
sess specific neuropsychological processes such
as language, attention, memory, and perception
(see Table 12.5). Neisworth and Bagnato
(1987) provide a number of reasons why the
use of such tools may be helpful in assessing
children with intellectual disability: (1) to de-
fine a child’s strongest individual modality for
learning, (2) to monitor medication efficacy, (3)
to assess progress or deterioration in children
with traumatic brain injuries, and (4) to better
understand how the brain mediates control
of behavior (e.g., verbal mediation and self-
control). A wide range of options are avail-
able for assessing processes that reflect specific
brain functions. Tools discussed previously,
such as the KABC-II, can assess functions such
as attention, memory, and processing. The
study of patterns of subtest performance on the
WISC-IV or Stanford–Binet (fifth edition) can
also provide information on brain functions. A

variety of assessment tools are also available to
evaluate more specific areas.

Language Skills

For children who are nonverbal or have signifi-
cant language-based deficits, a number of alter-
native assessment tools are available for assess-
ing receptive language skills. One such tool, the
Peabody Picture Vocabulary Test–4 (PPVT-4;
Dunn & Dunn, 2006) requires an individual to
point to one of four pictorial plates in response
to an instruction from the evaluator (e.g.,
“Point to the ball”). The PPVT-4 was normed
on 4,000 children and adults, and has excellent
reliability and validity. Age range for the tool is
2 years, 6 months to 90+ years. The PPVT-4
should be considered a screening device for
identifying language comprehension difficul-
ties.

The Receptive–Expressive Emerging Lan-
guage Scale, Third Edition (REEL-3; Bzoch,
League, & Brown, 2003) is designed to assess
children from birth to 3 years of age with lan-
guage impairments or disabilities that affect
language development. Results are based on
parental report. The Preschool Language Scale
4 (PLS-4; Zimmerman, Steiner, & Pond, 2002)
assesses expressive and receptive language
skills for ages birth through 6 years. It com-
bines screening of the child and a parental in-
terview.

The Test of Auditory Comprehension of
Language—Third Edition (TACL-III; Carrow-
Woolfolk, 1999) is an individually adminis-
tered test of auditory comprehension (receptive
language functioning) that requires only a
pointing response. It contains three subtests:
Vocabulary, Grammatical Morphemes, and
Elaborated Phrases and Sentences. The TACL-
III was standardized on a sample of 1,102 chil-
dren between the ages of 3 years and 9 years,
11 months. Reliability studies have been car-
ried out with children with intellectual
disability (Carrow-Woolfolk, 1999). The sec-
ond edition of the Clinical Evaluation of Lan-
guage Fundamentals—Preschool (CELF-2 Pre-
school; Wiig, Secord, & Semel 2004) and
Clinical Evaluation of Language Fundamen-
tals, Fourth Edition (CELF-4; Semel, Wiig, &
Secord, 2003) may be used to assess a wide
range of both receptive and expressive lan-
guage functions in preschool and school-age
children. The preschool version was standard-
ized on 1,500 preschool children (ages 3 to 6
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TABLE 12.5. Tests Frequently Used to Assess Language Skills, Perceptual–Motor Skills,
and Memory

Test Age range Description/comments

Language skills

Clinical Evaluation of Language
Fundamentals—Preschool, Second
Edition (CELF-2 Preschool; Semel,
Wiig, & Secord, 2004)

3 to 6 years Provides a core language score, receptive
language index, expressive language index,
language content index, and language
structure index.

Clinical Evaluation of Language
Fundamentals–4 (CELF-4; Semel et
al., 2003)

5 to 21 years Provides composite scores in the areas of
language structure, language content,
language memory, and working memory.

Clinical Evaluation of Language
Fundamentals–4—Screening Test
(Semel et al., 2003)

5 to 21 years A criterion-referenced screen used to
determine whether further evaluation is
needed.

Peabody Picture Vocabulary Test–III
(PPVT-III; Dunn & Dunn, 1997)

2 years, 6 months
to 90+ years

A screening device for identifying language
comprehension difficulties.

Preschool Language Scale–4 (PLS-4;
Zimmerman, Steiner, & Pond, 2002)

Birth to 6 years Combines screening of the child, along with
a parental interview.

Receptive–Expressive Emerging
Language Scale, Third Edition
(REEL-3; Bzoch, League, & Brown,
2003)

Birth to 3 years Results are based on parental report.

Test of Auditory Comprehension of
Language–III (TACL-III; Carrow-
Woolfolk, 1999)

3 years and 9
years, 11 months

Assesses receptive language functioning,
requiring only a pointing response. Contains
three subtests: Vocabulary, Grammatical
Morphemes, and Elaborated Phrases and
Sentences.

Perceptual–motor tests

Beery–Buktenica Developmental Test
of Visual–Motor Integration, Third
Edition (VMI; Beery, Buktenica, &
Beery, 2004)

2 years to 17 years,
11 months

Individually administered paper-and-pencil
test. Child is asked to copy 24 geometric
figures. Assesses visual–motor integration
skills. A short form is available for use with
children 2 to 8 years of age.

Bender Visual–Motor Gestalt Test,
Second Edition (Braningan &
Decker, 2003)

4 to 85 years Individually administered paper-and-pencil
test. Child is asked to copy up to 14
geometric figures. Assesses visual–motor
memory and visual–motor skills.

Bruininks–Oseretsky Test of Motor
Proficiency—second edition
(Bruininks & Bruininks, 2005)

4 to 21 years Assesses both fine and gross motor skills.
Both short and long forms available, but age
equivalents can be derived from the full
battery only.

Full Range Test of Visual–Motor
Integration (Hammill et al., 2005)

5 to 74 years Includes norms for special education
students in the 19- to 21-year age range.

Motor-Free Visual Perception Test,
third edition (Colarusso & Hammill,
2002)

4 to 85 years Useful for assessing children with motor
impairments. Child is asked to point to one
of four figures on a page that matches a
target figure.

(continued)



years) and contains nine subtests (e.g., Expres-
sive Vocabulary, Following Directions, Word
Structure). The school-age version was stan-
dardized on 2,650 individuals (ages 5–21
years) and provides composite scores in the ar-
eas of Language Structure, Language Content,
Language Memory, and Working Memory. The
CELF-2-Preschool and CELF-4 both require a
considerable amount of time to complete, if the
entire battery is administered. A screening test
for the CELF-4 is available (Semel et al., 2003).

Visual–Motor Skills

Evaluation of visual–motor perception and in-
tegration is particularly useful in assessing chil-
dren with possible learning and neurological
deficits (see Table 12.5). Children with intellec-
tual disabilities also often have deficits in
perceptual–motor skills. However, one must be
cautious when interpreting test results for chil-
dren with accompanying visual impairments or
motor delays.

The most widely known visual–motor test is
the Bender Visual–Motor Gestalt Test, Second
Edition (Braningan & Decker, 2003). In this in-
dividually administered paper-and-pencil test,
the child is asked to copy 14 geometric figures

drawn on template cards. The newly revised
edition includes recall procedures to assess
visual–motor memory, in addition to assessing
visual–motor skills. It has been standardized
for ages 4–85 years.

The VMI (Beery et al., 2004) is a paper-and-
pencil test that provides scores in three areas:
Motor Coordination, Visual–Motor Integra-
tion (in which the child is required to copy up
to 24 geometric forms of increasing difficulty),
and Visual Perception. The Visual–Motor Inte-
gration subtest provides somewhat greater
structure than the Bender, in that forms are
copied in clearly outlined spaces. The test was
normed on a national sample of 2,512 children
ages 2 years through 17 years, 11 months. Re-
sults can be presented as percentiles, standard
scores (X = 10, SD = 3), or age equivalents. An
available short form can be used with children
2 to 8 years of age. Another option, the Full
Range Test of Visual–Motor Integration
(Hammill, Pearson, Voress, & Reynolds,
2005), provides norms for both children and
adults (ages 5–74 years).

The Motor-Free Visual Perception Test,
Third Edition (Colarusso & Hammill, 2002) is
a useful tool for assessing children who have
significant motor impairments. The child is
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TABLE 12.5. (continued)

Test Age range Description/comments

Memory

Children’s Memory Scale (Cohen,
1997)

5 to 16 years Comprises six subtests tapping immediate
and delayed verbal memory, general
memory, and immediate and delayed visual
memory.

NEPSY (Korman, Kirk, & Kemp,
1990)

3 to 12 years Assesses five functional domains, including
Executive Functions, Language and
Communication, Sensorimotor Functions,
Visuospatial Functions, and Learning and
Memory.

Test of Memory and Learning
(TOMAL; Reynolds & Bigler, 1994)

5 to 19 years Comprises 10 regular and four
supplementary subtests. The three primary
derived indices include a Verbal Memory
Index, a Nonverbal Memory Index, and a
Composite Memory Index.

Wide Range Assessment of Memory
and Learning, second edition
(WRAML-2; Sheslow & Adams,
2003)

5 to 90 years Comprises six subtests and three indices
(Verbal Memory, Visual Memory, and
Attention/Concentration) as well as a
General Memory Index. There is also an
available screening battery.



asked to point on a page to one of four figures
that matches a target figure. The test was stan-
dardized for individuals between the ages of 4
and 85 years. Finally, the Bruininks–Oseretsky
Test of Motor Proficiency, Second Edition
(Bruininks & Bruininks, 2005) provides a com-
prehensive assessment both gross and fine mo-
tor skills. The test contains 53 items arranged
into eight subtest areas. Four subtest scores are
obtained: Fine Manual Control, Manual Coor-
dination, Body Coordination, Strength and
Agility, and a Total Motor Composite. There
are both short and long forms, but age equiva-
lents can be derived for the full battery only,
which may take 45–60 minutes to complete.
The test was standardized on a sample of chil-
dren and adolescents ages 4–21 years of age.

Memory

There are a number of available assessment op-
tions that provide a more in-depth means of ex-
amining memory processes. Such information
can be extremely helpful when developing spe-
cific treatment or instructional recommenda-
tions. The Wide Range Assessment of Memory
and Learning, Second Edition (WRAML-2;
Sheslow & Adams, 2003) provides a means of
examining memory processes for individuals
ages 5 to 90 years. The core battery, which re-
quires less than 60 minutes to complete, com-
prises two verbal, two visual, and two atten-
tion/concentration subtests. Three indices are
derived (Verbal Memory, Visual Memory, At-
tention/Concentration) as well as a General
Memory Index. There is also a screening
battery that comprises four subtests. The
Children’s Memory Scale (Cohen, 1997) is
normed for ages 5–16 years and requires ap-
proximately 30 minutes to administer. The
scale comprises six subtests tapping immediate
and delayed verbal memory, general memory,
and immediate and delayed visual memory.

Another option is the NEPSY (Korman,
Kirk, & Kemp, 1990), a developmental neuro-
psychological assessment scale for children
ages 3–12 years. The NEPSY assesses five func-
tional domains, including Executive Functions,
Language and Communication, Sensorimotor
Functions, Visual–Spatial Functions, and
Learning and Memory. Finally, The Test of
Memory and Learning (TOMAL; Reynolds &
Bigler, 1994), developed for ages 5–19 years,
requires approximately 45 minutes to adminis-
ter. The TOMAL comprises 10 regular and

four supplementary subtests. The three pri-
mary derived indices include a Verbal Memory
Index, a Nonverbal Memory Index, and a
Composite Memory Index.

Recommendations

The assessment of specific language skills in a
child with significant language-based deficits
depends in part on the child’s level of coopera-
tion. For the child who is noncompliant or re-
luctant to respond, the REEL (which is based
solely on parental report) and the PLS-4 (which
includes parental report) are appropriate op-
tions. Although these tools were developed for
the younger child, language age equivalents can
still be calculated/estimated for the older child
and relative areas of strength and weakness
identified. The PPVT is fairly fast to administer
and requires only a pointing response. The
other options, such as the CELF-2 Preschool
and CELF-4, are much more comprehensive.
Only specific subtests might be used, depend-
ing on the question, or the entire battery might
be administered if the assessment of language
skills is deemed to be an area of considerable
importance. In the area of visual–motor skills,
the VMI is often the preferred option when as-
sessing children with intellectual disability. It
provides more structure than the Bender and
also has normative data that begins at 2 years
of age. For children with significant motor im-
pairments, the Motor-Free Visual Perception
Test is also an option. Finally, in the area of as-
sessing memory, the NEPSY has a number of
advantages for assessing children with intellec-
tual disabilities. First, it can be used with chil-
dren as young as 3 years of age (the other op-
tions start at 5 years of age). Second, it requires
limited motor skills on the part of the child.
However, the NEPSY is considerably better at
assessing verbal memory than visual memory
(for which there is only a single subscale).
Finally, the Children’s Memory Scale is also a
good option for children who have some motor
skills deficits.

ALTERNATIVE ASSESSMENT METHODS

Norm-referenced assessment tools present nu-
merous problems for individuals with intellec-
tual disability and other developmental disabil-
ities. For many such children who are unable to
sit still, to follow directions, or to attend to the
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types of tasks utilized in traditional assess-
ments, the result is invalid measures of func-
tioning and abilities. Additionally, many con-
ventional tests have not been normed for either
young children with disabilities or for older
children functioning within the severe to pro-
found range of mental retardation (Neisworth
& Bagnato, 2004). Alternative tools, such as
curriculum-based and performance-based as-
sessments, typically allow evaluation of the
child in a more natural environment, and often
by individuals who know them best. This is in
contrast to more traditional assessment situa-
tions, in which the child is taken to a separate
room to be evaluated by a psychologist with
whom he or she likely has had little, if any,
prior interactions. Additionally, some alterna-
tive assessment tools involve a questionnaire or
interview format for caregivers.

Curriculum-Based Assessment Tools

Whereas norm-referenced assessment tools
are used primarily for diagnostic purposes,
curriculum-based assessment tools allow test
results, teaching, and progress evaluation to be
merged within a single process (Neisworth &
Bagnato, 1987). Instead of comparing a child’s
performance to a normative group of peers,
criterion-based tools allow for the comparison
of a child to him- or herself (once baseline lev-
els are established). Consequently, these tools
are used to monitor progress via performance
on a range of task analyses of basic develop-
mental skills. Based on a child’s progress, a spe-
cific treatment or teaching plan can be devised.
White and Haring (1978) noted that norm-
referenced tests are relatively insensitive to de-
velopmental changes in children with IQs be-
low 35. Even assessment measures that employ
normal developmental scales may be inappro-
priate for this population, because the develop-
ment of children with severe or profound men-
tal retardation does not necessarily proceed
like that of typically developing children
(White & Haring, 1978).

Neisworth and Bagnato (1987) divided
criterion-based assessment tools into two cate-
gories: (1) developmental measures (in which
the content and objectives are developmen-
tally sequenced), and (2) specialized curriculum
measures (in which content and objectives
have been designed and field-tested for distinct
groups of children with developmental disabili-
ties).

Developmental Curriculum-Based Assessment Tools

A number of curricula have been developed
and field-tested specifically for preschool
programs serving children with developmental
disabilities. For example, the Carolina Cur-
riculum (third edition) is an assessment and in-
tervention program designed for use among
children from birth to age 5 years with mild to
severe disabilities (Johnson-Martin, Attermeier,
& Hacker, 2004; Johnson-Martin, Jens,
Attermeier, & Hacker, 2004). An Infant/Tod-
dler version is available, covering children from
birth to 36 months of age, and a Preschool ver-
sion covers the period of 24–60 months of age.
Both curricula comprise five areas: Cognition,
Communication, Social Adaptation, Fine Mo-
tor, and Gross Motor. Similarly, the Assess-
ment, Evaluation, and Programming System
for Infants and Children, Second Edition
(AEPS; Bricker, 2002) is both an evaluation
tool and a curriculum for children (from birth
to 6 years of age) with disabilities. Six
developmental areas are assessed, including
Fine Motor, Gross Motor, Cognitive, Adaptive,
Social–Communication, and Social. The Ha-
waii Early Learning Profile (HELP; Parks,
1992) comprises 685 skills and behaviors with-
in six domains for children with developmental
disabilities from birth to age 36 months.
Finally, the Brigance Diagnostic Inventory of
Early Development II (Brigance, 2004) is
both a diagnostic instrument and a criterion-
referenced classroom assessment. It provides
criterion-referenced task analyses across 11
domains for children from birth to age 84
months. However, unlike the previously dis-
cussed tools, the Brigance is not a curricu-
lum, in that it does not provide specific teach-
ing strategies or activities based on the test
results.

Specialized Curriculum Measures

Specialized measures have also been developed
to assess and provide curricula for specific sub-
groups of children. For example, the Oregon
Project Curriculum for Visually Impaired and
Blind Preschool Children (Brown, Simmons, &
Methvin, 1986) assesses children with both vi-
sual and other impairments from birth to age
72 months. The Developmental Assessment for
Students with Severe Disabilities, Second Edi-
tion (DASH-2; Dykes & Erin, 1999) is a
criterion-referenced instrument that assesses
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performance in language, sensory–motor skills,
activities of daily living, basic academic skills,
and social–emotional skills in children whose
developmental functioning falls between birth
and 6 years, 11 months of age. It can serve as
an initial assessment instrument, a tool for cur-
riculum planning, and a means of monitoring
progress. The Assessment of Basic Language
and Learning Skills (ABLLS; Sundberg &
Partington, 1998) is a language-based assess-
ment tool and curriculum for young children
with autism and other developmental disabili-
ties. Twelve areas related to language are
addressed, such as requests, motor imitation,
labeling, and conversations. Finally, The
Callier–Azusa Scale (Stillman, 1978; Stillman
& Battle, 1985) was designed specifically for
children who are deaf–blind, but it can also be
used with most students with severe disabili-
ties. The scale is based on direct observation of
the child over a 2-week period and includes
subscales assessing visual, auditory, and tactile
development. Information on other specialized
scales can be found in Bagnato, Neisworth, and
Munson (1997).

Performance-Based Assessment Tools

Neisworth and Bagnato (2004) described a
continuum of measurement contexts, including
clinical (conducting the assessment in a highly
scripted manner in a laboratory-like setting),
simulated (using standardized administration,
but in a setting that may better resemble the
child’s natural environment), analogue (pre-
senting materials in the child’s natural setting),
and natural (observing play and learning be-
haviors in the child’s natural setting). Some
tools that can be used within an analogue con-
tact include the Communication and Symbolic
Behavior Scales—Developmental Profile
(CSBS-DP; Wetherby & Prizant, 2002), the De-
velopmental Observation Checklist System
(DOCS; Hresko, Miguel, Sherbenou, & Bur-
ton, 1994), and the Work Sampling System
(WSS; Meisels et al., 2002). The CSBS-DP, a
norm-referenced tool, helps assess the commu-
nicative competence (use of eye gaze, gestures,
sounds, words, understanding, and play) of
children with a functional communication age
between 6 months and 24 months (chronologi-
cal age up to about 6 years). The DOCS, a
parent-completed checklist, has been normed
for birth to age 6 years and assesses language,
social, motor, and cognitive functioning. The

WSS, a curriculum-embedded, performance as-
sessment for preschool to grade 5, is highly
correlated with individually administered psy-
choeducational batteries.

Some options for use in more natural con-
texts include the DOCS, the Pediatric Evalua-
tion of Disability Inventory (PEDI; Feldman,
Haley, & Coryell, 1990) and the second edition
of the Ages and Stages Questionnaire (ASQ;
Bricker & Squires, 1999). The PEDI, a parent
report questionnaire, evaluates functioning in
children with disabilities ages 6 months to 7
years, 6 months, and includes both functional
performance and capability in three domains:
Self-Care, Mobility, and Social Function. The
ASQ is a parent-completed questionnaire
about communication, gross motor, fine motor,
problem solving, and personal–social skills for
children up to 5 years of age. Table 12.6 pro-
vides a summary of selected criterion- and
performance-based assessment tools.

Task Analysis

Another way to conduct a performance assess-
ment involves the use of a task analysis, which
is the breaking down of a complex skill or se-
quence of behaviors into its component behav-
iors (Sulzer-Azaroff & Mayer, 1991). Each
component is listed in the order of occurrence.
For example, an eight-step task analysis for
washing hands follows:.

1. Turn on water.
2. Pick up soap.
3. Put hands under water.
4. Remove hands from water and rub hands

with soap.
5. Put soap down.
6. Rub hands together.
7. Rinse soap off of hands.
8. Turn off water.

Once a task analysis is developed, individu-
als may be assessed on their level of indepen-
dence for each step. Typically, a child’s or
adolescent’s rating is based on the level of assis-
tance required to complete a given step. Types
of assistance include physical guidance, point-
ing, modeling, verbal cues, and visual cues. To
conduct a skills assessment, an evaluator often
uses a “least to most” prompting strategy. For
example, the individual might simply be told to
wash his or her hands. The evaluator waits a
few seconds, and if the individual does not ini-
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TABLE 12.6. Criterion-Based and Performance-Based Assessment Tools

Test Age range Description/comments

Ages and Stages Questionnaire,
second edition (ASQ; Bricker &
Squires, 1999)

Birth to 5 years A parent-completed questionnaire on
Communication, Gross Motor, Fine Motor,
Problem Solving, and Personal–Social Skills.

Assessment, Evaluation, and
Programming System for Infants
and Children, second edition
(AEPS; Bricker, 2002)

Birth to 6 years An evaluation tool and curriculum for
children with disabilities. Areas assessed
include Fine Motor, Gross Motor, Cognitive,
Adaptive, Social–Communication, and
Social.

Assessment of Basic Language
and Learning Skills (ABLLS;
Sundberg & Partington, 1998)

NA A language-based assessment tool and
curriculum for young children with autism
and other developmental disabilities.

Brigance Diagnostic Inventory of
Early Development II (Brigance,
2004)

Birth to 84 months Is both a diagnostic instrument and a
criterion-referenced classroom assessment,
but not a curriculum.

Callier–Azusa Scale (Stillman,
1978; Stillman & Battle, 1985)

NA Designed for children who are deaf–blind,
but can also be used with students with
severe disabilities. Based on direct
observation.

Carolina Curriculum (Johnson-
Martin, Attermeier, & Hacker,
2004; Johnson-Martin, Jens,
Attermeier, & Hacker, 2004)

Infant/Toddler
version: birth to 36
months
Preschool version: 24
to 60 months

Both curricula comprise five areas:
Cognition, Communication, Social
Adaptation, Fine Motor, and Gross Motor.

Communication and Symbolic
Behavior Scales—Developmental
Profile (CSBS-DP; Wetherby &
Prizant, 2002)

6- to 24-month level
of functioning
(chronological age up
to about 6 years)

A norm-referenced tool that assesses
communicative competence (Use of Eye
Gaze, Gestures, Sounds, Words,
Understanding, and Play).

Developmental Assessment for
Students with Severe Disabilities
II (DASH-2; Dykes & Erin,
1999)

Birth and 6 years,
11 months
(developmental
functioning level)

A criterion-referenced instrument that
assesses performance in Language, Sensory–
Motor Skills, Activities of Daily Living,
Basic Academic Skills, and Social–Emotional
Skills.

Developmental Observation
Assessment System (DOCS;
Hresko, Miguel, Sherbenou, &
Burton, 1994)

Birth to 6 years A parent-completed checklist that assesses
language, social, motor, and cognitive
functioning.

Oregon Project Curriculum for
Visually Impaired and Blind
Preschool Children (Brown,
Simmons, & Methvin, 1986)

Birth to 72 months Assesses children with moderate to severe
mental retardation.

Work Sampling System (WSS;
Meisels et al., 2002)

Preschool to Grade 5 A curriculum-embedded performance
assessment.

Pediatric Evaluation of Disability
Inventory (PEDI; Feldman et al.,
1990)

6 months to 7 years,
6 months

A parent report questionnaire of functional
performance and capability in Self-Care,
Mobility, and Social Function.



tiate the first step of the task analysis (e.g.,
turning on the water), the least intrusive
prompt is given (e.g., “Turn on the water”). If
the individual continues to require a greater
level of assistance, a modeling or pointing
prompt might be provided. Finally, physical
guidance is given if less intrusive prompts are
unsuccessful in assisting the individual to com-
plete the step. This is repeated for every step of
the task analysis.

Skills can also be broken down into more ba-
sic components, often in a developmental se-
quence. For example, the Carolina Curriculum
for Preschoolers with Special Needs (second
edition) (Johnson-Martin, Attermeier, &
Hacker, 2004) provides curriculum sequences
in a range of development areas, such as atten-
tion and memory, size and number concepts,
and receptive language skills. Several published
assessment tools and curricula provide task
analyses for teaching a range of skills, such as
preschool or preacademic skills (e.g., Johnson-
Martin, Attermeier, & Hacker, 2004), language
skills (Sundberg & Partington, 1998), and
motor, cognitive, and adaptive skills (Bricker
2002).

Recommendations

It is difficult to provide specific recommenda-
tions or preferences regarding the previous-
ly mentioned alternative assessment methods.
Most are used for assessment and educational
planning. Choice of tool can be based on the
age range covered and the desired response
method. For example, the DASH-2 is appropri-
ate for children 6–11 years of age, whereas
many of the other scales focus on younger chil-
dren. Some tools involve direct observation or
assessment of the child (e.g., the Brigance); oth-
ers rely on parental report (e.g., the DOCS).
The ABLLS, which has become rather popular,
can be extremely helpful in curriculum
planning but is not norm based. Conversely,
the Brigance, which is a popular, criterion-
referenced assessment tool, does not provide a
curriculum or educational guidance.

ASSESSMENT OF ADAPTIVE BEHAVIOR

Table 12.7 summarizes the most frequently
used adaptive behavior scales. Adaptive behav-
ior reflects an individual’s ability independently
to meet the needs and social demands of the en-

vironment. Although the identification of defi-
cits in adaptive functioning are a requirement
for making a diagnosis of intellectual disability,
there remains considerable disagreement with-
in the field over what skills constitute adaptive
behavior (AAMR, 2002). The current AAIDD
definition of “intellectual disability” requires
significant limitations in both intellectual func-
tioning and adaptive behavior, as expressed
in conceptual, social, and practical adaptive
skills. This definition also focuses on an indi-
vidual’s ability to perform these skills versus his
or her acquisition of such skills. Furthermore,
the operational definition of “limitations in
adaptive behavior” is falling at least two stan-
dard deviations below the mean for (1) one of
the three types of adaptive behavior or (2) an
overall score on a standardized measure of
adaptive behavior. Although many of the avail-
able tools for measuring adaptive behavior do
not contain domain names that directly match
the three areas encompassed in the AAIDD def-
inition, most commonly used tools have empir-
ically derived factors that correspond to the
three dimensions of adaptive behavior.

A number of available scales have a history
of use in intellectual disability. Most involve
the use of a clinical interview of an informant
who knows the individual well. Some also in-
clude options for a simple questionnaire for-
mat. The Vineland Adaptive Behavior Scales–II
(Sparrow, Cicchetti, & Balla, 2005), perhaps
the best known tool, has recently been revised.
The survey and expanded interview forms uti-
lize a semistructured interview format to gather
information on adaptive functioning from a
parent/caregiver. Teacher and caregiver rating
forms are also available as an alternative to the
interview. The Vineland assesses areas of com-
munication, daily living skills, socialization,
and motor skills (for ages 6–11 years and youn-
ger). Results can be expressed as a standard
score (X = 100, SD = 15), percentiles, or age
equivalents of each area, as well as an Adaptive
Behavior Composite. The Interview Edition
Survey and Expanded Form were standardized
on 3,695 individuals (birth to age 90 years).
Validity of the Vineland was also established
for individuals with mild, moderate, and se-
vere/profound mental retardation, as well as
those with emotional disorders and other dis-
abilities.

A second frequently used scale, the second
edition of AAMR Adaptive Behavior Scale—
School, last revised in 1993 (Lambert, Nihira,
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& Leland, 1993), was normed on two groups:
a sample of 2,000 students with intellectual
disability and a sample of 1,000 typically de-
veloping students, ages 3–21 years. The scale
should be completed by someone who knows
the child or adolescent well; results are ex-
pressed as either standard scores (X = 10, SD =
3), percentiles, or age equivalents. There are
nine skills domains and seven maladaptive
behavior domains. The Scales of Independent
Behavior—Revised (SIB-R, Bruininks, Wood-
cock, Weatherman, & Hill, 1996) contains a
full-scale form, short form, and early develop-
ment form, each of which also includes a Prob-
lem Behavior scale. Domains assessed include
Social Interaction and Community Skills, Per-
sonal Living Skills, Community Living Skills,

and Motor Skills. The Comprehensive Test
of Adaptive Behavior—Revised (CTAB-R; Ad-
ams, 1999) is normed for children and adults,
covering areas such as self-help skills, home liv-
ing skills, independent living skills, social skills,
sensory and motor skills, language concepts,
and academic skills. The teacher is typically
the primary respondent, but information from
other sources (e.g., a parent or guardian sur-
vey) can be used in order to complete the as-
sessment tool.

The Adaptive Behavior Assessment System,
Second Edition (ABAS; Harrison & Oakland,
2000) is a relatively new scale, based on the 10
adaptive skill domains identified in the 1992
AAIDD definition. Consequently, it is not pos-
sible to derive broader domains that corre-
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TABLE 12.7. Tests Frequently Used to Assess Adaptive Functioning

Test Age range Description/comments

AAMR Adaptive Behavior
Scale—School 2 (Lambert,
Nihira, & Leland, 1993)

3 to 21 years Assesses personal independence and personal
responsibility in daily living as well as
problem behavior. Both school/community
and residential/community versions.

Adaptive Behavior Assessment
System, second edition (ABAS;
Harrison & Oakland, 2000)

Birth to 89 years Assesses 10 adaptive skills domains. Infant/
Preschool, School Age, and Adult kits
available.

Adaptive Behavior Evaluation
Scale—Revised (second edition)
(McCarney & Arthaud, 2006)

4 to 12 years;
13 to 18 years

Includes both home and school versions.

Battelle Developmental Inventory
II (Newborg, 2004)

Birth to 8 years Assesses Personal–Social, Adaptive, Motor,
Communication, and Cognitive. Assesses
through interview, direct testing, or
observation. Screening test also available.

Comprehensive Test of Adaptive
Behavior—Revised (CTAB-R;
Adams, 1999)

Birth to 60 years Assesses Self-Help Skills, Home Living Skills,
Independent Living Skills, Social Skills,
Sensory and Motor Skills, Language
Concepts, and Academic Skills.

Developmental Profile II (Alpern
et al., 1989)

Birth to 12 years,
6 months

Well-standardized tool that covers a number
of dimensions and contains 186 items.

Scales of Independent Behavior—
Revised (SIB-R, Bruininks et al.,
1996)

Birth through adult Assesses Social Interaction and Community
Skills, Personal Living Skills, Community
Living Skills, Motor Skills, and Problem
Behavior.

Vineland Adaptive Behavior
Scales II (Sparrow, Cicchetti, &
Balla, 2005)

Caregiver Survey
Interview Form:
0 to 90 years
Teacher Rating Form:
3 years to 21 years,
11 months

‘Assesses Communication, Daily Living
Skills, Socialization, and Motor Skills (for
ages 6–11 and younger). Caregiver survey
and expanded interview forms and Teacher/
Caregiver rating forms available.



spond to the 2002 AAIDD definition (requiring
the evaluator to use only the total score). The
ABAS is normed across the age span (birth to
89 years) and includes infant/preschool, school
age, and adults kits. Parent, teacher, and day
care forms are available.

A number of alternative adaptive behavior
scales are also worth considering. One well
standardized tool is the Developmental Profile
II (Alpern, Boll, & Shearer, 1989), a 186-item
inventory covering birth to 12 years, 6 months
of age. Another option is the second edition
of the Adaptive Behavior Evaluation Scale–
Revised (McCarney & Arthaud, 2006). This
recently updated scale comprises separate ver-
sions for 4- to 12-year-olds and 13- to 18-year-
olds. The scale also includes both a home and
school version. Finally, the Battelle Develop-
mental Inventory II (Newborg, 2004), designed
for children from birth to 8 years of age, covers
five domains: Personal–Social, Adaptive, Mo-
tor, Communication, and Cognitive. Whereas
the assessment takes 1–2 hours to complete,
there is a screening test that requires 10–30
minutes. Ratings can be obtained via interview
with parents, direct assessment of the child, or
through observation of the child in the natural
environment.

Recommendations

Although there are a number of options avail-
able for assessing adaptive behavior, the
Vineland Adaptive Behavior Scales (Sparrow et
al., 2005) remains that most frequently used
tool. However, the Vineland is based on parent
and/or teacher report rather than direct obser-
vation of an individual’s skills by an inde-
pendent evaluator. Clinicians who desire to
conduct their own observations of adaptive
behavior (in addition to obtaining parent–
teacher feedback) may find the Battelle Devel-
opmental Inventory II (Newborg, 2004) to be
of use. However, the scale only goes up to age 8
and can require a considerable length of time to
complete.

ASSESSING PSYCHOSOCIAL FACTORS

As discussed previously, a range of psycho-
social factors place an individual at risk for in-
tellectual disability. The AAIDD (2002) divides
psychosocial risk factors into three categories:
social (e.g., poverty, maternal malnutrition,

lack of pre- and perinatal care), behavioral
(e.g., parental substance abuse, domestic vio-
lence, child abuse and neglect), and educational
(e.g., inadequate early intervention and special
education services, impaired parenting). It is
important to assess such factors, both to in-
crease the understanding of potential contribu-
tions to intellectual dysfunction and to assist in
development of recommendations for treat-
ment. A considerable literature indicates that
families of children with intellectual disability
experience significantly more parental stress
than other families (Baker, Blacher, Crnic, &
Edelbrock, 2002; Nachsehn & Minnes, 2005).
The level of stress perceived by families may be
influenced by a number of factors, such as a
child’s diagnosis (Crnic, Friedrich, &
Greenberg, 1983), severity of the handicapping
condition (Donovan, 1988), severity of behav-
ior problems (Baker et al., 2002; Hassall, Rose,
& McDonald, 2005; Margalit, Shulman, &
Stuchiner, 1989), a child’s age (Bristol, 1979),
race (Flynt & Wood, 1989), maternal age
(Flynt & Wood, 1989), family socioeconomic
status (Rabkin & Streuning, 1976) and paren-
tal marital status (Salisbury, 1987). The ad-
ditional caregiving requirements for children
with developmental disabilities are often a sig-
nificant source of stress to families, with level
of stress positively associated with the caregiv-
ing demands placed on mothers (Beckman,
1991). The availability of informal supports
also has been found to be negatively associated
with mothers’ stress levels (Beckman, 1991).

Interestingly, siblings of children with intel-
lectual disability appear to experience fewer
adjustment problems than their parents. For
example, Dyson (1989) compared 55 older sib-
lings of young children with handicaps and 55
matched siblings of nonhandicapped children.
Results indicated similar levels of self-concept,
behavior problems, and social competence in
the two groups. Hannah and Midlarsky (1999)
also found no overall differences between sib-
lings of children with intellectual disability and
siblings of typically developing children on
measures of internalizing disorders, external-
izing disorders, and self-esteem. In a further ex-
amination of sibling functioning based on type
of handicap, siblings of children with intel-
lectual disability evidenced the best adjust-
ment levels. These findings are consistent with
other reports (e.g., Breslau, Weitzman, & Mes-
senger, 1981; Lobato, Barbour, Hall, & Miller,
1987).
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A number of structured questionnaires are
available to assess family functioning. For ex-
ample, the Parenting Stress Index—Third Edi-
tion (PSI; Abidin, 1995), a 120-item question-
naire, assesses family stress related to child
characteristics, parent characteristics, and life
stressors. The tool was normed with 2,633 par-
ents of children 1 month through 12 years of
age. Referenced group profiles are provided for
families of children with autism, as well as with
developmental disabilities. A short form com-
prising 36 questions is also available. The
PSI has received considerable use by research-
ers examining stress in families of children
with developmental disabilities. For example,
Hassall and colleagues (2005) recently docu-
mented a positive relationship between level of
parental stress (as measured by the PSI) and pa-
rental locus of control, parenting satisfaction,
and child behavior difficulties in a group of 46
mothers of children with intellectual disability.
Nachshen and Minnes (2005) also documented
that parents of children with developmental
disabilities reported more stress and less well-
being, as measured by the PSI, than parents of
typically developing children.

A number of other assessment tools have
been used in studies of families of children with
developmental disabilities. For example, the
Questionnaire on Resources and Stress—Short
Form (Friedrich, Greenberg, & Crnic, 1983) is
a 52-item self-report questionnaire developed
primarily for assessing stress in families who
care for children with developmental or intel-
lectual disability. It is a psychometrically de-
rived version of the 285-item Questionnaire on
Resources and Stress (Holroyd, 1974) and uses
a true–false format. This tool was used by
Dyson, Edgar, and Crnic (1989) to examine ad-
justment in siblings of children with develop-
mental disabilities. The Family Impact Ques-
tionnaire (FIQ; Donenberg & Baker, 1993), a
50-item questionnaire that assesses parents’
perceptions and of a child’s impact on the fam-
ily, has been used in recent studies of maternal
well-being and parenting stress in families of
preschoolers with developmental delays (Baker
et al., 2002; Eisenhower, Baker, & Blacher,
2005; Nachshen & Minnes, 2005). The Family
Member Well-Being Index (McCubbin, Pater-
son, & Glynn, 1982), an eight-item measure of
family members’ well-being, assessing health,
tension, energy, cheerfulness, fear, anger, sad-
ness, and general concern, was recently used in
a study by Nachshen and Minnes (2005) to ex-

amine parental empowerment of school-
age children with developmental disabilities.
Finally, scales such as the Family Environment
Scale (Moos & Moos, 1994) have a long his-
tory of use in family research, including studies
of families with child or sibling with intellec-
tual disability (e.g., Hannah & Midlarsky,
1999).

Recommendations

Despite the availability of a number of options
to assess family functioning, the PSI, third edi-
tion (Abidin, 1995) is still used frequently with
this and other pediatric populations. However,
it fails to provide information regarding paren-
tal mental health and possesses only a limited
number of items related to marital issues.

ASSESSING PSYCHIATRIC PROBLEMS

Conducting a psychiatric assessment for an in-
dividual with intellectual disability remains
challenging for a number of reasons: (1) Lan-
guage deficits often make it difficult for a child
with intellectual disability to report internal
and feeling states; (2) some behaviors may be
maladaptive, yet developmentally appropriate
(e.g., an adolescent with intellectual disability
takes an item from a peer, but has no concept
of “stealing”); (3) few available assessment in-
struments have been normed for this popula-
tion; (4) sensory and/or physical impairments
may complicate diagnosis; and (5) the pres-
ence of “diagnostic overshadowing” (Benson
& Aman, 1999). Diagnostic overshadowing re-
fers to situations in which the presence of intel-
lectual disability decreases the diagnostic sig-
nificance of a psychiatric disorder. In other
words, behaviors that might be seen as evi-
dence of psychopathology in typically develop-
ing children and adolescents are attributed to
cognitive deficits in individuals with intellec-
tual disability.

Proper diagnosis also often requires that cli-
nicians rely on observable behavior rather than
self-report (MacLean, 1993). As with typically
developing children who require mental health
treatment, parent/caregiver and teacher reports
provide an invaluable source of information.
Despite the aforementioned challenges, it is
generally accepted that diagnostic criteria for
psychiatric disorders, such as those found in
DSM-IV-TR (APA, 2000), can be reasonably
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applied to children and adolescents functioning
at or above the mild range of mental retarda-
tion (IQs above 50). However, these criteria
may be less appropriate or useful for those
functioning within the severe to profound
range of functioning (MacLean, 1993).

In assessing children and adolescents with
intellectual disability, the clinician must be
aware of certain symptom clusters that often
may indicate the presence of a specific disorder
associated with intellectual disability. For ex-
ample, a child who exhibits regression in skills
prior to 30 months of age, such as a loss of pre-
viously acquired language skills, along with
unusual behaviors such as stereotyped hand
movements, may be displaying symptoms
consistent with Rett’s disorder (APA, 2000).
Lesch–Nyhan syndrome is often associated
with severe self-injury (Nyhan, 1976). Children
with Angelman syndrome typically display un-
provoked laughter, hyperactivity, and sleep dis-
orders, whereas children with Williams syn-
drome often have short attention spans but are
quite social and often have strong musical skills
(AAMR, 2002; Einfeld & Aman, 1995).
Children with Smith–Magenis syndrome are
often impulsive, have sleep disorders, and en-
gage in stereotypical and self-injurious behav-
iors (AAMR, 2002).

Similarly, when evaluating a child or adoles-
cent with a previously diagnosed medical disor-
der, it is important that the clinician be aware
of any associated behavioral sequelae, because
such behaviors are often the reason for referral.
For example, when evaluating a child with in-
tellectual disability secondary to lead poison-
ing, the clinician should ask questions regard-
ing pica (the persistent eating of non-nutritive
substances; APA, 2000). A child seen for evalu-
ation with a diagnosis of Prader–Willi syn-
drome is likely exhibiting behaviors related to
compulsive eating (Pueschel & Thuline, 1991).

Structured Diagnostic Interviews

To improve the reliability of open-ended psy-
chiatric interviews, a number of structured psy-
chiatric interview tools have been developed.
Such interviews involve asking groups of ques-
tions in a standard manner and order. The rater
indicates the presence or absence of each symp-
tom, then tallies ratings at the conclusion of the
interview and makes a diagnosis. Kamphaus
and Frick (2002) reported a number of advan-
tages to structured psychiatric interviews, in-

cluding (1) the ability to obtain important pa-
rameters of a child’s behavior that are not typi-
cally assessed by most behavior rating scales,
(2) the ability to provide temporal sequencing
among behaviors (i.e., to determine whether a
behavior suggestive of depression occurs con-
tiguously with other behaviors associated with
this diagnosis), (3) the ability to determine the
level of impairment, (4) enhancement of the
correspondence between the assessment tech-
nique and DSM diagnostic criteria, and (5)
help in improving clinical assessors’ compe-
tence in interviewing. Conversely, some specific
weaknesses are also associated with structured
psychiatric interviews: (1) the amount of time
required to conduct such interviews, (2) the
need to train interviewers to meet reliability
standards, (3) lack of information from other
sources (such as teachers), and (4) difficulty in
accounting for age-related norms (i.e., being
unable to account for age-appropriate differ-
ences in activity level between preschoolers and
adolescents) (Kamphaus & Frick, 2002).

Three structured interview tools have re-
ceived the most attention in the literature and
have revised versions that include both DSM-
III-R and DSM-IV criteria. Each has parent and
child versions and takes up to 90 minutes to
complete. None has been normed with children
or adolescents with intellectual disability. The
Schedule for Affective Disorder and Schiz-
ophrenia for School-Age Children—Present
and Lifetime Version (K-SADS-PL; Kaufman,
Birmaher, Brent, Rao, & Ryan, 1996), a semi-
structured diagnostic interview, assesses past
and present psychopathology in children and
adolescents ages 6–18. It covers all major
DSM-III-R and DSM-IV diagnoses applicable
to this age group, with separate parent and
child interviews. The Diagnostic Interview for
Children and Adolescents–IV (DICA-IV) (de la
Osa, Ezpeleta, Domenech, Navarro, & Losilla,
1997; Reich, 2000) was similarly developed for
children and adolescents ages 6–18 and has a
more structured format than the K-SADS. It,
too, assesses all major DSM-III-R and DSM-
IV diagnoses for children and adolescents. It
also includes separate interviews for parents
and children/adolescents and is available in a
computerized form. The Diagnostic Interview
Schedule for Children–IV (DISC-IV; Shaffer,
Fisher, Lucas, Dulcan, & Schwab-Stone, 2000)
is a highly structured, standardized interview
schedule with versions for both children and
parents. It is based on DSM-IV criteria cover-

582 PART V. DEVELOPMENTAL DISORDERS



ing children ages 6–17 years in the parent ver-
sion and ages 9–17 in the self-report version. A
computerized interview version (C-DISC) is
also available. A couple of additional tools pro-
vide a similar interview format for both parent
and child. The Child and Adolescent Psychiat-
ric Assessment (CAPA; Angold & Costello,
2000), developed for individuals 8–17 years of
age, and the Children’s Interview for Psychiat-
ric Symptoms (ChIPS; Weller et al., 2000), cov-
ering individuals 6–18 years of age, both offer
possible alternatives to the K-SADS-PL, DISC-
IV, and DICA.

Some of the available self-report interviews
may be of particular interest to clinicians who
assess children and adolescents with intellec-
tual disability. However, none of these tools has
been normed for individuals with developmen-
tal, cognitive, or learning disorders, and all ap-
pear to be based on DSM-III-R diagnostic crite-
ria. The Dominic—Revised (Dominic-R; Valla,
Bergeron, & Smolla, 2000), a structured picto-
rial questionnaire, assesses DSM-III-R–based
diagnoses in children ages 6–11 years. A child
is shown a number of drawings of a peer in sit-
uations associated with various childhood psy-
chiatric disorders and is simply asked whether
the same kind of thing has happened to him or
her (“Are you like this?”). The reliability and
validity data are promising. A recent article has
been published with preliminary data on an ad-
olescent version of the Dominic-R for 12- to
16-year-olds, also using DSM-III-R–based di-
agnostic criteria (Smolla, Valla, Bergeron,
Berthiaume, & St. Georges, 2004). The third
edition of the Pictorial Instrument for Children
and Adolescents—Revised (PICA-III-R; Ernst,
Cookus, & Moravec, 2000) comprises 137 pic-
tures organized in modules that cover five diag-
nostic categories, including disorders of anxi-
ety, mood, psychosis, disruptive behavior, and
substance abuse. Although the standardization
sample was drawn from individuals whose ages
ranged from 6 to 16 years, limited data are
available on the tool’s psychometric properties.
Like the Dominic-R, it uses DSM-III-R–based
diagnostic criteria.

A few structured psychiatric interview
schedules have been developed specifically for
children and adolescents with intellectual
disability. The Structured Clinical Interview
(Spragg, 1988) was designed for individuals
with intellectual disability. It uses simple lan-
guage, relying on open-ended questions and
items with choice formats. However, there are

limited available data on the scale’s psychomet-
ric properties, and little evidence of its use for
clinical or research purposes. The Schedule of
Handicaps, Behaviour, and Skills (HBS)—Re-
vised (Wing, 1982; Wing & Gould, 1978) was
originally developed for children with intellec-
tual disability or autism. Information is ob-
tained from the caregiver in a semistructured
interview. Although there are some psychomet-
ric data available (van Berckelaer-Onnes & van
Duijn, 1993), it too does not appear to have re-
ceived much attention in the literature.

Recommendations

The majority of tools reviewed here that were
designed specifically for individuals with intel-
lectual disability have seen limited use, and
have minimal available data on psychometric
properties. The clinical questionnaires with the
strongest psychometric properties and history
of use (e.g., K-SADS-PL, DISC-IV, DICA) re-
quire a greater amount of time to complete
than is typically available within a clinical set-
ting. Additionally, some require considerable
training for staff to become skilled at proper
administration (e.g., the K-SADS-PL). Conse-
quently, most of these measures are used pri-
marily for research purposes. Behavior prob-
lem checklists are an alternative option for
assessing psychiatric problems in this popula-
tion (discussed below).

Behavior Problem Checklists
and Self-Report Scales

Behavior problem checklists have been used ex-
tensively to augment the diagnosis of psychiat-
ric disorders in children with intellectual dis-
ability. Additionally, such tools have provided
documentation of changes in behavior follow-
ing a range of interventions, especially pharma-
cological treatment (e.g., Aman, De Smedt,
Derivan, Lyons, & Findling, 2002; Handen &
Hardan, 2006). Checklists can be completed by
primary informants, such as teachers or par-
ents, as well as by the child or adolescent. From
an assessment standpoint, these tools allow one
to obtain information from informants (e.g.,
teachers) who would otherwise not be avail-
able during the assessment. These tools also
provide structure for informants and allow for
comparison of the behavior of the child being
evaluated with that of same-age and -gender
peers.
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The challenge facing the evaluator is
whether to use a questionnaire that has been
normed for children with intellectual disability
or one that has been normed for typically de-
veloping children. From a diagnostic stand-
point, the use of an appropriately normed tool
is recommended. Such a tool takes into account
population differences between typically devel-
oping individuals and those with intellectual
disability. However, this is less of a concern for
purposes of demonstrating a treatment effect
(e.g., using either psychosocial or pharmaco-
logical treatment), because the individual can
serve as his or her own control. However, the
tool must be appropriate for individuals with
intellectual disability. For example, a tool con-
taining a high number of questions about con-

duct problems (e.g., swearing, threatening oth-
ers with weapons) would be inappropriate for
an adolescent with severe mental retardation
and no language skills. I summarize some of
the tools used in intellectual disability research,
most of which have been normed with atypical
populations.

Table 12.8 summarizes the most commonly
used behavior problem checklists and self-
report scales for children and adolescents with
intellectual disability. Among the best-known
checklists is the Conners Rating Scales
(Conners, 1997), which have been used exten-
sively as a supplemental data source for assess-
ing ADHD and also the efficacy of a wide
range of psychotropic medications in children
with intellectual disability and/or autism
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TABLE 12.8. Behavior Problem Checklists

Test Age range Description/comments

Aberrant Behavior Checklist
(ABC; Aman & Singh, 1986)a

6 years
to adult

Comprises 58 items and five factors: Irritability,
Lethargy, Stereotypical Behavior, Hyperactivity, and
Inappropriate Speech.

Conners Rating Scales (Conners,
1997)

3 to 17
years

Includes Parent and Teacher versions, including long
and short forms. All forms include the ADHD Index.

Developmental Behaviour
Checklist II (DBD-II; Einfeld &
Tonge, 2002)a

Children
and adults

A 96-item parent and 93-item teacher rating scale.
Comprises five subscales: Disruptive/Antisocial
Behavior, Self-Absorbed, Communication Disturbance,
Anxiety, and Social Relating Disturbance. Norms for
both parents and teachers.

Fear Survey for Children with
and without Mental Retardation
(Ramirez & Kratochwill, 1990)a

10 to 13
years

A 60-item, self-report questionnaire, appropriate for
children with mild mental retardation. A self-report
scale.

Nisonger Child Behavior Rating
Form (Tasse et al., 1996)a

3 to 16
years

Includes parent and teacher forms. Comprises 66 items
and five subscales: Conduct Problems, Hyperactivity,
Self-Injury/Stereotypy, Insecure/Anxious, Self-Isolated/
Ritualistic, Overly Sensitive (parent form), and
Irritability (teacher form).

Reiss Scales for Children’s Dual
Diagnosis (Reiss & Valenti-Hein,
1990)a

4 to 21
years

Is a downward extension of the RSMB. Comprises 60
items with nine factors (e.g., Anger/Self-Control,
Anxiety, Attention Disorder).

Reiss Screen for Maladaptive
Behavior (RSMB; Reiss, 1988)a

Adolescents
and adults

Comprises 38 items and seven clinical subscales:
Aggressive Behavior, Psychosis, Paranoia, Depression
(behavioral), Depression (physical), Dependent
Personality Disorder, and Avoidant Disorder.

Repetitive Behavior Scale—
Revised (RBS-R; Bodfish et al.,
2000)a

NA A 43-item rating scale with six factors: Stereotypical
Behavior, Self-Injurious Behavior, Compulsive Behavior,
Ritualistic Behavior, Sameness Behavior, and Restricted
Behavior.

a Normed or developed for individuals with mental retardation.



(Aman, Marks, Turbott, Wilsher, & Merry,
1991; Handen et al., 1992; Jaselskis, Cook,
Fletcher, & Leventhal, 1992). The current re-
vision of the checklist comprises a 59-item
teacher version and an 80-item parent version.
In addition, short forms for both teachers (28
items) and parents (27 items) are available.
Each item is rated on a 4-point scale based on
frequency of occurrence (from Not at all to
Very often). The parent version comprises 10
subscales, whereas the teacher version has nine
subscales. All four long and short versions in-
clude an ADHD Index.

Whereas the Conners Rating Scales are
normed with typically developing children,
they continue to be used as both a tool to estab-
lish research criteria for ADHD in children
with intellectual disability and to document
medication efficacy (e.g., Aman, Kern,
McGhee, & Arnold, 1993; Handen et al.,
1992). A 1994 study by Pearson and Aman
compared the results of mental versus chrono-
logical age when using the Conners norms for
children with intellectual disability. The study
was prompted by the recommendation of some
researchers and clinicians that mental rather
than chronological age be used when compar-
ing the score of a child with an intellectual dis-
ability with the normal group (Barkley, 1990).
However, Pearson and Aman found significant
correlations in only 4 of 27 comparisons be-
tween scale ratings and mental age, lending lit-
tle support to guidelines stating that mental age
be used to determine which norms should be
applied when children with intellectual disabil-
ity are evaluated.

A number of additional available behavior
problem checklists have been developed and
specifically normed for children, adolescents,
and adults with intellectual disability. The
reader is also referred to a 2004 chapter by
Lecavalier and Aman, as well as an article by
Aman (1994), that reviewed many of the avail-
able behavior problem checklists for use with
this population.

The most extensively validated tool is the
Aberrant Behavior Checklist (ABC; Aman &
Singh, 1986). A Community Version of the
ABC was validated in 1992 (Marshburn &
Aman, 1992). The ABC comprises a list of 58
behavioral items, rated on a 3-point scale. The
Community Version has been normed on a
group of 666 children (ages 6–15) and 1,024
adults. The factor analysis resulted in five sub-
scales: Irritability, Agitation/Crying, Lethargy/

Social Withdrawal, Stereotypic Behavior, and
Hyperactivity. There are separate norms for
children by both age and gender. The Commu-
nity Version is completed by teachers or other
staff who work with individuals with intellec-
tual disability. The Nisonger Child Behavior
Rating Form (Tasse, Aman, Hammer, &
Rojahn, 1996) comprises a list of 66 behavioral
items rated on a 4-point severity scale. The
Nisonger was originally standardized on a
sample of 369 children (ages 3–16) who were
seen consecutively at an interdisciplinary clinic
for children with intellectual/developmental
disabilities. The majority of the sample func-
tioned within the mild range of mental retar-
dation. Both parent and teacher forms are
available. Subscales include Conduct Problems,
Hyperactivity, Self-Injury/Stereotypy, Insecure/
Anxious, Self-Isolated/Ritualistic, Overly Sen-
sitive (parent form), and Irritability (teacher
form).

Another option for assessing mental health
problems in adolescents and adults with intel-
lectual disability is the RSMB (Reiss, 1994). It
comprises seven clinical subscales, based on a
factor analysis of data from a sample of 306 in-
dividuals with intellectual disability and mental
health problems. An alternative for children is
a downward extension of the RSMB, the Reiss
Scales for Children’s Dual Diagnosis (RSCDD;
Reiss & Valenti-Hein, 1990). The original fac-
tor analysis was based on data from 313 indi-
viduals with intellectual disability (ages 4–21
years) seen at community-based agencies.
Using a 3-point rating scale, the RSCDD com-
prises 60 items resolving into nine factors (e.g.,
Anger/Self-Control, Anxiety, Attention Disor-
der). However, because no “Depression” sub-
scale was identified via the factor analysis, the
authors selected a set of items from the DSM
and other sources on an a priori basis to create
such a subscale.

One of the most psychometrically sound
behavior scales for children and adults with
intellectual disability is the Developmental
Behaviour Checklist II (DBD-II; Einfeld &
Tonge, 2002). The authors have recently re-
normed the scale (with a sample of 1,155
teachers and 1,536 parents), which was origi-
nally adapted from the Child Behavior Check-
list (Achenbach, 1991). The scale seems to be
particularly useful for individuals functioning
within the moderate to severe range of mental
retardation, but the recent revision includes a
good number of items for individuals with mild
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mental retardation (see Lecavalier & Aman,
2004). Utilizing a 3-point rating scale, the
DBD-II comprises 96 items for the Parent ver-
sion and 93 items for the Teacher version. Five
subscales were derived from the most recent
factor analysis: (1) Disruptive and Antisocial
Behavior, (2) Self-Absorbed, (3) Communica-
tion Disturbance, (4) Anxiety, and (5) Social
Relating Disturbance. A total behavior prob-
lem score may also be tabulated.

An assessment tool that may be useful for
work with individuals with repetitive behaviors
(a common problem among individuals with
intellectual disability) is the Repetitive Behav-
ior Scale—Revised (RBS-R; Bodfish, Symons,
Parker, & Lewis, 2000). This empirically de-
rived scale was developed by combining items
measuring repetitive behaviors contained in
other scales, along with clinical experience.
The 43 items are rated on a 4-point scale, re-
sulting in six factors: Stereotypic Behavior, Self-
Injurious Behavior, Compulsive Behavior,
Ritualistic Behavior, Sameness Behavior, and
Restricted Behavior. Few self-report scales have
been normed with individuals with intellectual
disability. One of the obvious problems with
such scales is the validity of the responses. One
option is the Fear Survey for Children with
and without Mental Retardation (Ramirez &
Kratochwill, 1990), a simplified 60-item revi-
sion of the Children’s Fear Survey Schedule
(Ryan & Dietiker, 1979). The survey involves
asking the child to indicate whether an item
makes him or her scared, afraid, or nervous.
Although it appears to be appropriate for chil-
dren with mild mental retardation, the study
sample included only children in the 10- to 13-
year age range with intellectual disability.

Recommendations

In summary, for children and adolescents func-
tioning within the moderate to mild range of
mental retardation, scales such as those by
Conners, may be useful but should be inter-
preted cautiously. Supplementing or replacing
these scales with one that is normed and devel-
oped specifically for individuals with intellec-
tual disability may be the best practice. For
children and adolescents functioning within the
severe to profound range of mental retarda-
tion, scales specifically developed for this pop-
ulation should be used. Obtaining information
from multiple sources (e.g., parents and teach-

ers) is also recommended. Finally, one should
be particularly cautious in using a self-report
scale as the sole or primary source of informa-
tion during an assessment.

BEHAVIORAL OBSERVATION

Direct behavioral observation provides an
important part of a multimethod assessment
of a child’s strengths and weaknesses. When
the referral question relates to specific behav-
ior problems (e.g., self-injury, inattention), di-
rect observation becomes paramount. Unfortu-
nately, an outpatient clinic is not necessarily the
best setting in which to observe a child. A child
experiences considerable reactivity when first
seen in a new and strange place. Therefore,
when possible, home or school visits are an
effective (although not necessarily efficient)
means of obtaining valid information regard-
ing a child’s behavior. Because this is not al-
ways possible, researchers and clinicians have
developed a number of different analogue, in-
clinic situations that attempt to replicate home
and school settings as closely as possible. In do-
ing so, they hope to elicit behaviors similar to
those observed outside the clinic.

Once the target behaviors have been identi-
fied (e.g., noncompliance, out-of-seat behavior,
aggression), children may be observed in a vari-
ety of different situations within the clinic.
However, it may require some ingenuity on the
part of the clinician to provide a specific setting
in which the target behaviors can be elicited
and observed. For the child who is noncompli-
ant, having the parent work with him or her on
both easy and demanding tasks (e.g., simulate a
homework session) may provide an opportu-
nity both to see the behavior and to observe
how it is handled by the parent. Sometimes, the
assessment situation itself can elicit the behav-
ior of concern. Such might be the case for a
child who uses aggression or other disruptive
behaviors to obtain attention. The youngster
may attempt to interrupt or disrupt when the
parent is talking with the clinician. Observing
such interactions between parent and child
provides a rich database from which to under-
stand the problem and recommend solutions.

A variety of methods are available for quan-
tifying direct observations of children alone or
interacting with their parents. The most com-
monly used strategy is frequency recording,
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which involves counting the number of occur-
rences of an event. For example, Kern, Mauk,
Marder, and Mace (1995) examined the func-
tional relationship between breath holding and
various situations (e.g., being placed alone in a
room, during play, being provided adult atten-
tion when breath holding) in a child with se-
vere mental retardation and Cornelia de Lange
syndrome. The dependent measure was the
number of breath-holding episodes observed
during each 10-minute observation. A second
strategy involves recording the duration of an
event. This might be useful when observing be-
haviors such as remaining seated or playing ap-
propriately. The clinician simply records the to-
tal time a child engages in the target behaviors
during the observation period. More complex
observational strategies have involved the use
of event sequences. For example, a clinician
might track social interactions by scoring on-
going sequences of behavioral events, such as
might occur during a mother–child interaction.
Such data provide information on interactional
patterns of behavior that can be used in treat-
ment. Breiner and Forehand (1982) used such a
tool to examine mother–child interactions in
oppositional preschoolers with and without
developmental disabilities. They found that
mothers of the children with delays used signif-
icantly more commands, and the delayed chil-
dren exhibited greater noncompliance than did
the typically developing children. Similarly,
Handen, Feldman, Lurier, and Husar (1999)
observed mothers and their developmentally
delayed preschoolers (all diagnosed with
ADHD) during a clinic task, in which the
mother asked the child to comply with 10 re-
quests. Observations were conducted while the
children were on both Ritalin and placebo. The
preschoolers were found to be significantly
more compliant and less disruptive during the
Ritalin condition compared to the placebo con-
dition.

A particular area of emphasis in behavior
analysis has been to conduct a functional as-
sessment of the target behaviors. Such an as-
sessment can be done in a variety of ways. One
strategy involves the taking data over a period
of a few days or weeks (depending on the rate
of the behavior of interest) by caregivers. When
the target behavior occurs, information on pos-
sible antecedents (e.g., date, time, who was in-
volved, what was occurring at the time), a de-
scription of the behavior, and the consequences

(i.e., how the behavior was managed) is gath-
ered. With this information, the clinician can
begin to develop hypotheses as to the function
of the behavior and develop appropriate treat-
ment interventions. Behavior analysts have typ-
ically divided the function of behavior into four
categories: task avoidance, attention seeking,
obtaining a tangible item, and obtaining sen-
sory stimulation.

An alternative and more analytic approach is
to conduct a functional analysis of a behavior.
This involves the direct manipulation of vari-
ables to test the various functional relation-
ships. One example is provided by Iwata,
Dorsey, Slifer, Bauman, and Richman (1994),
who used this model to better understand vari-
ables that either produced or maintained self-
injury in nine children with developmental dis-
abilities. Over a number of weeks, children
were repeatedly observed for 15-minute peri-
ods in one of four experimental conditions: so-
cial disapproval for self-injury, academic de-
mands in which the clinician turned away for
30 seconds following self-injury (with praise
given for task completion), a no-demand play
situation (with self-injury ignored), and an
alone condition. Six of the nine subjects consis-
tently evidenced higher levels of self-injury in
specific stimulus conditions, suggesting that
within-subject variability was a function of fea-
tures of the environment. These findings have
implications for the selection of appropriate
treatment intervention. A number of other re-
searchers have also used this model to assess
children in a variety of settings. For example,
Piazza and colleagues (2003) evaluated 15 chil-
dren with feeding disorders (typically involving
food refusal). Each child’s behavior was
observed under four different feeding condi-
tions: (1) baseline: simply talking to the child
throughout the meal and leaving a spoonful of
food near the child’s mouth; (2) attention:
coaxing and other forms of adult attention fol-
lowing food refusal; (3) escape: removing the
food following refusal to eat; and (4) tangible:
providing tangible items (e.g., favorite toys,
foods, or drinks) when the child refused to eat.
Results found increased food refusal for 10 of
the 15 children during one or more of the con-
ditions, suggesting that environmental vari-
ables played a role in the feeding problem. Ad-
ditionally, this information provided important
information regarding possible treatment inter-
ventions for each child. Figure 12.1 shows in-
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FIGURE 12.1. Inappropriate mealtime behaviors per minute for three children: Todd, Colin, and Rob-
ert. From Piazza et al. (2003). Copyright 2003 by the Society for the Experimental Analysis of Behavior.
Reprinted by permission.



appropriate mealtime behaviors per minute in
the attention and escape conditions for three
children.

A number of clinicians and researchers have
also developed complex observation systems to
code behavior in the home or school. Such sys-
tems typically involve an interval recording
strategy. This method divides time into small
intervals (e.g., 10–15 seconds). Observers re-
cord as many as 25 possible behaviors (pres-
ent–absent) during each interval. For example,
Pierce and Schreibman (1997) used such a sys-
tem to code social interactions between dyads
of preschoolers with autism and typically de-
veloping peers. Daily sessions between two
peers were videotaped and coded using 10-sec-
ond intervals. Coded behaviors included main-
taining interactions, initiating conversations,
and initiating play. Computerized coding sys-
tems, such as the Social Interaction Code (SIC;
Niemeyer & McEvoy, 1989), are also avail-
able. The SIC uses a laptop computer to code
initiations, responses, and interactions of a tar-
get child with peers during play. A number of
other software programs on the market allow
clinicians/researchers to design their own cod-
ing schemes, depending on the target behaviors
to be observed (e.g., The Observer XT,
Procoder for Digital Video).

Recommendations

The type of direct observational method to
utilize depends on the specific behavior prob-
lem, as well as the resources available. Deter-
mining the function of the target behavior is
the first priority if an appropriate treatment
plan is to be developed. A clinician working
within a school or home setting may observe
the child directly. The clinician who is limited
to seeing individuals in a clinical setting can
still obtain outside data or observe directly
through simulation of various conditions
(e.g., a demand situation, play condition, at-
tention condition). The ability to conduct ab-
breviated functional assessments within a
clinic setting has been demonstrated by a
number of researchers (e.g., Cooper et al.,
1990; Wacker et al., 1994).

SUMMARY OF BEST PRACTICES IN ASSESSMENT

The choice of tools to be used for an assess-
ment of a child or adolescent with intellectual

disability must match the question being posed.
For example, a child who is referred for assess-
ment and treatment of self-injurious behavior
may not require IQ or achievement testing as
part of the evaluation. Specific recommenda-
tions regarding assessment tools are provided
at the end of each of the previous subsections.
However, for a child referred for assessment of
possible intellectual disability, a number of ar-
eas that represent current best practices should
be thoroughly examined. These include a thor-
ough developmental/medical history, use of a
well-matched cognitive assessment tool, mea-
surement of adaptive functioning, evaluation
of achievement levels, assessment of related ar-
eas as appropriate (e.g., speech and language,
motor, memory), the completion of behavior
problem scale(s) (by both parent and teacher),
and additional history and/or direct obser-
vation of behavioral concerns to assess the
function of the behavior and to determine a
possible comorbid psychiatric diagnosis. Refer-
ral to other specialists may also need to be con-
sidered (e.g., genetics, psychiatry, neurology,
audiology, speech and language specialist, oc-
cupational therapy), depending on the possible
role of other factors in the clinical picture (e.g.,
seizures, hearing loss, genetic disorder). Finally,
the clinician needs to assess child and family
strengths, and available resources to develop
appropriate treatment recommendations.

INTEGRATING ASSESSMENT RESULTS

With data and information gathered from a
wide array of sources, it may initially seem a
formidable task to integrate the assessment re-
sults, let alone make treatment recommenda-
tions. Morgenstern and Klass (1991) suggest
that the primary referral question should serve
as a frame of reference for determining the an-
swers to be provided during feedback to the
family and in any subsequent report. Sattler
(2001) recommends that a number of questions
be considered that will guide the integration of
information gathered during the assessment.
Most important to consider is how the assess-
ment results will help to answer the referral
question and what questions remain. Once this
is determined, the clinician must decide which
major findings to interpret, which trends to de-
velop in the feedback or report (i.e., Do the re-
sults suggest developmental delays across all
areas? Do the results indicate consistent pat-

Chapter 12. Intellectual Disability (Mental Retardation) 589



terns of errors or relative weaknesses?), and
which recommendations to make. Crnic (1988)
provides a list of six questions that may be use-
ful in integrating assessment results.

1. Is there significant test scatter across skills
areas?

2. How do the results compare with previous
assessment?

3. Did changes in the structure of testing (e.g.,
testing limits or allowing the use of alterna-
tive strategies) affect performance?

4. What behavioral factors were problems and
what factors were strengths? Did they affect
the assessment outcome?

5. Did performance or behavior vary across
settings?

6. Are historical variables (e.g., developmen-
tal, medical, behavioral) relevant to the
child’s performance?

In formulating specific recommendations
following the assessment of a child with intel-
lectual disability, Sattler (1988) suggests that a
number of questions be considered:

1. Do the results indicate a diagnosis of intel-
lectual disability?

2. Is the child eligible for special services?
3. What are the least restrictive options for

programming?
4. If mainstreaming or inclusion is possible,

what additional supports will be needed?
5. What are the child’s social skills strengths

and weaknesses?
6. What skills will be needed for productive

employment (for adolescents)?
7. As the individual reaches adulthood, what

types of supports will he or she require to
live independently? If this is not possible,
what type of living arrangement will be
needed?

PROVIDING FEEDBACK

The success of the feedback session depends in
large part on how the initial interview was con-
ducted and on the development of a shared re-
ferral question between clinician and family.
Assisting the family to frame the proper ques-
tion early on sets the stage for productive and
useful feedback. One should be careful not to
have the feedback focus solely on a child’s or
adolescent’s deficits. Instead, it will be impor-

tant to stress strengths, as well as areas in
which interventions will be focused. Perhaps
the most difficult feedback to offer a family is
that of a diagnosis of intellectual disability. It is
not unusual to find that others who have al-
ready evaluated the child and found identical
results have never used the terms “intellectual
disability” or “mental retardation” when talk-
ing with the family. This places the clinician in
an awkward and in some ways unfair position.
Yet it is important that this information be
shared with the family.

The clinician should also offer to meet again
with the family to process the information and
to ensure that the recommendations have been
followed. Specific recommendations should be
provided in writing at the time of feedback
whenever possible. These should include whom
to contact regarding obtaining appropriate ser-
vices, names of parent support groups, local
and state resources for services such as respite,
summer camperships, and so forth. Providing
reading materials at the time can also be help-
ful. It is also important that families receive a
copy of your report as soon as possible. Assess-
ment results should not simply be exchanged
among professionals and agencies, but should
be shared with families. In fact, reports should
be written with families in mind, so that they
are clear and understandable, with as little jar-
gon as possible. Often, when a family hears
stressful news, it is difficult for them to hear the
remainder of the findings and recommenda-
tions. Written reports provide another chance
for family members to react to the results and
recommendations.

SUMMARY

Assessment of the child or adolescent with in-
tellectual disability is a considerable challenge.
It requires a number of important skills on the
part of the clinician, including the ability to
work with families, knowledge of developmen-
tal and etiological issues, experience in using a
range of standardized and criterion-based as-
sessment tools, understanding of the service
delivery system, knowledge of the law as it
pertains to developmental disabilities, and ex-
perience in providing clinical interventions
with this population. The heterogeneity of this
group of children makes this a particular-
ly daunting task. Consequently, the clinician
needs to gather data from as many sources as
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possible, assess a wide range of areas of func-
tioning, and work closely with the family, as
well as professionals from other disciplines.
Finally, the clinician should work with the fam-
ily to push the limits often placed upon individ-
uals with intellectual disability. This means be-
ing open to suggesting the creative use of
supports to enhance to the fullest the involve-
ment of children and adolescents with intellec-
tual disability in their schools, communities,
and families.
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C H A P T E R 1 3

Learning Disabilities

Deborah L. Speece
Sara J. Hines

It is an interesting and challenging time to con-
sider the assessment of learning disabilities.

The U.S. Congress recently passed legislation
that modified regulations pertaining to identifi-
cation of learning disabilities as part of the
reauthorization of the Individuals with Disabil-
ities Education Act (IDEA, 2004). Academics
debate the merits of the changes and what they
may portend for the field, while practitioners
await state guidelines and, in some cases, apply
new methods of identification. We assume that
children and youth who struggle with learning
the school curriculum continue to be identified
and provided with services to assist their
achievement despite the current ambiguity on
identification procedures.

Our goal in this chapter is to identify, de-
scribe, and evaluate trends in the assessment of
learning disabilities (LDs). The federal defini-
tion follows:

Sec. 602(30)(A)
SPECIFIC LEARNING DISABILITY.—

(A) IN GENERAL.—The term “specific learning
disability” means a disorder in 1 or more of the
basic psychological processes involved in under-
standing or in using language, spoken or written,
which disorder may manifest itself in imperfect
ability to listen, think, speak, read, write, spell, or
do mathematical calculations.

(B) DISORDERS INCLUDED.—Such term in-
cludes such conditions as perceptual disabilities,

brain injury, minimal brain dysfunction, dyslexia,
and developmental aphasia.

(C) DISORDERS NOT INCLUDED.—Such term
does not include a learning problem that is pri-
marily the result of visual, hearing, or motor
disabilities, of mental retardation, of emotional
disturbance, or of environmental, cultural, or
economic disadvantage. (IDEA Amendments of
2004, Sec. 602(30), p. 118)

This statutory definition has survived 30 years
of scrutiny. Although modifications have been
proposed, with some changes generally ac-
cepted by the field (Hammill, 1990), the central
concepts of psychological processing problems
coupled with academic difficulties remain in-
tact. The recently passed regulations change
the guidelines for implementing the statutory
definition. It is here that the debate begins.
There are two primary issues. The first is
the possibility of not requiring an aptitude–
achievement discrepancy. We view the discrep-
ancy criterion as a proxy for psychological pro-
cessing problems. The second is allowing a pro-
cess called response to intervention (RTI) to be
used as one means of documenting LDs. We
provide more detail later on the changes, but it
is this dynamic that sets the stage for most of
our discussion. Although the regulations ex-
plicitly allow the possibility of using either a
discrepancy formula or RTI, comments in the
regulations by the U.S. Department of Educa-
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tion suggest that RTI approaches are favored.
In some sense, the train has left the station with
RTI in the driver’s seat. However, given the
wiggle room in the current regulations and the
need for any assessment to be valid regardless
of backing by the federal government, we eval-
uate the merits (i.e., validity) of current identi-
fication standards. First we provide an histori-
cal perspective on LD assessment. A discussion
of current issues that include overviews of ex-
clusion factors, prevalence, and comorbidity
follows this section. The primary emphasis
in this section is the review of validity evi-
dence for two major approaches to diagnosis:
psychological/cognitive processing discrepan-
cies and RTI. We end with recommendations
and suggestions for future directions.

HISTORY OF LD ASSESSMENT

Historically the purpose of assessment of LD
was not only to identify students with LDs but
also to link assessment results to remediation.
It seems that, over time, Federal involvement
in the field resulted in an abandonment of
the identification–assessment–remediation link.
Therefore, we divide our analysis of historical
issues into pre-Federal and Federal periods.

Hallahan and Mercer (2002) provide a de-
tailed account of the history of LDs. Informa-
tion for the current review relies heavily on that
account, as well as those of Wiederholt (1974),
Hammill (1993), Torgesen (1998, 2004), Shep-
herd, (2001), Hallahan and Mock (2003), and
Lyon, Fletcher, and Barnes (2003).

Pre-Federal Involvement

Although the term “learning disabilities” was
not coined until the 1960s, there is a long his-
tory of clinicians and researchers studying chil-
dren and adults with related conditions. We
highlight their major contributions to the iden-
tification and assessment of persons with LDs.

European Researchers

The contributions of Gall (ca. 1800) in Ger-
many were integral to the development of the
field of LDs (Hallahan & Mock, 2003;
Hammill, 1993; Lyon et al., 2003). The system-
atic investigation of LDs began around 1800,
with Gall’s examination of adults who suffered
head injuries resulting in loss of the ability to

speak (aphasia) but not the ability to write.
Gall introduced the concept of relative
strengths and weaknesses within an individual.
He also focused on the related concept of spe-
cific rather than general cognitive deficits as the
result of brain damage. Furthermore, for Gall it
was critical that the patient’s problems were
not caused by other conditions, such as mental
retardation or deafness, an exclusionary clause
that continues in present definitions (Hammill,
1993).

Gall’s discussions of the localization of brain
functions stimulated and influenced the in-
vestigation of other European researchers
concerned with spoken language disorders
(Wiederholt, 1974). Specifically, the work of
Bouillaud, Broca, Jackson, Wernicke, and
Head established the occurrence of very spe-
cific types of mental impairment as a result
of damage to isolated regions of the brain
(Torgesen, 2004).

Hinshelwood, a French researcher, investi-
gated not only individuals with head injuries,
resulting in reading and language problems,
but also children with what he referred to
as “congenital word blindness” (Hallahan &
Mercer, 2002). Kussmaul (1877) had previ-
ously used the term “word-blindness” to de-
scribe an adult patient with no apparent dis-
ability other than difficulty with reading (cited
in Hallahan & Mercer, 2002). Hinshelwood
was among the first to assert that congenital,
rather than acquired brain defects, might cause
children to have developmental reading prob-
lems and to speculate about effective remedial
reading methods for such children. This con-
cept of a specific reading problem that was not
the result of a known head injury was signifi-
cant to the conceptualization and assessment of
LDs, as was Hinshelwood’s linking of that con-
dition to remediation. According to Wiederholt
(1974), “Hinshelwood’s landmark publications
offered the first major detailed attempt to pres-
ent the etiology of disorders of written lan-
guage and to describe educational intervention
techniques” (p. 117).

U.S. Researchers

READING-RELATED DISORDERS

European researchers in the 1800s who investi-
gated the effects of brain injury or congenital
factors on speech and language functions had a
significant impact on research in the United
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States. Several prominent physicians, psycholo-
gists, and educators used the findings of Gall,
Hinshelwood, and other Europeans as a
springboard for further research (Hallahan &
Mercer, 2002). Specifically, Samuel Orton,
Grace Fernald, Marion Monroe, and Samuel
Kirk impacted the development of the LD field
in the United States through their investiga-
tions of language and reading disabilities
(Hallahan & Mercer, 2002).

Samuel Orton, in the 1920s and 1930s, relied
heavily on Hinshelwood’s prior work with indi-
viduals with “congenital word blindness.”
Orton’s views differed from Hinshelwood’s, in
that Orton viewed the condition as more preva-
lent (over 10% of school population) than did
Hinshelwood (less than 1 in 1000 students).
Current estimates are more in line with Orton’s
view. Orton renamed the condition “strepho-
symbolia,” which means mixed symbols, and
hypothesized that inherited mixed cerebral
dominance was the cause of many cases of the
condition. He theorized that the nondominant
hemisphere of the brain stored mirror images of
those stored in the dominant hemisphere. In in-
dividuals with complete hemispheric domi-
nance, the mirrored images were suppressed.
However, in children with mixed dominance,
the mirrored images emerged, causing reversals
of letters and words, or strephosymbolia. Al-
though Orton’s ideas of mixed dominance are no
longer popular in the field of LDs, Lyon and col-
leagues (2003) credit Orton with being the first
to stress that reading disabilities were related to
cerebral dysfunction and that they did not occur
strictly in persons with low intelligence.

Orton was one of the first researchers to sug-
gest direct instruction in phonics for students
with reading disabilities, including instruction
in sound blending. Furthermore, he was one of
the first to suggest multisensory instruction for
students with such disabilities. His ideas re-
garding phonics instruction were reflected in
the work of Anna Gillingham and Bessie
Stillman. In fact, the Orton–Gillingham
method of phonics instruction is still used in
practice. This technique uses a multisensory, di-
rect instruction approach to teach phonics.
Samuel Orton was prophetic in his emphasis
on direct phonics instruction. Researchers over
the last 20 years have linked phonological
awareness deficits and poor grapheme–
phoneme correspondence as the core issues un-
derlying reading disabilities (e.g., Adams,
1990; Torgesen et al., 1999).

Marion Monroe, who served as Orton’s re-

search associate, developed diagnostic tests
based on the theories of Orton and Grace
Fernald, and used the results to guide instruc-
tion. Monroe introduced two practices that are
important in current theories of LD assessment
(Hallahan & Mercer, 2002). First, she intro-
duced the idea of discrepancy between actual
and expected achievement as a means of identi-
fying students with reading disabilities, calcu-
lating a reading index by comparison of the
child’s reading level (based on the average of
four achievement tests) to an average of the
child’s chronological, mental, and arithme-
tic grades. Second, she advocated analyzing
the specific types of reading errors children
made on achievement tests to guide instruction,
rather than focusing on the test scores. This
practice introduced the notion of what would
later be referred to as “diagnostic prescriptive
instruction.” Monroe also developed individ-
ual profiles of student errors to aid identifica-
tion of students and selection of appropriate re-
medial tactics. The success of her instructional
programs supported the optimistic belief that
the reading problems of students could be
remediated given the appropriate interventions
based on diagnostic findings.

Influenced by Monroe’s use of profiles, Sam-
uel Kirk created the Illinois Test of Psycho-
linguistic Abilities (ITPA) as an instrument to
provide profiles of intraindividual differences
(Hallahan & Mercer, 2002). Results from the
diagnosis of psycholinguistic strengths and
weaknesses were used to inform remediation.
Kirk’s ITPA was the first formal attempt to
measure cognitive processing and design reme-
dial techniques based on the assessment find-
ings. According to Barbara Bateman (2005), a
student of Kirk in the 1960s, Kirk had a lead-
ing role in the field of LD as it emerged from its
roots in language disorders, reading, and brain
injury, because he distilled the three conceptual
linchpins of LD: (1) the educability of intelli-
gence; (2) pronounced intraindividual differ-
ences in cognitive abilities as the hallmark of
children with LD, in contrast to the flat profiles
of children with mental retardation; and (3) ed-
ucational diagnosis of LD to inform recom-
mendations of what and how to teach.

MORE GENERALIZED DISORDERS

The described work of Orton, Fernald, Mon-
roe, and Kirk focused specifically on reading
disabilities. It was the investigations of Heinz
Werner and Alfred Strauss and colleagues dur-
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ing the period after World War II that led to the
emergence of the more generalized category of
LD as a formally recognized field (Lyon et al.,
2003). Kurt Goldstein’s work in Germany with
soldiers with head injuries influenced that of
Heinz Werner and Alfred Strauss, who both
emigrated from Germany to the United States
and were simultaneously employed at the
Wayne County Training School (Hammill,
1993). Together Werner and Strauss investi-
gated whether children classified as mentally
retarded who had suffered brain injury were
different from those with congenital mental re-
tardation. They wanted to determine whether
the children classified as mentally retarded fol-
lowing brain injury were similar to Goldstein’s
nonretarded adults with brain injuries. They
differentiated between children with brain inju-
ries and retardation and those with congenital
retardation, with a description of their corre-
lated disorders, such as perceptual problems,
impulsivity, disorganization, distractibility, dis-
inhibition, and perseveration (Hallahan &
Mercer, 2002; Hammill, 1993). Strauss and an-
other colleague, Lehtinen, assessing the perfor-
mance of these children with brain injuries and
retardation, reported that they exhibited prob-
lems in the areas of figure–ground perception,
attention, concept formation, as well as hyper-
activity (Lyon et al., 2003). Strauss and col-
leagues used the term “minimal brain injury”
(MBI) for these children. From their studies,
the concept of MBI or dysfunction that
emerged in the 1960s assumed that the condi-
tion could be identified by behavioral signs in
the absence of physical or neurological evi-
dence (Lyon et al., 2003).

The Wayne County research team recom-
mended differentiated educational program-
ming for the group with brain injuries. They
suggested a distraction-free environment, and
the diagnosis and remediation of perceptual
disturbances (Hallahan & Mercer, 2002). Ac-
cording to Torgesen (1998, 2004) the effect of
Werner and Strauss on the field of LD was pro-
found, in that they crystallized three concepts
used repeatedly by earlier researchers that pro-
vided a rationale for the field of LD as a sepa-
rate entity, identifying a core about what was
unique about children with LD. Those con-
cepts were as follows: (1) individual differences
in learning could be understood by examining
how children approached learning tasks; (2)
educational practices should be tailored to in-
dividual strengths and weaknesses; and (3)
children with deficient learning processes could

be helped to learn normally, if those processes
were strengthened (Torgesen, 1998, 2004).
Werner and Strauss also suggested that stan-
dardized test scores be interpreted cautiously,
advocating that clinicians dig deeper to de-
termine why a particular error was made
(Hallahan & Mock, 2003).

William Cruickshank extended Werner and
Strauss’s work with students with mental retar-
dation to children with normal intelligence
(Hallahan & Mercer, 2002). Cruickshank’s in-
structional program focused on controlling the
learning environment and providing readiness
training in the form of perceptual and percep-
tual motor exercises, because he believed that
deficiencies in those areas were responsible for
the child’s learning problems. The program
paid little attention to reading or phonics in-
struction (Hallahan & Mercer, 2002). Results
after the first year indicated that the program
was only effective in improving perceptual mo-
tor abilities and reducing distractibility for the
short term, and had no effects on achievement
or IQ (Hallahan & Mercer, 2002).

A number of other individuals developed
training programs in the 1960s for visual–
perceptual and/or visual–motor skills; prom-
inent among them were Newell Kephart,
Marianna Frostig, Glen Doman, and Carl
Delacato (Hallahan & Mercer, 2002). Their
programs were also eventually found to be in-
effective in improving academic performance.
However, at this point in time, researchers had
discovered tools they considered effective for
identifying and educating students with disabil-
ities, and they had sufficient knowledge to
claim the existence of a specific construct, a
construct not yet referred to as LD (Hallahan
& Mock, 2003).

By 1963 the new LD field was moving to-
ward the formal definition of LD as a handi-
capping condition (Lyon et al., 2003), based
largely on the beliefs of the previously dis-
cussed pioneers in the field: that children
with LDs learned differently than children
with mental retardation, that their learning
difficulties resulted from intrinsic (i.e., neuro-
biological) rather than environmental factors,
that LDs were unexpected given the child’s
strengths in other areas, and that children
with LDs required specialized education
(Lyon et al., 2003). A further belief was that
by examining a child’s performance on formal
(e.g., ITPA) and informal assessments, an ap-
propriate and effective intervention plan
could be developed.
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Formal Definition and Federal Involvement

Creation of the Term “Learning Disabilities”

Samuel Kirk is generally credited with creating
the term “learning disabilities.” He originally
defined the condition in his1962 textbook Ed-
ucating Exceptional Children:

A learning disability refers to retardation, disor-
der, or delayed development in one or more of the
processes of speech, language, reading, writing,
arithmetic, or other school subjects resulting from
a psychological handicap caused by a possible ce-
rebral dysfunction and/or emotional or behavioral
disturbances. It is not the result of mental retarda-
tion, sensory deprivation, or cultural or instruc-
tional factors. (cited in Hallahan & Mercer, 2002,
p. 22)

It is interesting to note that emotional–
behavioral factors were possible causes of LDs
according to Kirk’s 1962 definition. However,
he excluded children who were deaf or blind,
mentally retarded, or who suffered from educa-
tional or cultural disadvantages.

The term “learning disabilities” was adopted
in 1963 at a meeting of groups of parents and
educators of children identified with a variety
of names, including minimal brain injured, per-
ceptually handicapped, and neurologically im-
paired. The parents and educators met in an at-
tempt to unify their views. Kirk suggested
“learning disabilities” at that meeting as a uni-
fying term to define the children (Shepherd,
2001). That was the beginning of the group
known today as the Learning Disabilities Asso-
ciation of America.

Bateman, a student of Kirk, redefined “learn-
ing disabilities” in 1965:

Children who have learning disorders are those
who manifest an educationally significant discrep-
ancy between their estimated potential and actual
level of performance related to basic disorders in
the learning process, which may or may not be ac-
companied by demonstrable central nervous sys-
tem dysfunction, and which are not secondary
to generalized mental retardation, educational
or cultural deprivation, severe emotional distur-
bance, or sensory loss. (cited in Hallahan & Mer-
cer, 2002, p. 23)

Bateman included in her definition Monroe’s
earlier IQ–achievement discrepancy concept as
indicative of students with LDs. She also added
emotional disturbance to the list of exclu-
sionary factors. Both of Bateman’s changes to

Kirk’s definition were eventually incorporated
into the Federal definition and regulations gov-
erning the identification of LDs, with far reach-
ing consequences.

Federal Definition

In 1963, the U.S. government had convened
three task forces to address issues related to
LDs. Two of the task forces focused primarily
on defining LD; they developed conflicting def-
initions on two controversial issues important
to assessment: (1) whether or not nervous sys-
tem dysfunction is a primary causal factor, and
(2) whether an IQ–achievement discrepancy is
a defining characteristic of LDs. As these two
task forces were attempting to name and define
the LD construct, the Education of the Handi-
capped Act was signed into law; the act did not
extend Federal assistance and protection to stu-
dents with LDs (Hallahan & Mock, 2003).

The United States Office of Education
(USOE) asked the National Advisory Com-
mittee on Health and Disability (NACHD),
headed by Samuel Kirk, to define LD. The
NACHD definition was similar to that in
Kirk’s 1962 textbook; however, emotional dis-
turbance was listed as an exclusionary condi-
tion in accordance with the Bateman definition
(Hammill, 1990).

As a result of intense lobbying by profession-
als and parents with a stake in the field of LD,
Federal legislation was passed to include stu-
dents with LDs (Hammill, 1993). In 1969, the
Elementary and Secondary Education Act of
1965 was amended to include students with
LDs as a special education category.

In 1975, with the Passage of the Education
for All Handicapped Children Act (Public
Law No. 94-142), the Federal government
mandated that school districts provide free
and appropriate education to all children
with handicaps, including those with LDs.
During the House Subcommittee Hearing on
Public Law No. 94-142, concern was ex-
pressed regarding the vagueness of the pro-
posed definition. The Bureau of Education
for the Handicapped was instructed to find a
better definition that explained explicitly how
children were to be identified. Consensus was
not achieved, so the NACHD definition, with
a few minor modifications, was adopted
(Hammill, 1990).

The following definition was used in Public
Law No. 94-142:
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The term “specific learning disability” means a
disorder in one or more of the basic psychological
processes involved in understanding or using lan-
guage, spoken or written, that may manifest itself
in an imperfect ability to listen, read, spell, write,
or to do mathematical calculations, including
such conditions as perceptual handicaps, brain in-
jury, minimal brain dysfunction, dyslexia, and de-
velopmental aphasia. The term does not include
children who have learning problems that are pri-
marily the result of visual, hearing, or motor
handicaps, or mental retardation, or emotional
disturbance, or of environmental, cultural, or eco-
nomic disadvantage. (cited in Hallahan & Mock,
2003, p. 24)

The definition of learning disabilities that
first appeared in 1975 in Public Law No. 94-
142, the Education of all Handicapped Chil-
dren Act, was also incorporated in revisions of
that law (IDEA—1990, 1997, and 2004). The
current revision of IDEA was reauthorized in
December 2004.

IQ–Achievement Discrepancy

There is an operational definition in the Fed-
eral law, which first appeared in a separate set
of regulations for children with LDs (USOE,
1977). These regulations, in accordance with
the Bateman definition, state that a student has
a specific learning disability if (1) the student
does not achieve at the proper age and ability
levels in one or more specific areas when pro-
vided with appropriate learning experiences,
and (2) the child has a severe discrepancy
between achievement and intellectual abil-
ity in one or more of seven areas (i.e., oral
expression, listening comprehension, written
expression, basic reading skills, reading com-
prehension, mathematics calculation, and
mathematics reasoning). It is this operational
definition that has resulted in reliance on evi-
dence of an IQ–achievement discrepancy in LD
diagnoses.

The focus in the regulations on a severe dis-
crepancy resulted in a significant conceptual
shift in LD from psychological processes to un-
explained underachievement (Reschly, Hosp,
& Schmied, 2003). This shift was in part a re-
sponse to controversy about the psychological
processing clause included in the definition
(Torgesen, 2004). As discussed earlier, various
programs to remediate specific processing defi-
cits identified by assessment of processing abili-
ties had not been proven effective for improv-

ing academic, cognitive, or even long-term
perceptual–motor abilities. Although tests of
specific processing abilities at that time (which
often were focused on visual processing
and visual–motor abilities) were ineffectual in
determining appropriate intervention, they at
least represented an attempt to link LD assess-
ment to intervention. The shift to the IQ–
achievement discrepancy criterion in the
federal regulations abandoned this assessment
goal. Discussion of psychological processes, as
well as the use of the IQ–achievement discrep-
ancy in assessment, is included later in this
chapter.

In the 1976 Federal Register, the Bureau of
Education for the Handicapped (USOE, 1976)
suggested a formula for determining a severe
discrepancy. The concept of “severe discrep-
ancy” was defined as achievement 50% below
expectations. This component, according to
Hammill (1990), led to the development of
state formulas for calculating a severe dis-
crepancy between intellect and achievement.
Opposition to the USOE formula approach
was immediate; as a result, the formula was
dropped from later regulations. However, al-
though the USOE deleted the formula from its
1977 definition, many states seized on the idea
of aptitude–achievement discrepancy, and de-
signed and implemented their own formulas
(Hammill, 1990). As of 2001, 48 of 50 states
included the severe discrepancy between intel-
lectual ability and achievement in their LD
classification criteria (Reschly et al., 2003). No
Federal guidance was provided regarding how
the discrepancy was to be determined or what
constituted a “severe” discrepancy. As a result,
the definitions of and methods used to deter-
mine such a severe discrepancy vary dramati-
cally across the states (Reschly et al., 2003).

There was another, practical rather than the-
oretical reason for the inclusion of discrepancy
criterion in the regulations. According to
Weintraub (2005), the question of whether to
include students with LDs in Federal legislation
was a major contention, because opponents ar-
gued that the proposed definition of LD was
too vague and could possibly require services
to millions of students. As a result, an amend-
ment was agreed to on the floor of the House
of Representatives, capping the number of stu-
dents who could be served under the LD cate-
gory at 2% (Reschly et al., 2003). This cap was
subsequently lifted when the USOE adopted
regulations for identification of students with
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LDs, including the severe discrepancy require-
ment that would supposedly limit the number
of students served to 1–3% of the total popula-
tion (Weintraub, 2005). It is interesting to note
that the current percentage of students classi-
fied as having LDs is almost double the higher
limit of that estimate. Therefore, in addition to
moving identification of LD away from assess-
ment that informs instruction, the discrepancy
criterion did not limit the identified population
as intended. A more detailed discussion of the
prevalence of LD is included later in this chap-
ter.

The most recent edition of the Diagnostic
and Statistical Manual of Mental Disorders
(DSM-IV-TR; American Psychiatric Associa-
tion, 2000) largely reflects the Federal perspec-
tive. Differences include use of the term “learn-
ing disorders” instead of learning disabilities
and more emphasis on distinguishing among
academic domains in diagnosis. The domains
are reading, mathematics, and written expres-
sion, with an additional category for “learning
disorder not otherwise specified.” The similar-
ity is the embrace of a discrepancy model. In-
terestingly, there is no qualification associated
with use of discrepancy despite an impressive
body of research that calls its validity into
question.

CURRENT ISSUES IN ASSESSMENT OF LDS

Other difficulties with the diagnosis of LD are
the exclusion factors maintained in the statu-
tory definition and the likelihood that an LD co-
occurs with other conditions. On the one hand,
the law seemingly ignores the possibility of
comorbidity via the exclusions; on the other
hand, research documents comorbidity. In
contrast to Federal implications, DSM-IV-TR
(American Psychiatric Association, 2000)
guidelines support comorbid diagnosis includ-
ing not only the co-occurrence of more than one
academic difficulty but also cross-classification
diagnosis with mental retardation, pervasive de-
velopmental disorder, and communication dis-
order. We next provide a brief overview of ex-
clusion factors in the Federal definition and the
most prominent comorbid conditions.

Exclusion Factors

The exclusionary factors in the Federal defini-
tion are retained in the latest reauthorization of

IDEA and include visual, hearing, or motor
disabilities; mental retardation; emotional dis-
turbance; and environmental, cultural, and
economic disadvantage. Children cannot be di-
agnosed as having LDs if the cause of the learn-
ing problem is attributed to these sources.
Fletcher and colleagues (2002) argued that the
cognitive correlates of academic difficulties at-
tributed to social, cultural, and economic dis-
advantage do not appear to be different from
those associated with LD. Also, according to
Lyon and colleagues (2001), a child’s interven-
tion needs and response to intervention do not
vary according to these distinctions. The exclu-
sion of environmental factors is problematic,
because such factors interact with and exacer-
bate LDs (Fletcher et al., 2002). Such factors
need to be considered when evaluating a stu-
dent and determining treatment, rather than
discounted as not being the cause of the disabil-
ity.

Comorbid Conditions

Social–Emotional Problems

Accumulating evidence indicates that a signif-
icant number of children with LDs are likely
to have social–emotional problems. Students
with LDs evidence problems in virtually every
category of social well-being, that is, affec-
tive, self-concept and attributions, and social
skills (Bryan, 1998). In a meta-analysis of
152 studies, Kavale and Forness (1996) found
that on average about 75% of students with
LDs manifest social skills deficits that distin-
guished them from comparison groups. The
differences were consistent across different
evaluators (peers, teachers, and the students
themselves) and across major dimensions of
social skills.

The results of several studies comparing stu-
dents with and without LDs have consistently
found that students with LDs are more likely to
experience feelings of depression, anxiety, and
loneliness (Bryan, 1998; Bryan, Burstein, &
Ergul, 2004). Wright-Strawderman and Wat-
son (1992) investigated the prevalence of de-
pressive symptoms in elementary school chil-
dren, ages 8–11, with LDs, and found that
35.85% scored in the depressed range on the
Children’s Depression Inventory. Depression is
not only a serious mental health issue but also
an academic one. Negative affect depresses
memory and produces inefficient information
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processing; it affects the performance of com-
plex cognitive functions that require flexibility,
integration, and utilization of cognitive mate-
rial (Bryan et al., 2004). The high percentage of
children with LDs who reported depressive
symptoms suggests that depression should be
assessed in the diagnostic process (Wright-
Strawderman & Watson, 1992). Maag and
Reid (2006), however, caution that although
researchers have found that students with LDs
obtain statistically higher scores on measures
of depression than their peers, it is not known
whether the degree of difference is sufficient to
place them in the clinical range. The authors
stated that there are not unequivocal data to in-
dicate that students with LDs are any more
likely than their peers to have clinical depres-
sion.

Children with comorbid LDs and serious
emotional disturbance are underidentified and
underserved in special education systems
(Handwerk & Marshall, 1998). A deterrent to
such comorbid diagnosis is the stipulation in
the Federal regulations that an LD cannot be
caused by emotional factors. The exclusion of
emotional factors in the LD definition is in-
teresting, because for a child to qualify as
emotionally disturbed, the impairment must
adversely affect his or her educational perfor-
mance (Handwerk & Marshall, 1998). Re-
garding the exclusion of students with emo-
tional disabilities, Fletcher and colleagues
(2002) state that early failure to achieve may be
causally related to, and often precedes, the de-
velopment of behavior problems and should be
considered in evaluation.

In contrast to the Federal definition, past
definitions of LDs have made either a direct or
indirect connection between LDs and social–
emotional deficits. The Learning Disabilities
Association of America (formerly the Asso-
ciation for Children with Learning Disabil-
ities), the Federal Interagency Committee on
Learning Disabilities, and the National Joint
Committee on Learning Disabilities all defined
LDs as co-occurring with social and/or emo-
tional problems (Elksnin & Elksnin, 2004). It
should be noted that Kirk’s original LD defini-
tion included emotional problems as a possible
causal factor. However, the current Federal def-
inition fails to consider the social–emotional
deficits of children and adolescents with LDs.
No changes in the LD definition referencing the
effect of social problems were included in the
recent reauthorization.

Attention-Deficit/Hyperactivity Disorder

LDs are often linked to attention-deficit/hyper-
activity disorder (ADHD). Although ADHD is
not a category under IDEA, children with
ADHD are usually included under the other
health impaired category if they do not qualify
under any other category, such as LD or serious
emotional disturbance (SED). Estimates of co-
morbidity between LD and ADHD vary con-
siderably. Tabassam and Graigner (2002)
stated that for students with LD, comorbidity
with ADHD ranges from 40 to 80% across
studies. Voeller (2004) reported that 80% of
children selected because of severe phonologi-
cal awareness deficits met criteria for ADHD.
Children with a primary diagnosis of ADHD
often have comorbid LDs as well. Voeller
(2004) stated that it is rare to encounter a child
with pure ADHD, without emotional or learn-
ing problems. Mayes, Calhoun, and Crowell
(2000) analyzed data for 119 children ages 8–
16, evaluated in a child diagnostic clinic, and
found that an LD was present in 70% of the
children with ADHD. Of interest is that chil-
dren with both an LD and ADHD had more se-
vere learning problems than children with an
LD alone. Also children with an LD, but not
ADHD, had some attention problems, and
children with ADHD, but not an LD, had some
degree of learning problems. The authors
stated that results of their study indicate that
learning and attention problems occur on a
continuum, are interrelated, and usually coex-
ist; therefore, psychologists should take these
factors into consideration when assessing ei-
ther condition.

Math Disability

It is increasingly common for researchers to
specify the academic domain that is the target
of the LD. Thus, comorbidity among academic
disabilities requires consideration. Reading dis-
ability is the most frequently studied learning
disability, followed by math, and there are a
few studies of their co-occurrence. Light and
DeFries (1996) reported that approximately
80% of students with LDs experience reading
problems, and most of these students also evi-
dence comorbid deficits in mathematics. In
contrast relatively few children with LDs have
problems restricted to mathematics and quanti-
tative reasoning. These findings are con-
tradicted by a recent epidemiological study,
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wherein 35.0 to 56.7% of children with math
disabilities (depending on formula used) did
not experience a comorbid reading disabil-
ity (Barbaresi, Katusic, Colligan, Weaver, &
Jacobsen, 2005). They also reported that the
cumulative incidence of math disability ranged
from 5.9 to 13.8%, and that boys were signifi-
cantly more likely to experience a problem.

Investigations indicate that children with
comorbid reading and math disabilities fare
worse than children with a singular diagnosis.
In the elementary school years, children with
math difficulties (MD) who are good readers
progress faster in mathematics achievement
than do children with comorbid math and
reading difficulties (MD/RD), independent
of other factors (Hanich, Jordan, Kaplan, &
Dick, 2001; Jordan, Hanich, & Kaplan, 2003).
Specifically, children with MD evidenced an
advantage over those with MD/RD in areas
mediated by language (e.g., word problems and
verbal counting), but not in areas associated
with numerical understanding or rapid re-
trieval of math facts. According to Hanich and
colleagues (2001), children with MD should be
considered separately from children with MD/
RD, because children with MD may have an
advantage over children with MD/RD on skills
that require or are mediated by language.

Comorbid Diagnosis

Despite evidence of comorbidity between LD
and other conditions, Federal regulations and
state guidelines discourage comorbid diagnosis
(Handwerk & Marshall, 1998). Although not
explicitly prohibited, Federal reimbursements
are based on number of students identified, not
number of handicapping conditions identified,
resulting in states’ reluctance to acknowledge
comorbidity (Handwerk & Marshall, 1998).
This may be particularly true of comorbid con-
ditions requiring additional treatment, such as
emotional disturbance, rather than of those re-
quiring accommodations or pharmacological
interventions, such as ADHD. Furthermore,
because ADHD is not listed as an exclusionary
factor in the LD definition, practitioners may
be more willing to consider it in assessment.

Prevalence of LDs

Since the passage of Public Law No. 94-142,
there has been a steady increase in the number
of students identified as having LDs. The first

year the law was implemented (1977–1978)
approximately 800,000 children, or 1.8% of
the enrolled population, received services
under the LD category. By the year 2002, the
number had increased to 2.6 million, or 5.8%
of the school-age population (U.S. Department
of Education, 2002). State prevalence varied
from a low of 2.96% in Kentucky to a high of
9.46% in Rhode Island during the 2001–2002
school year (Reschly et al., 2003). Also, 50%
of all children served under IDEA are classified
as learning disabled (U.S. Department of Edu-
cation, 2002). Of those students classified as
having an LD, 1.3% are Native American,
1.9% are Asian/Pacific Islander, 19.9% are
African American (non-Hispanic), 14.5% are
Hispanic, and 62.4 % are white (non-Hispanic)
(U.S. Department of Education, 2002).

The disproportionate representation of cer-
tain ethnic groups in the IDEA disability cate-
gories of mental retardation and behavior dis-
orders is an urgent issue (Hallahan & Mock,
2003). Although the degree of representation
is not as great as that for other categories,
African Americans are slightly overrepresented
in the LD category, because they constitute
14.8% of the school-age population but 19.9%
of the LD population, as are Native Americans,
who constitute 1.0% of the school-age popula-
tion and 1.3% of the LD population. Fur-
thermore, the overrepresentation of these two
groups in the LD category in certain states is
substantial (Hallahan & Mock, 2003).

Etiology

As our discussion on history attests, LDs have
long been associated with cognitive processing
difficulties considered constitutional in origin.
Despite the difficulty of connecting poor aca-
demic performance and brain anomalies in
children with no known tissue damage, early
researchers continued to draw the inference.
This inference is also reflected in the Federal
definition of LD through subsuming the terms
“perceptual disabilities,” “brain injury,” and
“minimal brain dysfunction.” Lyon and col-
leagues (2003) noted that whereas early at-
tempts to link brain and behavior in LDs were
highly speculative, more recent work in neuro-
biology provides support for such a connection
(e.g., Shaywitz et al., 2004; Simos et al., 2005;
Temple et al., 2003). Lyon and colleagues are
careful to point out that such linkages do not
argue against environmental influences, and
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that the evidence is limited to reading disabil-
ity associated with word decoding difficulties
(dyslexia). We believe most scientists and prac-
titioners likely agree that the locus of LDs is
suboptimal cognitive processing. A primary
point of disagreement is the extent to which
these processes can be measured reliably with
valid connections to brain activity. This issue is
elaborated in our review of assessment meth-
ods that follows.

OVERVIEW OF EVALUATION
OF ASSESSMENT METHODS

The next sections of the chapter evaluate the
validity of psychological–cognitive processing
and RTI models of LD identification. Our use
of the term “validity” is based on Messick’s
(1989a, 1989b, 1995) broader conceptualiza-
tion of test validity. In the current context the
“test” to be considered includes procedures to
operationalize LDs. Messick proposed that tra-
ditional methods of evaluating validity are too
narrow, and that not only data associated with
test scores but also consequences of applying
test scores require examination. In our evalua-
tion of LD assessment procedures, we focus
on what Messick called “construct validity,”
which comprises traditional ideas about types
of validity: reliability, content, criterion and
construct validity, and relevance. Relevance re-
flects users’ evaluations of usefulness (Good &
Jefferson, 1998) and we interpret this to mean
connections between assessment data and in-
tervention. Other aspects of Messick’s view of
validity include examining consequences of test
use. We touch briefly on consequences, as ap-
propriate. For each method reviewed, evidence
for construct validity is presented, followed by
evidence for relevance.

ASSESSING PSYCHOLOGICAL
PROCESSING DISORDERS

The term “psychological processes” has been
retained as part of the definition of LDs in ev-
ery reauthorization of IDEA. This is so despite
(1) early dissatisfaction with the term that led
to the 1977 Federal regulations instituting
intellectual ability–achievement discrepancies
as a criterion for identification rather than
psychological processes (Reschly et al., 2003;
Torgesen, 2004) and (2) consistent research

findings from earlier eras that the psychologi-
cal processing approach to assessment and
intervention were not valid (e.g., Kavale &
Mattson, 1983; Klenck & Kirby, 2000).

Present-day proponents of psychological–
cognitive processing assessment for LD identi-
fication argue that past attempts using dis-
crepancy were flawed, because the measure of
intelligence (primarily the Wechsler scales)
lacked a theoretical base (Kavale, Holdnakc, &
Mostert, 2005; Naglieri, 2003). They argue
that its measurement rather than the concep-
tual base for IQ–achievement discrepancy is
flawed. Although the number of professional
writers who support this position is rather
small, the number of supportive practitioners is
potentially large. Machek and Nelson (in press)
reported that 75% of the school psychologists
they surveyed endorsed assessment of cognitive
processes in diagnosing LDs and over 60%
were endorsed using IQ–achievement discrep-
ancies. We review and evaluate several process-
ing approaches, including the Wechsler Intelli-
gence Scale for Children–IV (Wechsler, 2003),
the Woodcock–Johnson Tests of Cognitive
Abilities–III (Woodcock, McGrew, & Mather,
2001), the Cognitive Assessment System
(Naglieri & Das, 2005), and the Kaufman As-
sessment Battery for Children–II (Kaufman &
Kaufman, 2004).

Wechsler Intelligence Scale for Children–IV

A method used historically by diagnosticians to
identify a processing disorder is examination of
subtest scores from intellectual assessments
to determine patterns of cognitive strengths
and weaknesses. Such an analysis determines
whether the resulting pattern of subtest scores
differentiates between students with LDs and
other, low-achieving students (Kavale, 2002).
Hale and Fiorello (2004) reported that 90% of
school psychologists use factor or index scores,
subtest profile analysis, or both, in interpreting
IQ tests. Because intelligence tests are the basis
of such assessments and the Wechsler Intelli-
gence Scale for Children is often used, we pres-
ent a description and evaluation of the latest
edition developed for children.

Description

The Wechsler Intelligence Scale for Children–
IV (WISC-IV), released in 2003, is the current
version of Wechsler’s intelligence tests for chil-
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dren and adolescents. It is an individually ad-
ministered test for individuals ages 6 years to
16 years, 11 months. Each of the three
Weschler Scales (Wechsler Adult Intelligence
Scales, WAIS; Wechsler Intelligence Scales for
Children, WISC; and Wechsler Preschool and
Primary Scales of Intelligence, WPPSI) origi-
nally provided three IQ scores: Full Scale IQ
(FSIQ), Verbal IQ, and Performance IQ. Calcu-
lation of these three IQ scores was based on
performance on individual subtest scores. The
WISC is a downward extension of the WAIS,
and the WPPSI is a downward extension of the
WISC. In 1999, in addition to the three afore-
mentioned scales, the Psychological Corpora-
tion published the Wechsler Abbreviated Scale
of Intelligence (WASI) that comprises four
subtests (Similarities, Vocabulary, Block De-
sign, and Matrix Reasoning). Also available is
the WISC-IV Integrated version, which can be

ordered as an upgrade and incorporates the
core and supplemental subtests of the WISC-IV,
along with 12 “process approach” subtests
(McCloskey & Maerlender, 2005).

The WISC-IV has more changes than any
previous model (Flanagan & Kaufman, 2004;
Groth-Marnat, 2003), including the elimina-
tion of the traditional Verbal and Performance
IQs. In place of the performance and verbal
scores, the primary scores are now derivatives
of four factor-based index scores: Verbal Com-
prehension, Perceptual Reasoning, Processing
Speed, and Working Memory (Prifitera, Weiss,
Saklofske, & Rolfhus, 2005). Table 13.1 lists
these indices and describes the associated
subtests. A detailed description of changes is
provided by Prifitera and colleagues (2005). In
general, subtests and indices were updated to
reflect contemporary views of cognitive pro-
cesses and achievement.
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TABLE 13.1. Subtests of the Wechsler Intelligence Scales for Children—4th Edition (WISC-IV)
Organized by Index

Index Subtest

Verbal
Comprehension

• Comprehension: The student is required to answer orally presented questions
pertaining to social rules or problems.

• Similarities: The student is required to explain the similarities between oral word
pairs.

• Vocabulary: The student is required to name pictures or provide definitions for words.
• Information (Supplemental): The student is required to answer factual questions of

learned content.
• Word Reasoning (Supplemental): The student is required to identify a common

concept based on successive verbal clues.

Perceptual
Reasoning

• Block Design: The student is required to rearrange a set of blocks to match visual
patterns presented on a card (timed).

• Picture Concepts: The student is required to choose pictures from rows in an array to
form a group with common characteristics.

• Matrix Reasoning: The student is required to draw visual analogies and respond to
multiple-choice questions.

• Picture Completion (Supplemental): The student is required to identify missing
element of picture of common object or setting (timed).

Processing
Speed

• Coding: The student is required visually to match numbers with corresponding
symbols and record appropriate symbols under numbers (timed).

• Symbol Search: The student is required visually to scan an array and mark target
symbols (timed).

• Cancellation (Supplemental): The student is required to scan both a random and a
nonrandom arrangement of pictures and mark target pictures (timed).

Working
Memory

• Digit Span: The student is required to repeat orally presented numbers forwards and
backwards.

• Letter-Number Sequencing: The student is required to recode orally presented letter–
number combinations, stating the numbers in ascending order and the letters in
alphabetic order.

• Arithmetic (Supplemental): The student is required to solve mentally and express
orally the answer to orally presented arithmetic problems.



Use and Validity

The FSIQ and index scores are generally the first
scores examined by the practitioner (Zhu &
Weiss, 2005). The four WISC Index scores (Ver-
bal Comprehension, Perceptual Reasoning,
Working Memory, and Processing Speed) are of-
ten compared in the diagnosis of an LD to deter-
mine an individual’s pattern of cognitive
strengths and weaknesses. In fact, the primary
level of interpretation of the WISC-IV is at the
index score level (Weiss, Prifitera, & Saklofske,
2005). The diagnostician typically compares the
index scores either to the mean of the index
scores or among themselves to determine an in-
dividual’s relative strengths and weaknesses
(Prifitera et al., 2005). However, interpretations
should be made cautiously, because moderate
index differences are common to the general
population (Groth-Marnat, 2003), indicating
little empirical support for the practice.

Another traditional practice of psychologists
is to interpret the pattern of WISC subtest
scores and classify the patterns of cognitive
strengths and weaknesses based on subtest
analysis. Often WISC subtest scores are com-
bined to establish a profile supposedly charac-
teristic of students with learning disabilities.
Bannatyne (1968, 1974) was one of the earliest
to define such a profile. Bannatyne believed
that the WISC’s division of subtests into Perfor-
mance and Verbal IQ measures was not diag-
nostically helpful in identifying students with
LDs (Smith & Watkins, 2004). He recate-
gorized the WISC subtest scores into those test-
ing spatial abilities, conceptual abilities, se-
quencing abilities, and acquired knowledge.
Bannatyne suggested that the performance of
students with LD would demonstrate spatial
abilities > conceptual abilities > sequencing
abilities > acquired knowledge. The theory un-
derlying Bannatyne’s recategorization was that
people with LDs would be expected to do
better on spatial, holistic tasks that require si-
multaneous processing than on learning tasks
that require sequential processing (Groth-
Marnat, 2003). However, although more stu-
dents with LDs exhibit the Bannatyne profile
than do students in general, score differences
are well below significance (Kavale, 2002).
Also, the majority of students with LDs do not
have the profile (Groth-Marnat, 2003; Smith
& Watkins, 2004).

Others have attempted to define profiles of
subtests on which students with LDs score

lower compared to their overall performance.
Three such WISC profiles are the ACID, the
ACIDS, and the SCAD. Originally developed
for the WISC-R (Groth-Marnat, 2003), the
ACID refers to the scores on Arithmetic,
Coding, Information, and Digit Span subtests;
the WISC-III’s Symbol Search subtest was
added to the ACID profile to create the ACIDS
profile (Groth-Marnat, 2003); the SCAD pro-
file comprises Symbol Search, Coding, Arith-
metic, and Digit Span subtests. Children with
LDs have been found to score poorly on the
ACID, ACIDS, and SCAD subtests relative to
their overall performance. Although these pro-
files occur more frequently in individuals with
LDs than in the general population, other
groups also have the same profiles, the fre-
quency for students with LD is not that much
higher, and the majority of individuals with
LDs do not exhibit the profiles (D’Angiulli &
Siegel, 2003; Groth-Marnat, 2003).

To investigate profile analysis and students
with LDs, Mayes and colleagues (1998) com-
pared the performance of 66 children with LDs
and 51 children without LDs, ages 6–16, on the
WISC-III. Analyses involving the younger chil-
dren (6–7 years old) were conducted separately,
because the authors determined that their age
might have precluded identification as having
LDs. Mayes and colleagues found that the only
profile with statistically significant frequency
differences between children ages 8–16 with and
without LD on the WISC-III was the AD (Arith-
metic, Digit Span). For children with LDs, 38%
had Arithmetic and Digit Span as two of their
three lowest subtest scores, whereas only 9% of
students without LD exhibited that profile. It
should be noted, however, that the majority of
students with LD did not exhibit the AD profile.
Furthermore, the authors found that for chil-
dren age 6–7 years, there were no profile differ-
ences between students with and without LDs.
According to Maller (2005), although the
WISC-IV manuals promote the use of profile
analysis for interpreting an examinee’s strengths
and weaknesses, practitioners should be wary
that such an interpretation increases the likeli-
hood of findings due to chance.

Another strategy frequently used in diagno-
sis of LDs is to determine the meaning of ex-
tremely high or low individual subtest scores. A
common method of such subtest analysis is to
compute ipsative deviation scores, comparing
the individual’s subtest scores and the mean to
identify strengths and weaknesses (Robinson
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& Harrison, 2005). However, according to
Flanagan and Kaufman (2004), ipsative scores
have poor reliability, are not stable over time,
and do not add anything to predicting achieve-
ment beyond measures of general intelligence.
Groth-Marnat (2003) cautions that such an
analysis needs to be undertaken with care, be-
cause individual subtests are not sufficiently re-
liable or specific, and a high degree of subtest
scatter is fairly common. Groth-Marnat recom-
mends the following when interpreting subtest
variation: (1) Statistical significance of the fluc-
tuations should be ascertained; (2) hypotheses
should be checked against performance on
other subtests requiring similar skills; and (3)
hypotheses should be confirmed with addi-
tional information, such as the student’s moti-
vation, school records, teacher reports, other
test scores, and medical records.

The WISC is also frequently used as a mea-
sure of overall IQ (FSIQ) to identify children
with IQ–achievement discrepancies that have
long been considered a hallmark of LD diagno-
sis. This discrepancy is thought to indicate “un-
expected” learning problems, presumably due
to psychological or cognitive processing prob-
lems. Both logic and research have accumu-
lated over the last 25 years, indicating that IQ–
achievement discrepancies do not identify a
unique group of children, they have a number
of statistical and measurement problems, they
require a history of failure before a discrepancy
is apparent, and they do not inform instruction
or prevention efforts (e.g., Fletcher et al., 1994;
Share, McGee, & Silva, 1989; Stanovich &
Siegel, 1994; Stuebing et al., 2002). This work
is reviewed in a number of articles (e.g.,
Fletcher et al., 2002) and is not elaborated
here. Our conclusion is that little evidence sup-
ports the use of intellectual–achievement dis-
crepancies, and the burden is on its proponents
to provide validity evidence.

Summary of Validity

The evidence supporting the construct and rele-
vance validity of the WISC-IV is uneven. Some
reviewers believe it is psychometrically sound
(Groth-Marnat, 2003; Hale & Fiorello, 2004),
whereas others do not (Maller, 2005). The pre-
viously mentioned review suggests that clinical
practices such as profile analysis for identifica-
tion of LDs are not valid. Furthermore, its use-
fulness in informing instruction for students
with LDs is questionable. Braden and Niebling
(2005) provided a detailed analysis of the valid-

ity of the WISC-IV and stated that “little or no
direct evidence is provided for specific claims re-
garding treatment planning or links to neuro-
psychological foundations” (p. 620). Its useful-
ness as part of an index to measure discrepancy
has been soundly rejected. So what conclusion
should one draw then in terms of the role of the
WISC-IV in the assessment of children with
LDs? Should it be used under certain circum-
stances? In a particular way? Not at all? In sum-
mary, although the WISC has a historical role in
the diagnosis of LDs, its validity or usefulness
for that purpose has not been established. In our
opinion its use should be reserved in LD diagno-
sis for measuring overall IQ to rule out the pos-
sibility of mental retardation. It should not be
routinely administered as part of a diagnostic
battery.

Woodcock–Johnson III Psychoeducational Battery

Description

The Woodcock–Johnson III Psychoeducation-
al Battery (WJ-III) comprises two batteries:
the Woodcock–Johnson III Tests of Cognitive
Abilities (WJ-III-COG) and the Woodcock–
Johnson III Tests of Achievement (WJ-III-
ACH). The authors describe the WJ-III-COG
as a comprehensive set of individually adminis-
tered tests for measuring cognitive abilities,
scholastic aptitudes, and oral language for indi-
viduals from age 24 months to 90 years, which
is complemented by the WJ-III-ACH (Mather
& Woodcock, 2001). The WJ-III Diagnostic
Supplement to the WJ-III-COG includes addi-
tional subtests.

The WJ-III-COG is based on the Cattell–
Horn–Carroll (CHC) theory of cognitive abili-
ties, a hierarchical framework of human
cognitive abilities that comprises three strata:
general intelligence, broad cognitive abilities,
and narrow cognitive abilities. Although the
Woodcock–Johnson Achievement battery is
one of the most frequently used measures of
achievement, the Cognitive battery historically
has not been used as frequently as the Wechsler
scales. Recently there has been increased inter-
est in the WJ-III-COG, because it is based on
the CHC model of intelligence, which many be-
lieve to be the most empirically supported and
theoretically sound model (Taub & McGrew,
2004). Cizek (2005) stated that the W-J-III
(COG and ACH) is a comprehensive, norm-
referenced, individually administered assess-
ment of those cognitive abilities, skills, and ac-
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ademic knowledge most recognized as consti-
tuting human intelligence, and routinely
encountered in school and other settings.

The cognitive battery contains 20 subtests,
10 of which are part of the standard battery,
and 10, part of the extended battery. The
subtests are organized into the following broad

CHC cognitive ability clusters: Comprehension-
Knowledge (Gc), Long-Term Retrieval (Glr),
Visual–Spatial Thinking (Gv), Auditory Pro-
cessing (Ga), Fluid Reasoning (Gf), Processing
Speed (Gs), and Short-Term Memory (Gsm).
The WJ-COG subtests organized by broad
CHC factors are listed in Table 13.2.

Chapter 13. Learning Disabilities 611

TABLE 13.2. Subtests of the Woodcock–Johnson III Tests of Cognitive Abilities (WJ-III-COG)
Organized by Broad Cattell–Horn–Carroll (CHC) Factor

Broad CHC factor Subtest

Comprehension–
Knowledge (Gc)

• Verbal Comprehension (Standard): The student is required to identify objects,
provide antonyms and synonyms, and complete verbal analogies.

• General Information (Extended): The student is required to explain where objects
are found and how they are typically used.

Long-Term
Retrieval (Glr)

• Visual–Auditory Learning (Standard): The student is required to learn and recall
pictographic representations of words.

• Visual–Auditory Learning-Delayed (Standard): The previous subtest is
readministered after a time delay to measure ease of relearning.

• Retrieval Fluency (Extended): The student is required to name as many examples
as possible from a given category.

Visual–Spatial
Thinking (Gv)

• Spatial Relations (Standard): The student is required to identify the subset of pieces
required to form a target shape.

• Picture Recognition (Extended): The student is required to identify a subset of
previously presented pictures within a field of distracting pictures.

• Planning (Extended): The student is required to trace a pattern without removing
the pencil from the paper or retracing any lines.

Auditory
Processing (Ga)

• Sound Blending (Standard): The student is required to listen to and blend
phonemes or syllables to pronounce a word.

• Incomplete Words (Standard): The student is required to identify words orally
presented with missing phonemes.

• Auditory Attention (Extended): The student is required to identify auditorily
presented words amid increasingly intense background noise.

Fluid Reasoning
(Gf)

• Concept Formation (Standard): The student is required to identify, categorize, and
determine rules applied to visual information.

• Analysis–Synthesis (Extended): The student is required to analyze puzzles to
determine missing components.

• Planning (Extended): The student is required to trace a pattern without removing
the pencil from the paper or retracing any lines. (subtest also under Visual–Spatial
Thinking Index)

Processing Speed
(Gs)

• Visual Matching (Standard): The student is required to locate and circle two
identical numbers in a row (timed).

• Decision Speed (Extended): The student is required to circle the two pictures that
are conceptually most similar in a row (timed).

• Rapid Picture Naming (Extended): The student is required to recognize and name
pictured objects (timed).

• Pair Cancellation (Extended): The student is required to identify and circle a
repeated pattern of pictures (timed).

Short-Term
Memory (Gsm)

• Numbers Reversed (Standard): The student is required to repeat a series of
numbers in reverse order.

• Auditory Working Memory (Standard): The student is required to remember a set
of numbers and letters and reorder them into the two corresponding sequences.

• Memory for Words (Extended): The student is required to repeat lists of unrelated
words in correct sequence.



Use and Validity

Mather and Woodcock (2001) stated that the
goal of a learning disability assessment is to
uncover the individual student’s pattern of
strengths and weaknesses to design an appro-
priate intervention and the W-J-III-COG bat-
tery provides such information. They further
asserted that the use of the Cognitive battery in
conjunction with the Achievement battery al-
lows the practitioner to identify cognitive fac-
tors associated with achievement problems.

The WJ-III-COG’s validity appears adequate
(Salvia & Ysseldyke, 2004). Cizek (2005)
stated that it is apparent that Standards for
Educational and Psychological testing (Joint
Committee on Standards for Educational and
Psychological Testing of the AERA [Ameri-
can Education Research Association], Ameri-
can Psychological Association [APA], and Na-
tional Council on Measurement in Education
[NCME], 1999) informed the current revision
of the WJ-III. He also reported that correla-
tional evidence supports the validity of the WJ-
III-COG, because the expected pattern of rela-
tionships among tests was observed; tests
hypothesized to measure similar characteristics
correlated more strongly than tests measuring
dissimilar constructs, as hypothesized by CHC
theory. Sandoval (2005) concluded that the
WJ-III-COG has good concurrent validity
overall, because the cognitive clusters intended
to predict achievement correlate with the
achievement clusters in the .70 range. Evans,
Floyd, McGrew, and Leforgee (2002) exam-
ined relations between the WJ-III-COG and the
CHC theory of cognitive abilities, and found
that measures of CHC cognitive abilities ob-
tained from the WJ-III were significantly re-
lated to components of reading achievement.
They stated that the results supported the ex-
ternal validity for the WJ-III cognitive clusters.
Other researchers have found links between the
WJ-III-COG clusters and achievement in math
(Floyd, Evans, & McGrew, 2003; McGrew &
Hessler, 1995).

Hale and Fiorello (2004) described a model
for developing and evaluating individual inter-
ventions using the CHC model. Fiorello and
Primrano (2005) designed worksheets linking
CHC abilities to specific achievement areas and
derived programming recommendations from
the cognitive processing findings. The authors
recommended research or data collection to
measure the effectiveness of the recommenda-
tions.

Fiorello and Primrano (2005) stated that col-
lective research findings establish the differen-
tial diagnostic validity of the CHC-based WJ-
III-COG. However, they caution that such links
do not automatically lead to interventions.
Braden and Niebling (2005), in a compre-
hensive analysis of validity evidence, stated
that “no direct evidence to support claims of
value for educational planning . . . is provided”
(p. 626).

Summary of Validity

The WJ-III-COG has initial evidence of tradi-
tional validity (criterion related). A question to
be considered is the extent to which this type of
validity evidence is meaningful for an LD diag-
nosis. If achievement is the important validity
criterion for cognitive processes, what is added
by using cognitive processing scores? It would
be more sensible to use the more direct measure
(achievement) than a correlate (cognitive pro-
cesses). This criticism applies to all processing
tests in which achievement is viewed as the im-
portant criterion. Proponents of cognitive pro-
cessing need to establish, at a minimum, that
these scores provide more in-depth informa-
tion about a child than can be derived from
achievement scores. This may include identify-
ing differential patterns of performance unique
to children with LDs and connecting interven-
tion plans with testing results.

Cognitive Assessment System

Description

Designed for youth ages 5–17 years, the Cogni-
tive Assessment System (CAS; Naglieri & Das,
1997) is an individually administered, norm-
referenced test of cognitive processing. The
CAS has four components derived from the
PASS theory of intelligence (planning, atten-
tion, simultaneous, and successive cognitive
processes) based on the theoretical work of
Luria. Specifically, PASS processes were derived
from Luria’s 1973 neuropsychological theory
of brain functions (Joseph, McCachran, &
Naglieri, 2003; Naglieri & Reardon, 1993).

According to Naglieri and Rojahn (2004)
the four separate dimensions of ability were de-
veloped as a modern approach to intelligence.
Naglieri (2005) claimed that the PASS theory
places emphasis on cognitive processes related
to performance rather than on a general intelli-
gence model. Naglieri (2001, 2005) suggested
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that the CAS be used in the identification of
students with LDs and that the four PASS pro-
cesses represent the types of basic psychologi-
cal processes described in IDEA. He claimed
that the four basic psychological processes are
used to design appropriate interventions to dis-
cover a child’s strengths and weaknesses.

According to Naglieri and Das (1997), plan-
ning is the ability to formulate, execute, and
judge the effectiveness of a strategy; attention is
the ability to attend selectively to relevant ver-
sus irrelevant stimuli; simultaneous processing
is the ability to survey and integrate elements
into the whole; and successive processing is the
ability to process information serially. Because
the CAS subtests were developed specifically to
operationalize the PASS theory of cognitive
processing, the sole criterion for inclusion was
each subtest’s correspondence to the PASS the-

oretical framework (Naglieri, 2001). Table
13.3 summarizes the 12 CAS subtests orga-
nized by process. The CAS Standard Battery
comprises all 12 subtests. The CAS Basic Bat-
tery comprises the first two subtests listed
under each process.

Naglieri (2003, 2005) argued that all of the
major intelligence tests except the CAS and the
Kaufman Assessment Battery for Children (K-
ABC) are biased in the assessment of minority
children and children with limited English or
limited academic skills, because the tests mea-
sure achievement rather than ability. Naglieri
(2000) stated that removing verbal achieve-
ment from ability measures and focusing on
cognitive processes increases fairness to minor-
ity populations. A study investigating the dif-
ference in performance on tests of ability by
race found that the CAS test exhibited the
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TABLE 13.3. Subtests of the Cognitive Assessment System (CAS) Organized by Process

Process Subtest

Planning • Matching Numbers: The student is required to identify and underline two identical
numbers consisting of from one to seven digits (timed).

• Planned Codes: The student is required to fill in code letters in accord with a legend
(timed).

• Planned Connections: The student is required to connect randomly ordered numbers, as
well as numbers and letters, in sequential order (timed).

Attention • Expressive Attention: The student (ages 5–7) is required to state whether a pictured
animal is large or small in real life, ignoring the relative size of the picture. The student
(ages 8 and older) is required to: (1) read color words, (2) name the color of a series of
rectangles, and (3) name the color of ink a color word is printed in, ignoring the color
word (timed).

• Number Detection: The student is required to underline specific numbers printed in an
outlined typeface (timed).

• Receptive Attention: The student (ages 5–7) is required to (1) underline pairs of
drawings that are identical in appearance, and (2) underline pairs of drawings that have
the same name. The student (ages 8 and older) is required to do the same with letters
(timed).

Simultaneous • Nonverbal Matrices: The student is required to complete geometric matrices interrelated
through spatial or logical organization.

• Verbal–Spatial Relations: The student is required to select the appropriate spatial
configuration in response to a verbal description.

• Figure Memory: The student is required to identify a two- or three-dimensional figure
(previously displayed for 5 seconds) embedded within a larger figure.

Successive • Word Series: The student is required to repeat a series of single-syllable, high-frequency
words.

• Sentence Repetition: The student is required to repeat sentences composed of color
words (e.g., The blue is yellowing).

• Speech Rates (ages 5–7): The student is required to repeat a series of three one- and
two-syllable words 10 times in a row (timed).

• Sentence Questions (ages 8–17): Used instead of speech rate for older students. The
student is required to respond after reading questions similar to those used in sentence
repetition (e.g., The blue is yellowing. Who is yellowing?).



smallest difference between black and white
participants (Naglieri, 2003).

Use and Validity

Naglieri and Sullivan (1998) suggested that
identification of an LD begins with an exami-
nation of the PASS profile to identify intra- and
interindividual weaknesses on the PASS pro-
cesses. Then the student’s academic achieve-
ment is evaluated for areas of low achievement.
Thus, the determination of a cognitive weak-
ness is based on dual processing criteria (a low
score relative to both the child’s mean and the
norm group) and accompanied by a weakness
in an achievement domain (Naglieri & Das,
2005). In interpreting the CAS, emphasis is
placed at the PASS process level rather than at
the specific subtest level (Naglieri & Das,
2005). The PASS scale scores are computed on
the basis of the sum of subtest scaled scores in-
cluded in each scale. These four scales, repre-
senting a child’s cognitive processing in specific
areas, are intended to be used diagnostically to
examine cognitive strengths and weaknesses
(Naglieri, 2005). Each of the 12 subtests mea-
sures the specific PASS process corresponding
to the scale in which it is included; the subtests
are not considered to represent specific abilities
(Naglieri, 2005). Rather, subtests are intended
as varying ways to measure each of the four
processes and have less reliability than the
composite scores for the PASS processes
(Naglieri & Das, 2005).

To establish the construct validity of the CAS
many researchers investigated the correlation
between the CAS and achievement. Joseph and
colleagues (2003) explored the relationship be-
tween the CAS performance of 62 primary
grade children referred for reading problems,
and their phonological processing and reading
achievement. They hypothesized and found
that some processes were strongly related both
to phonological processes and reading perfor-
mance. The strongest intercorrelation was be-
tween phonological memory and the successive
processes composite on the CAS (.81). How-
ever, the best predictor of performance on
word-level skills was the phonological aware-
ness measure, not CAS scores.

Johnson, Bardos, and Tayebi (2003) ex-
plored the relationships between CAS perfor-
mance and writing achievement in junior high
school students with and without written ex-
pression disabilities. Ninety-six students were
administered the CAS and the writing subtests

of the WIAT. Significant relationships were
found between the planning and attention
composites of the CAS and the WIAT writing
scales in the students with writing disabilities.
In contrast, simultaneous and successive com-
posites of the CAS were significantly related to
writing achievement in the students without
writing disabilities.

Naglieri and Das (1997) investigated the
predictive relationship between CAS perfor-
mance and achievement compared to other
tests of cognitive ability. The median correla-
tion between the CAS Full Scale and the revised
WJ-ACH was .70. The correlation with
achievement was higher than coefficients ob-
tained with the WISC-III (.59), the revised WJ-
COG (.63), and the K-ABC (.63). Naglieri and
Rojahn (2004) reported similar correlations
between CAS performance and achievement.
They interpreted these data as evidence of con-
struct validity.

According to Naglieri (2001, 2003), the
finding that the CAS had the highest correla-
tion among the major intelligence tests with
achievement was especially important for two
reasons. First, one of the most important di-
mensions of validity for a test of cognitive abil-
ity is the relationship to achievement. Second,
the CAS, unlike the Wechsler scales, does not
include subtests that are highly reliant on ac-
quired knowledge.

Kranzler and colleagues (Keith, Kranzler, &
Flanagan, 2001; Kranzler & Keith, 1999) ques-
tioned the construct validity of the CAS, sug-
gesting that the scales are more consistent with
the CHC theory of intelligence than with the
PASS theory based on the work of Luria.
Therefore, they suggested that the CAS is not
an appropriate tool for diagnostic or interven-
tion purposes.

According to Salvia and Ysseldyke (2004), the
validity of the CAS is problematic, because the
underlying model of intelligence is so different
from the models used by other tests of IQ. How-
ever, they stated that the CAS does correlate well
with other tests of intelligence and does predict
scores on standardized achievement tests.
Thompson (2005), in a review of the CAS, stated
that data presented by the authors in the inter-
pretive handbook provide generally strong sup-
port for the construct validity. Furthermore, the
criterion-related validity studies suggest that the
CAS correlates highly with other measures of
ability and achievement.

Naglieri (2000, 2001) believes data from
CAS can inform instructional and intervention
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needs, therefore speaking to relevance. Two ap-
proaches designed in accord with PASS theory
are the PASS Remedial Program (PREP; Das,
1999), which targets reading decoding, and
the Planning Facilitation Program (Naglieri,
1999), which originally targeted math calcula-
tion but has been used in other academic areas
as well.

The focus of the PREP is primarily on suc-
cessive processing. The program teaches chil-
dren to focus on the successive nature of a vari-
ety of tasks, each of which has two forms,
global and bridging (Naglieri, 2005). The
global tasks are nonacademic in content and
are designed to illustrate the underlying con-
cept. The bridging tasks contain reading con-
tent and illustrate the same concept. For exam-
ple, a global task of matching the head to the
appropriate rear of an animal’s body is paired
with the bridging task of joining the beginning
letters of a word to appropriate ending letters
(Naglieri, 2001). Researchers found that stu-
dents with decoding difficulties who were
trained in the PASS-based PREP program
made significantly greater gains than controls
in word reading skills (Boden & Kirby, 1995;
Carlson & Das, 1997; Das, Mishra, & Pool,
1995; Parrila, Das, Kendrick, Papadopolous,
& Kirby, 1999).

The Planning Facilitation Program is based
on the assumption that planning processes
should be facilitated rather than directly in-
structed, so that children discover the value of
strategy use (Naglieri, 2001). The approach,
which was used in a number of research stud-
ies, varied from study to study but, in general,
used a verbalization technique that encouraged
a well-planned and organized examination of
the demands of the task. Self-reflection and dis-
cussion were facilitated in all variations of the
program (Naglieri, 2001, 2003). Naglieri and
his colleagues (Haddad et al., 2003; Naglieri &
Gottling, 1995; Naglieri & Johnson, 2000) re-
ported that students with low planning scores
on the CAS improved more following instruc-
tion targeting planning than did students with
high scores. However, a study with a larger
sample failed to replicate these findings
(Kroesbergen, Van Luit, & Naglieri, 2003).
The results of this line of research are tempered
by the need for experimental designs that inter-
pret intervention effects and have larger sam-
ples and testable hypotheses. For example,
Naglieri and Johnson (2000) conducted an in-
tervention with nine children, only three of
whom evidenced a planning weakness, to ex-

amine the differential effectiveness of a version
of the Planning Facilitation Program; Naglieri
and Gottling (1997) conducted an intervention
with eight children, with no experimental con-
trols; and Kroesbergen and colleagues (2003)
reported findings that contradicted the theoret-
ical points made in the introduction to the
study. Meikamp (2005) noted that few CAS
intervention studies incorporated exceptional
populations; therefore, caution should be used
in prescribing PASS-based instruction for reme-
dial students.

Summary of Validity

There appears to be general agreement on the
criterion-related validity but some question re-
garding evidence for construct validity of the
CAS. Studies of relevance are beginning to ap-
pear but have not yet met the burden of evidence
required to link assessment with intervention.

Kaufman Assessment Battery for Children–II

Description

The Kaufman Assessment Battery for Children–
II (K-ABC-II) is an individually administered
battery of tests used to measure the IQ of chil-
dren and adolescents. The first edition of the K-
ABC was the first test to be influenced by
Luria’s cognitive processing model of human
functioning (Naglieri, 2003). In developing the
K-ABC, Kaufman and Kaufman departed from
the common conception of intelligence as
an overall global entity (Lichtenberger, 2001).
Both the information processing approach of
Luria and the cerebral specialization theory of
Sperry, Bogen, Kinsbourne, Wada, Clarke, and
Hamm provided the theoretical framework for
the sequential and simultaneous process em-
phasis of the K-ABC (Lichtenberger, 2001).

The K-ABC-II, in contrast with the K-ABC,
is based on a dual theoretical foundation: (1)
Luria’s processing model of human function-
ing, and (2) the CHC broad and narrow abil-
ities model (Kaufman, Kaufman, Kaufman-
Singer, & Kaufman, 2005). The K-ABC-II
represents a substantial revision of the K-ABC,
with a greatly expanded age range (3 years to
18 years, 11 months instead of 2 years, 6
months to 12 years, 6 months), the replace-
ment of eight subtests, and the addition of a
Delayed Recall scale. The K-ABC-II comprises
core and supplemental subtests that are admin-
istered depending on the age of the child and
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the model the examiner chooses to use. Change
in the complexity of the theoretical structure of
the test that is dependent upon the child’s age is
roughly consistent with milestones of intellec-
tual development identified by other theorists,
such as Piaget (Thorndike, 2005).

The KABC-II includes four or five broad
ability scales depending on the model used. The
CHC model organizes subtests into Short-Term
Memory (Gsm), Visual Processing (Gv), Long-
Term Retrieval (Glr), Fluid Reasoning (Gf),
and Crystallized Ability (Gc) scales, and gives a
Fluid–Crystallized Index composite score. The

Luria model renames the scales into Sequential
Processing (Short-Term Memory, Gsm), Simul-
taneous Processing (Visual–Spatial Thinking,
Gv), Learning Ability (Long-Term Retrieval,
Glr), and Planning Ability (Fluid Reasoning,
Gf) scales, and gives a composite Mental Pro-
cessing Index score; the Crystallized Ability
scale is not included in the Luria model. The
test developers claim that the K-ABC-II can be
interpreted using either the Luria model or the
CHC model. Table 13.4 summarizes the K-
ABC-II subtests organized by Fluid-
Crystallized Index/Mental Processing Index.
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TABLE 13.4. Subtests of the Kaufman Assessment Battery for Children—2nd Edition
(K-ABC-II) Organized by Fluid–Crystallized Index/Mental Processing Index

Fluid–Crystallized Index/
Mental Processing Index Subtest

Visual Processing (Gv)/
Simultaneous

• Triangles: The student is required to copy designs with plastic triangles or
shapes.

• Face Recognition: The student is required to identify a face that was
shown earlier.

• Conceptual Thinking: The student is required to identify a picture that
does not belong in a group.

• Rover: The student is required to select the shortest path on a
checkerboard-like grid to move a dog toward a bone.

• Block Counting: The student is required to visualize unseen blocks to
determine how many are in a stack.

• Gestalt Closure: The student is required to fill in gaps to complete an
inkblot picture.

Short-Term Memory
(Gsm)/Sequential

• Word Order: The student is required to touch silhouettes of common
objects in correct sequence following examiner naming.

• Number Recall: The student is required to repeat a series of numbers.
• Hand Movements: The student is required to repeat a sequence of hand

movements in response to examiner modeling.

Fluid Reasoning (Gf)/
Planning

• Pattern Reasoning: The student is required to select a missing shape in a
series to complete a pattern.

• Story Completion: The student is required to select a missing picture in a
series of pictures that tell a story.

Long-Term Storage and
Retrieval (Glr)/Learning

• Atlantis: After learning nonsense names for colorful pictures, the student is
required to point to the appropriate picture in response to hearing its
name.

• Rebus: The student is required to learn words associated with simple line
drawings, then read the drawings.

• Delayed Recall: The student is required to recall paired associations
learned earlier during the Atlantis and Rebus subtests.

Crystallized Ability (Gc):
included in CHC model
only

• Riddles: The student is required to answer riddles in response to a set of
clues.

• Expressive Vocabulary: The student is required verbally to identify objects
represented in color drawings.

• Verbal Knowledge: The student is required to point to a picture that
corresponds to a vocabulary word or general information prompt.

Note. Different subtests are administered at different student ages (core or supplemental status also changes with age of stu-
dent). Subtests are generally untimed for younger students, but they can be administered on a timed or untimed basis for older
students.



Use and Validity

According to Kaufman and colleagues (2005),
like the original K-ABC, the K-ABC-II was de-
signed to assist in the identification of process
integrities and deficits for assessment of indi-
viduals with specific LDs, among other pur-
poses. The K-ABC-II assesses 15 of the approx-
imately 70 CHC narrow abilities. The Broad
Ability scales that comprise these narrow abili-
ties are of primary importance for interpreting
the child’s cognitive profile (Kaufman et al.,
2005).

The K-ABC-II also includes supplementary
subtests (e.g., Delayed Recall, Hand Move-
ments) that are not included in the computa-
tion of standard scores but are intended to al-
low the examiner to follow up hypotheses
suggested by the profile of scores on the Core
Battery (Kaufman et al., 2005). For example,
Delayed Recall measures the evaluation of a
child’s recall of paired associations learned 20
minutes earlier.

Because the K-ABC-II utilizes a dual theoret-
ical approach, it permits alternate interpreta-
tion of the scales based on either the examiner’s
orientation or the specific individual being
evaluated. For example, the index containing
the Word Order, Number Recall, and Hand
Movements subtests may be interpreted as
Sequential Processing Skill (problem solving
based on linear input) under the Luria model
or Short-Term Memory (ability to apprehend
and briefly hold information) under the CHC
model.

The CHC is ordinarily the model of choice,
particularly when assessing children with
known or suspected LDs (Kaufman et al.,
2005). However, the Luria model is recom-
mended when exclusion of measures of ac-
quired knowledge from the global scale pro-
motes fairer assessment, for example, with
individuals who have a receptive or expressive
language disability or come from a bilingual
background (Kaufman et al., 2005). Similar to
the K-ABC, the K-ABC-II also provides a Non-
verbal scale, with subtests that can be adminis-
tered in pantomime and require a motor re-
sponse.

Braden (2005) stated that although the man-
ual justifies why crystallized ability knowledge
is omitted from the Luria model, it does not
justify why the same subtest scores can be in-
terpreted in two different ways (e.g., why the
same subtest reflects sequential processing in
one examinee but short-term memory in an-

other when interpreted under a different
model). Kaufman and colleagues (2005) ex-
plained that the change in the two models was
in response to criticism that the K-ABC inter-
preted mental processing scales solely from the
sequential–simultaneous perspective. Braden
(2005), in his review, concluded that the ab-
sence of direct evidence to support one model
over another leaves the examiner wondering
what the K-ABC-II actually tests.

Braden (2005) further stated that although
the K-ABC does not explicitly use the current
measurement standards to organize and evalu-
ate validity evidence, it presents substantial evi-
dence of validity in three domains (i.e., content
validity, relationships within the test, and rela-
tionships to other tests). However, there is little
evidence that K-ABC-II score patterns or pro-
files effectively discriminate among individuals
with different types of LDs or ADHD. Another
criticism is that there is no evidence that de-
rived test data are useful in designing interven-
tions. According to Thorndike (2005), in a re-
view of the K-ABC, an important piece of
validity evidence was not presented by the test’s
authors. Because the CAS was explicitly de-
signed to assess the Luria processing model and
extensive work has been done to validate the
CAS, Thorndike suggests that the CAS should
have been used to validate the K-ABC’s use of
the Luria model. Also, although most of the
clinical studies reported in the manual in sup-
port of the K-ABC-II reveal mean differences
between groups with disabilities and the norm
group, the pattern of differences for the various
scales for students with LDs is relatively flat,
suggesting little diagnostic utility.

Summary of Validity

The K-ABC-II has evidence of content and cri-
terion validity. Reviewers question the strength
of the evidence to support the construct of in-
telligence, as defined by the selected processes.
Most critical to this chapter is the need for
an assessment to distinguish between children
with LDs and the general population, and pro-
vide information to guide intervention. Cur-
rently the K-ABC-II cannot be recommended
for these purposes.

Summary of Psychological Processes

Many professionals believe in the existence of
intrinsic processing weaknesses as a construct
underlying LD (Torgesen, 2002). The direct di-
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agnosis of students with LDs through analysis
of processing weaknesses potentially has sev-
eral advantages over the IQ discrepancy ap-
proach, including early identification, inclusion
of students without discrepancy between IQ
and achievement, and the potential to focus in-
struction in areas of greatest need.

Similar to Torgesen (2004), we conclude that
whereas psychological processing differences
likely underlie the condition we call LDs, cur-
rent understanding of processing operations
and their relationship to learning are not suffi-
ciently developed for either diagnosis or inter-
vention. This conclusion does not mean it will
never be possible to assess cognitive processes
in a meaningful way, only that the necessary ev-
idence is not currently available. The issue of
diagnostic relevance is essential when evaluat-
ing measures of cognitive processing. Two
questions arise: Are measures of psychological
processing effective in diagnosing students with
LD, and are they helpful in designing interven-
tions? It seems that there is not solid evi-
dence to support their relevance in either area.
Fletcher, Coulter, Reschly, and Vaughn (2004)
stated that “anecdotal links between cognitive
processing and instruction are at best appealing
experimental hypotheses that have not been
validated despite extensive efforts over the past
30 years” (p. 321).

Certainly there are those who disagree with
this conclusion. Kavale and colleagues (2005)
argue that the negative perceptions regarding in-
tellectual assessment/psychological processing
and the development of useful diagnostic pro-
files from such assessments is a result of the
strong influence of the g factor (general intelli-
gence) implicit in the Wechsler scales. Kavale
and colleagues suggested that newer tests of cog-
nitive abilities (e.g., CAS) that have moved away
from the g factor and are theory based will result
in better individualized interventions.

Although these authors are appropriately
impressed with the importance of theory, what
seems to be missing in their formulations is the
realization that a theory is important because
one can generate and test hypotheses based on
it. Theory in and of itself does not buy much if
it is not used this way. It would seem that rel-
evant propositions could be developed and
tested (Fletcher et al., 2004).

A major hurdle to overcome is the lack of
consensus on the meaning of the term “pro-
cessing.” Are the processing abilities to be eval-
uated those proposed by, for example, Naglieri,

those examined by indexes of the WISC or the
WJ-COG, or those at the sublexical level, as in
phonological processing? The issue is more
than semantic, and research comparing the hy-
pothesized processes across measures and per-
spectives would be valuable as one step toward
consensus. Evidence of relevance to instruction
needs to follow.

RESPONSE TO INTERVENTION

Background and Definition

RTI has gained favor as an important element
in Federal regulations that govern the identifi-
cation of LDs. The essence of RTI models is
that evidenced-based instruction is provided
with fidelity, progress is monitored frequent-
ly, and the child’s responsiveness is evaluated
(Batsche et al., 2005; Vaughn & Fuchs, 2003).
In the context of the regulations for the imple-
mentation of IDEA (2004), there is a two-
pronged test for LD eligibility: (1) The child
does not achieve commensurate with peers in
one of eight domains despite appropriate in-
struction, and (2) the child fails to make suffi-
cient progress in meeting state-approved re-
sults. One of two methods can be used to judge
the latter criterion. The first, an RTI method,
was clearly favored in the discussion that ac-
companied the proposed regulations (wrights-
law.com/idea/law.htm). The second criterion
requires a pattern of strengths and weaknesses
either alone or in conjunction with intellectual
ability that the multidisciplinary team believes
is relevant for an LD diagnosis. The approved
regulations maintain the exclusionary clauses
that include sensory impairments, mental retar-
dation, and economic and cultural differences.
In addition, IDEA specifically states that a
child may not be identified as having an LD if
there was a lack of appropriate instruction in
reading or math, or if the child has limited Eng-
lish proficiency.

It was anticipated that the regulatory lan-
guage specifying a severe discrepancy between
achievement and intellectual ability as a defin-
ing characteristic of LD would be altered.
However, the final regulations for IDEA 2004
retained both RTI and IQ–achievement dis-
crepancies, the latter a hallmark of LD identifi-
cation since the first regulations were put in
place in 1977.

In any event, the new emphasis in diagnosis
is clearly on instruction. Although “failure to
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learn despite adequate instruction” has always
been part of the Federal regulations for learn-
ing disabilities, documentation of “adequate
instruction” never received serious consider-
ation as part of a diagnostic workup (Speece &
Shekitka, 2002). In schools, diagnostic infor-
mation may include both classroom observa-
tions and prereferral activities designed to im-
prove teaching and learning by making changes
in the general education classroom prior to an
eligibility decision. However, our experience
suggests that the decision largely rests on data
derived from published, norm-referenced tests,
and not on observation, regardless of whether
the school or a private practitioner makes the
diagnosis.

RTI is an umbrella term encompassing a va-
riety of different assessment and instructional
approaches (e.g., D. Fuchs, Mock, Morgan, &
Young, 2003; Marston, Muyskens, Lau, &
Carter, 2003) However, there is some consen-
sus on conceptualizing RTI as three tiers of in-
creasingly intense instruction, with ongoing
monitoring of progress. Tier 1 is general educa-
tion instruction in which all children are receiv-
ing instruction deemed to be effective. Prior to
the new regulations, general education was as-
sumed to be effective without any substantia-
tion. The thrust of the new regulations is a
more rigorous approach to documenting the
quality of general education, emphasizing in-
struction and curricula that have scientific sup-
port. Another proposal for assessing quality is
monitoring student progress. When most stu-
dents are making progress, the instruction is
presumed to be effective (L. S. Fuchs, 1995;
Fuchs & Fuchs, 1998). The extent to which
this will mean monitoring all children is not
clear, but several authors urge universal screen-
ing at a minimum, if not regular monitoring of
all children (e.g., L. S. Fuchs, 1995; Speece &
Case, 2001).

Tier 2 instruction may occur in the general
education classroom (e.g., Fuchs & Fuchs,
1998; O’Connor, 2000; Speece & Case, 2001)
or as an extra classroom supplement (e.g.,
Vaughn, Linan-Thompson, & Hickman, 2003;
Vellutino et al., 1996). Tier 2 often includes
two learning trials for a child considered at risk
for learning problems, each lasting between 8
and 10 weeks. If the first trial does not result in
improved learning, instruction is further modi-
fied and a second trial is undertaken. Tier 3 is
associated with assessment for eligibility as an
LD diagnosis, as well as more intensive instruc-

tion and continued monitoring of progress.
Tier 3 is the most poorly defined of the three
tiers, with no clear consensus on what further
assessment may include or how an LD will be
defined.

An RTI approach to diagnosis contains
many moving parts, and a lack of integrity in
any one part greatly damages the validity of the
system. Elements include screening, research-
based instruction, fidelity of implementation,
valid progress monitoring, and interpreta-
tion. The inseparable linkage between instruc-
tion (research-based, fidelity) and assessment
(screening, progress monitoring, interpreta-
tion) complicates the diagnostic process. The
most fully developed model of RTI was pre-
sented by Fuchs and Fuchs (1998; L. S. Fuchs,
1995; Fuchs, Fuchs, & Speece, 2002). Ori-
ginally called “treatment validity,” Fuchs and
Fuchs (1998) credited Messick (1984) with lay-
ing the groundwork for a special education di-
agnostic system that would result in more accu-
rate identification of children from minority
groups. In their initial four-phase model, all
children receive frequent (e.g., weekly) assess-
ments with curriculum-based measures (e.g.,
reading, math) in Phase 1. Within-classroom
(or grade level) progress is quantified by two
indices: level of performance at the end of the
measurement period and slope reflecting
growth across the measurement period. Chil-
dren who deviate from the class level and slope
by some amount (e.g., 1 SD below classroom
means) are considered at risk for academic
problems and are identified at the end of Phase
1. Fuchs and Fuchs (1998) referred to deficien-
cies on both level and slope as “dual discrepan-
cies.” In Phases 2 and 3, the general educator,
continuing with progress monitoring, provides
interventions to at-risk (dually discrepant) chil-
dren. If after these two phases, a child’s perfor-
mance has not improved to acceptable stan-
dards, he or she would then proceed to Phase 4
to receive a trial placement in special education
to determine whether the placement resulted in
better learning.

Several nuances in this system deserve men-
tion (Fuchs & Fuchs, 1998). First, general edu-
cation instruction is considered adequate if
level and slope data indicate that most children
are profiting from the instruction. Classrooms
with low performance compared to others
would receive intervention at the classroom
level to improve the overall learning trajectory
of all children before identifying an individual
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child as being at risk. This procedure acknowl-
edges the potential problem of poor instruction
confounding risk status. Second, Fuchs and
Fuchs specify that the first round of interven-
tions occurs in general education, not in a sepa-
rate setting with a different teacher. Fuchs
(2002) makes a convincing case that to do oth-
erwise blurs the distinction between general
and special education. For example, what does
it mean, diagnostically, when a child responds
well to small-group instruction delivered by a
specialist (or a paraprofessional for that mat-
ter)? Is the child remediated and ready to re-
turn to the general education classroom? Or
does it mean the child should receive special ed-
ucation in which reduced teacher–child ratios
are common? Fuchs argues that if the in-
struction needed to enhance a child’s response
cannot be implemented reasonably in general
education, then the child likely needs special
education.

Third, special education placement is not au-
tomatic. The same interpretation rules that ap-
ply at other phases remain in place; that is, the
child must demonstrate a positive response to
special education instruction for it to be con-
sidered a valid treatment. Holding special edu-
cation accountable for progress is noteworthy
and an aspect that should not get lost in transi-
tion to new systems. This requirement is not
without problems, many of which have been
discussed with recommendations (Fuchs,
Fuchs, & Speece, 2002). The major issue is,
what happens if special education is not suc-
cessful? Returning the child to the general edu-
cation environment is not reasonable, because
it was a source of initial failure. Fuchs and col-
leagues (2002) suggested that educators and
parents consider an alternative curriculum that
may be better suited to the child’s needs.

Validity of RTI Frameworks

Of importance to our consideration in this
chapter is the extent to which treatment valid-
ity/RTI systems have demonstrated validity.
Establishing validity for complex systems is
daunting but no less a requirement than for sin-
gle tests. It is certainly true that there are more
published opinions than published evidence
about RTI, a fact that gives us some pause.
Two studies indicate that both academics and
practicing professionals are in favor of an RTI
approach to identifying reading disabilities.
These data can serve as one piece of evidence in

Messick’s validity matrix (values). Speece and
Shekitka (2002), in a study that predated the
acceptance of the RTI term, surveyed editorial
board members of LD and related journals on
criteria that should be used to identify reading
disabilities. Two-thirds of respondents were in
favor of RTI (treatment validity) as a criterion,
with 30% endorsing IQ–achievement discrep-
ancies and almost 50% selecting cognitive pro-
cessing as a criterion. Whereas only 42% of re-
spondents would include intelligence cutoff
scores, 72% believed mental retardation
should be retained as an exclusionary criterion.
Because IQ tests would be required to rule out
mental retardation, this result suggests that
there is some ambivalence about the role of IQ
tests in the identification of LDs.

Machek and Nelson (in press) (reviewed ear-
lier in the chapter) replicated the Speece and
Shekitka (2002) study with practicing school
psychologists. This group also was in favor of
RTI as a criterion (over 80% agreed or strongly
agreed). Interestingly, over 60% also endorsed
IQ–achievement discrepancies, and over 75%
endorsed cognitive processing. The findings
from both studies suggest that whereas RTI
holds considerable appeal and acceptance, it is
not unanimous. Considerable work in estab-
lishing relevance that also translates to training
is needed, if RTI is to replace long-held beliefs
about the roles of intelligence tests, achieve-
ment discrepancies, and cognitive processes in
LDs.

A handful of studies address different valid-
ity questions. They are primarily concerned
with construct validity—determining whether
nonresponsive children are different from other
children (Fuchs, 2003; Fuchs et al., 2005;
McMaster, Fuchs, Fuchs, & Compton, 2005;
Speece & Case; 2001; Speece, Case, & Molloy,
2003). There also are analyses of relevance
based primarily on longitudinal outcomes
(Case, Speece, & Molloy, 2003; Vaughn et al.,
2003; Vellutino et al., 2003), with some atten-
tion to social-consequential validity (Speece &
Case, 2001; Vaughn et al., 2003). These studies
are reviewed to assess the extent to which evi-
dence for validity is obtained.

Construct Validity

Speece and Case (2001) assessed the validity of
three methods of identifying reading disabil-
ity: (1) curriculum-based measurement (CBM)
dual discrepancy on level and slope of oral
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reading fluency (ORF) performance compared
to classmates (RTI), (2) IQ–reading achieve-
ment discrepancy, and (3) low reading achieve-
ment. From a population screen of 694 first-
and second-grade children, they identified an
epidemiological sample of at-risk and not-at-
risk children based on performance early in the
academic year on letter–sound fluency (LSF;
first grade) and ORF (second grade). In this
study, responsiveness was measured in relation
to peers receiving general education instruction
over most of the school year. The CBM dual-
discrepancy group was compared to both IQ–
reading discrepancy and low achievement
groups on a battery of reading, reading-related,
and behavioral measures. Although there were
no differences on word-level reading skills, the
CBM dual-discrepancy group was younger,
more impaired on reading processes (phono-
logical awareness and rapid automatic naming
[RAN]), and was rated lower by teachers on
academic competence. Furthermore, the CBM
dual-discrepancy group reflected the gender
and ethnic/racial distributions of the popula-
tion. The IQ–reading discrepancy group was
disproportionately white. Differences were
larger for the comparisons between the CBM
dual-discrepancy and IQ–reading discrepancy
groups than for the CBM dual-discrepancy and
low achievement groups. These findings were
interpreted as providing evidence of both con-
struct and social consequential validity in sup-
port of one aspect of RTI (identification in gen-
eral education). CBM dual-discrepancy criteria
(1 SD below classroom means for level and
slope) identified 8% of the population before
any specialized intervention, which is close to
the 5% prevalence of LDs. However, the three
identification methods were not distinct. There
was a 25% overlap between CBM dual dis-
crepancy and IQ–reading discrepancy, and a
60% overlap between CBM dual discrepancy
and the low achievement criterion.

Interestingly, measures administered in the
beginning of the academic year were not sensi-
tive indicators of which children would experi-
ence reading problems at the end of the year.
Neither of the two CBM measures nor phono-
logical awareness fared well in the predic-
tion of year-end reading status. These findings
held for the classification of the CBM dual-
discrepancy group and the entire pool of poor
readers (Speece & Case, 2001). This suggests
that more time-consuming methods that incor-
porate growth in learning may be necessary for

valid classification. Speece, Case, and Molloy
(2003) further investigated the relative merits
of a static versus a growth view of identifica-
tion with respect to classification accuracy.
First- and second-grade children who scored
above a standard score of 90 on the Basic
Reading Skills cluster score (WJ-R) were exam-
ined with respect to their oral reading fluency
skill and status as CBM dually discrepant to
determine who might be missed if a static low
achievement criterion was used to identify
early reading failure. Twenty percent of first-
grade children and 25% of second-grade chil-
dren who scored above 90 also scored below
the 25th percentile on ORF (15 words per min-
ute [wpm], first grade; 51 wpm, second grade),
indicative of severe reading difficulty. Thus, the
Basic Reading Skills cluster score was not sensi-
tive to poor oral reading fluency and would re-
sult in missing children who were deficient in a
critical reading skill. Of the 48 first- and
second-grade children who were above 90 on
Basic Reading Skills but below the 25th percen-
tile on CBM ORF, 12 were also identified as
CBM dually discrepant. Not only were their
levels of fluency discrepant from peers, but also
their rate of growth. These and other findings
support the inference that the addition of
growth measures to an identification formula
may assist in the identification of true-positive
cases (Compton, Fuchs, Fuchs, & Bryant,
2005; Fuchs et al., 2005; Speece, 2005).

L. S. Fuchs and colleagues (Fuchs, 2003; D.
Fuchs, Fuchs, & Compton, 2004; Fuchs et al.,
2005) also examined the validity of different
RTI identification strategies. Their general ap-
proach was to apply a variety of identification
criteria to a sample and compare them on rele-
vant measures. Methods that identify larger
between-group differences on relevant mea-
sures and a reasonable number of children with
problems are viewed more favorably. For ex-
ample, Fuchs (2003) compared CBM level,
CBM slope, and CBM dual discrepancy to see
which would function as the best identification
method (number of children identified, size of
group differences). Second-grade children com-
prised the sample. Performance level and slope
estimates were based on the first 10 weeks of
school. Outcomes included end-of-year level
and across-year slope on word identification,
word attack, and comprehension. CBM dual
discrepancy yielded the smallest number of
nonresponsive children (5%) compared to
CBM slope (15%) and CBM level (16%). Both
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CBM level and CBM dual discrepancy yielded
significant and large differences on the word
measures but not comprehension. Although
obtaining CBM dual discrepancies requires
more time devoted to identification, in this
analysis, it was the superior method.

Using the same approach with first-grade
children, McMaster and colleagues (2005) ex-
amined nonresponsiveness to Tier 2 reading in-
terventions. Tier 2 children were those who
showed lower rates of response to a validated
general education reading program. Five defi-
nitions of nonresponsiveness to Tier 2 interven-
tions were analyzed: dual discrepancy; level on
either published, norm-referenced measures or
a CBM benchmark; and either no growth or
limited growth on published, norm-referenced
word-level measures. The percentages of
nonresponders based on the total Tier 2 sample
as defined by each definition were 70, 45, 100,
7, and 39, respectively. These figures illustrate
how dramatic the differences may be with vari-
ous criteria. Although there is no consensus on
how to evaluate these Tier 2 percentages given
that they do not represent population preva-
lence, the CBM benchmark definition (< 40
wpm) that yielded 100% nonresponders is
likely too high, because no child is identified as
responsive. Other researchers have reached the
same conclusion regarding this criterion (D.
Fuchs et al., 2004; Speece, 2005).

In a rare study of identification of math dis-
ability and response to intervention, Fuchs and
colleagues (2005) compared 17 definitions that
included IQ–achievement discrepancy, low
achievement–average IQ, normalized achieve-
ment RTI, and slope RTI (including dual dis-
crepancy on level and slope). The validity of
each method was judged positively if it pro-
duced a prevalence rate of math disability be-
tween 4 and 7% and an effect size of 0.50 or
better on one of several math outcome mea-
sures. Several approaches met the validity crite-
ria: IQ–achievement discrepancy with untimed
math concepts and applications as the achieve-
ment measure; normalized achievement on ei-
ther untimed math concepts and applications
or basic addition fact fluency, and CBM dual
discrepancy based on math computation flu-
ency. The authors noted that the IQ–achieve-
ment discrepancy method may produce valid
findings, because the achievement measure was
sensitive to performance differences at the low
end of the achievement range, a fact that may
not be true of published, norm-referenced mea-

sures such as the WJ-III-ACH. The study by
Speece, Case, and Molloy (2003) reviewed ear-
lier also supports this insight.

SUMMARY OF CONSTRUCT VALIDITY

The bulk of the evidence suggests that some
RTI methods identify a group of children who
experience serious learning problems. Methods
that include slope as a criterion, in addition to
level of performance, identify a reasonable
number of children (i.e., 4–10%) who differ
significantly, and often substantially, from chil-
dren who do not have academic growth and
level deficits. These studies provide evidence
of construct validity. Whether these children
should be labeled learning disabled is open to
debate and further inquiry. The database is lim-
ited to early elementary school children and
reading, with few exceptions. This limited cov-
erage of developmental levels and academic do-
mains is of concern given Federal initiatives to
support RTI approaches to the identification of
LDs. Studies are needed that incorporate larger
and more diverse samples and a wider array of
measures and domains. Another issue that hin-
ders evaluation is that RTI criteria are arbi-
trary. For example, to identify students for
further intervention, Speece and Case (2001)
defined “dual discrepancy” as 1 SD below the
mean level and slope of classmates who were
not considered at risk for reading problems.
McMaster and colleagues (2005), however, de-
fined “dual discrepancy” as .5 SD below the
mean level and slope of all average achieving
students in the study. Thus, the case for RTI
construct validity is positive but limited in
scope to children in early elementary school
and reading.

Relevance

Relevance, in terms of RTI, is interpreted as an
evaluation of the extent to which the proce-
dures produce meaningful outcomes. This cri-
terion might include consumer satisfaction, the
extent to which children were over- or under-
identified, and longitudinal outcomes. As with
construct validity, the data are limited but in-
terpreted as promising.

Compton and colleagues (2005) investigated
the usefulness of slope as a predictor of reading
status for 206 children at risk for reading prob-
lems. The focus of their study was to identify
effective screening procedures to identify which
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children should receive a Tier 2 intervention.
Slope was based on CBM word identification
fluency (WIF) across 5 weeks in first grade, sig-
nifying responsiveness to general education in-
struction. Other predictors included WIF level,
phonemic awareness, rapid naming, and oral
vocabulary. A composite measure of reading
based on the end of second grade performance
was used to classify children as reading dis-
abled. Several models were evaluated for their
classification sensitivity (correct identification
of at-risk children with RD) and specificity
(correct identification of children without RD).
The first model, which included all variables
except WIF level and slope, resulted in reason-
able classification rates. The addition of WIF
initial level, WIF slope, and WIF 5-week level
resulted in much better classification accuracy,
with 90% sensitivity and 83% specificity in
one case, and 100% sensitivity and 93% speci-
ficity in another model. Although the classifica-
tion approaches tested require statistical so-
phistication, the results indicate that fluency
growth measures, which are often used in RTI
models, provide important information to
identify children in need of more intensive in-
struction.

Case and colleagues (2003) asked if persis-
tent nonresponsiveness to classroom literacy
instruction over time identified a unique group
of poor readers. In addition to the screening
procedures and classification of poor readers
(CBM dual discrepancy) used by Speece and
Case (2001), the investigators worked with 25
general education teachers across 3 years to de-
velop reading interventions that the teach-
ers then implemented in their classrooms for
children classified as poor readers. Dual-
discrepancy status was assessed two to three
times per year. The longitudinal sample com-
prised 36 first- and second-grade children iden-
tified as being at risk on Fall screening mea-
sures in one school. These at-risk children were
placed into one of three groups based on their
responsiveness to instruction across 3 years:
never dually discrepant (NDD; n = 12), infre-
quently dually discrepant (IDD, n = 17), and
frequently dually discrepant (FDD; n = 7). The
IDD group was identified one to three times
and the FDD group was identified four or more
times as dually discrepant. Case and colleagues
hypothesized that the FDD group should be
more impaired on reading, reading-related,
behavioral, and school attention measures if re-
sponsiveness to instruction is a valid indicator

of child status. School attention was the sum of
extra classroom assistance (e.g., reading spe-
cialist, special educator) and services (e.g., par-
ent meetings, IEP meetings) received by the
child. There were clear and significant differ-
ences between FDD and NDD (word reading,
pseudoword reading, word reading fluency, ac-
ademic competence, problem behavior, school
attention) and between FDD and IDD (Word
Reading, Word Reading Fluency, Academic
Competence, Problem Behavior, School Atten-
tion). In all cases cited, the FDD group per-
formed less well than the comparison group.
The sensitivity of these groupings was reflected
by one NDD–IDD difference (Problem Behav-
ior) and small to moderate effect sizes (ESs) on
other measures (e.g., ES = 0.25 for phonologi-
cal awareness, –0.60 for problem behaviors).
Contextual measures (classroom observations
of instruction, teachers’ years of experience,
classroom reading slopes) did not produce dif-
ferences between the groups, but the effect size
for classroom slope (NDD–FDD ES = –0.42)
suggested that the FDD group might have ex-
perienced stronger instructional environments.

The Case and colleagues (2003) study
spanned 3 years but RTI models in practice
would identify children for more intensive in-
struction within one school year, as was done
by Vaughn and colleagues (2003) in a study
of Tier 2 interventions. They provided small
groups of at-risk second-grade readers with
daily supplemental reading instruction and
evaluated their progress every 10 weeks.
Children who met the criterion were dismissed
from the instruction, whereas the others con-
tinued to receive instruction for up to 30
weeks. Regardless of status, children continued
to receive assessments. Children who re-
sponded quickly to the instruction (after 10
weeks) were more likely to maintain progress
in general education than were children who
needed 20 weeks of supplemental instruction.
This finding suggests that Tier 2 instruction de-
fined as a pullout service may differentiate be-
tween students who need a short-term “boost”
and those students who need more intensive
and long-term support. However, whereas all
children in the 10-week exit group continued
to make good progress after 10 weeks in the
general education curriculum, 30% were mak-
ing minimal growth after 20 weeks. Thus,
quick response is not synonymous with a
“quick fix,” and the finding emphasizes the im-
portance of constant progress monitoring. The
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researchers also reported that the children who
met the criterion at 10 or 20 weeks differed
from children who never met the criterion on
passage comprehension, passage reading flu-
ency, and rapid naming of letters and digits
measured at baseline. Thus, children who were
persistently nonresponsive did experience more
serious problems.

Vellutino and colleagues (1996) provided in-
dividual reading tutoring to at-risk first-grade
children for one or two semesters and assessed
differences between groups defined by their re-
sponsiveness to the tutoring. Participants had
to be nominated by their first-grade teachers,
have either a performance or verbal intelligence
test score of 90 or above, and score at or below
the 15th percentile on a word-level test. The
study was framed to differentiate between
reading problems due to educational experi-
ence and those due to within-child deficits, a
basic tenet of RTI frameworks (Fuchs & Fuchs,
1998). The authors concluded that the primary
difference between at-risk children who had
higher and lower responsiveness rates was skill
with phonological measures when compared to
normal readers. Interestingly, and similar to
Vaughn and colleagues (2003), phonological
measures did not distinguish between the very
high- and very low-growth tutored children,
but rapid naming tasks did. Vellutino, Scanlon,
and Jacard (2003) provided a follow-up report
on the tutored children at the end of third and
fourth grades. The percentage of children in the
very high-growth group who scored above the
25th percentile was similar at the end of sec-
ond, third, and fourth grades, 95–100%, as
was the percentage of very limited-growth
readers, 10–16%. The authors do not state
whether the same children were in the normal
range at each assessment point, an important
consideration in determining if the low-growth
students who did respond to the tutoring main-
tained their advantage. In any event, these data
suggest that children who do not respond to a
very structured and intensive intervention in
first and second grades will likely require spe-
cial education and could conceivably be con-
sidered reading disabled.

SUMMARY OF RELEVANCE VALIDITY

All four studies provide evidence that children
identified by RTI approaches have meaning-
fully different outcomes over time. This conclu-
sion holds whether instruction reflects usual

general education instruction, modified general
education instruction, or small-group or in-
dividual tutoring. The Case and colleagues
(2003) study also showed that teachers across
3 years viewed the persistent nonresponders as
less academically competent, and the school
provided these children with more resources.
The implication is that children who do not re-
spond to instruction represent a meaningful
and recognizable group to practitioners. A ma-
jor methodological issue is the small sample
sizes associated with these studies; thus, repli-
cation and extension are required to elaborate
the case for validity.

Measuring Responsiveness

Academic Domains

CBM is by far the most frequently used mea-
surement system to document response to in-
tervention. CBM represents a set of measures
with multiple alternate probes (test forms) in
the basic academic domains of reading, math,
spelling, and writing. They are designed to be
brief, time-based assessments that measure flu-
ency (accuracy and rate). Importantly, they are
general outcome measures and, because of this
feature, can be distinguished from other types
of curriculum-based assessment (CBA) proce-
dures such as mastery measurement (Fuchs &
Deno, 1991; Hintze, Christ, & Methe, 2006).
The distinction is that general outcome mea-
sures assess progress toward a goal (e.g., pro-
ficiency in end-of-year reading curriculum),
whereas mastery measures assess what was
taught. Mastery measurement is based on a
task-analysis conceptualization of learning in
which discrete skills are taught and assessed.
The assumption is that the accumulation of
such activities represents progress monitoring
(Fuchs, 2004). In contrast, items for CBM
probes are sampled randomly from the entire
curriculum, or from the part of the curriculum
that represents goal material (e.g., books that
represent end-of-year reading). Thus, each
probe is a parallel form that either represents
the entire curriculum or the goal curriculum.

For example, the familiar weekly spelling
test is a mastery measurement assessment.
Typically each lesson contains a specific gra-
pheme or grapheme–phoneme convention
(e.g., silent e, double vowels, consonant
blends). Children study a list of words, take a
test on Friday, and begin again with a new list
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the following Monday. In contrast, CBM spell-
ing begins with defining the curriculum (all
words in the second-grade spelling text), ran-
domly selecting 20 words from the pool of all
words for each probe, and repeating the selec-
tion process to have enough probes for weekly
assessment. The advantage of CBM for RTI is
sensitivity to growth in the curriculum.

The research that supports CBM reflects the
validity issues emphasized by Messick (1989,
1995): technical adequacy (construct validity),
treatment validity (consequences), and feasibil-
ity (relevance) (Deno, Fuchs, Marston, & Shin,
2001; Fuchs & Fuchs, 1998). A number of re-
views of this voluminous literature confirm ex-
cellent reliability and validity, the connection
between growth on CBM and achievement,
and usefulness for teachers (Fuchs & Fuchs,
1986; Hosp & Hosp, 2003; Madelaine &
Wheldall, 1999; Shinn, 1989; Stecker, Fuchs,
& Fuchs, 2005). The Research Institute on
Progress Monitoring identified over 500 docu-
ments devoted to CBM, with 141 representing
published studies (Espin & Wallace, 2004).
Reading was the most frequent content area re-
flected in the articles (58%), followed by math
(18%), writing (5%), and spelling (4%). A
searchable database for these documents may
be accessed online at progressmonitoring.org.

Administration of CBM is relatively easy, es-
pecially for professionals who are proficient
with timing responses, and who understand the
importance of standard administration and
scoring. The several sources for probes include
the World Wide Web (e.g., www.aimsweb.com
and www.dibels.uoregon.edu) and educational
publishers (e.g., Monitoring Basic Skills Prog-
ress; Fuchs, Hamlett, & Fuchs [1998]). The
website for the National Center on Student
Progress Monitoring (www.studentprogress.
org) is recommended as the first stop for the
examiner interested in training, evaluation of
the available instruments, and further informa-
tion on probe availability that includes no-cost
options.

Examples of an examiner protocol and child
copy for passage reading fluency (PRF) are
shown in Figures 13.1 and 13.2, respectively.
The examiner reads the directions at the top of
the protocol; the child reads for 1 minute while
the examiner marks errors. The measure of in-
terest is the number of words read correctly in
1 minute. The time varies depending on mea-
sure and academic domain. Figure 13.3 illus-
trates first- and second-grade PRF progress

monitoring data for a child. The graphs were
produced with the software available from
Fuchs and colleagues (1998). The vertical lines
indicate that a change of instruction occurred;
“G” represents the goal established for the
child, and “T” is the child’s trend (average)
line. In Janis’s case, three interventions were at-
tempted in her first (Reading 1) and second
(Reading 2) general education classrooms, be-
cause she demonstrated a dual discrepancy rel-
ative to her classmates. There were not enough
data points to establish a trend line for the last
intervention, but it is evident that Janis was not
making sufficient progress to meet the goal.
These data illustrate a possible scenario for
Tier 3 assessment and intervention when gen-
eral education is not effective.

Although there are many reasons to recom-
mend CBM as a progress monitoring tool,
there are limitations. The lack of national
norms makes it difficult to interpret data out-
side the local context. There are several sources
that compile benchmarks and growth rates
from the available literature (Deno et al., 2001;
Fuchs & Fuchs, 2004; Hosp & Hosp,
2003), and the DIBELS website (www.dibels.
uoregon.edu) provides benchmarks based on
extensive, unpublished data. These sources
provide guidelines that can be supplemented
with school system norms. Another drawback
is the primary focus on measures for the ele-
mentary school years. Progress monitoring
measures for secondary students are in devel-
opment, but the research base is in its early
stages (e.g., Espin & Foegen, 1996; Espin et al.,
2000). Finally, results from CBM progress
monitoring data with decision rules indicate
whether an instructional change is required,
but not necessarily what the instructional
change should be. There is some work in this
area (Fuchs, Fuchs, & Hamlett, 1994) that re-
quires elaboration. We find that analysis of sev-
eral probes (e.g., PRF) provides sufficient clini-
cal information upon which to offer
instructional ideas, but systematizing an ap-
proach would be of benefit to most users.

Preacademic Skills

The strength of CBM research and practice
coupled with national interest in early reading
assessment, prevention, and intervention (e.g.,
National Reading Panel 2000; Snow, Burns, &
Griffin, 1998) spawned the development of
prereading and premath fluency tasks that mir-
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CBM #1/Grade 1

Student: Teacher:

School: Date:

Grade: Examiner:

# attempted # of errors # read correctly

Instructions

You are going to read this story titled Frog Feels Sick out loud. This story is about when Toad tried to
make his friend Frog feel better. (Place the reading passage in front of the student, face down.) Try to
read each word. You can use your finger to keep your place. If you come to a word you don’t know, I’ll
tell it to you. You will read for one minute. Be sure to do your best reading. Do you have any questions?
(Turn the passage right-side up.) Put your finger on the first word. Begin.

Frog Feels Sick

One day in summer Frog was not feeling well. 9

Toad said, “Frog, you are looking quite green.” 17

“But I always look green,” said Frog. “I am a frog.” 28

“Today you look very green even for a frog,” said Toad. 39

“Get into bed and rest.” 44

Toad made Frog a cup of hot tea. Frog drank the tea, and 57

then he said, “Tell me a story while I am resting.” 68

“All right,” said Toad. “Let me think of a story to tell 80

you.” 81

Toad thought and thought. But he could not think of a 92

story to tell Frog. 96

“I will go out on the front porch and walk up and down,” 109

said Toad. “Perhaps that will help me think of a story.” 120

FIGURE 13.1. Example of an examiner’s protocol for a curriculum-based measurement probe of
passage reading fluency.

Frog Feels Sick

One day in summer Frog was not feeling well.

Toad said, “Frog, you are looking quite green.”

“But I always look green,” said Frog. “I am a frog.”

“Today you look very green even for a frog,” said Toad.

“Get into bed and rest.”

Toad made Frog a cup of hot tea. Frog drank the tea, and

then he said, “Tell me a story while I am resting.”

“All right,” said Toad. “Let me think of a story to tell

you.”

Toad thought and thought. But he could not think of a

story to tell Frog.

“I will go out on the front porch and walk up and down,”

said Toad. “Perhaps that will help me think of a story.”

FIGURE 13.2. Example of a child’s protocol for a curriculum-based measurement probe of passage
reading fluency.



ror CBM tasks. The best known effort is the
Dynamic Indicators of Early Literacy (DIBELS;
2001) system, in which fluency of sublexical
skills such as letter names, initial sounds, and
phonemic segmentation are measured (Good,
Simmons, & Kame’enui, 2001; Kaminski &
Good, 1996). This is a new area of research
and as such, most of the validity data reflect
that of construct validity in Messick’s terms
(1995). Researchers also have investigated the
validity of letter–sound fluency (Ritchey &
Speece, 2006; Speece, Mills, Ritchey, & Hill-
man, 2003; Stage, Sheppard, Davidson, &
Browning, 2001) and premath skills (Van-
DerHeyden et al., 2004; VanDerHeyden, Witt,
Naquin, & Noell, 2001).

Although these preacademic tasks are often
called “CBM,” there are important distinctions
(Fuchs & Fuchs, 1999). Prereading fluency
measures assess a single skill that does not rep-

resent the general outcome of word recognition
and reading comprehension. In contrast, PRF
reflects word recognition and comprehension
processes (Jenkins, Fuchs, van den Broek,
Espin, & Deno, 2003), the goals of reading in-
struction. There is concern that single-skill
measurement may narrow the range of skills
teachers may teach, and that the measures may
not adequately model growth in the curriculum
(Fuchs & Fuchs, 1999). Ritchey and Speece
(2006) reported that letter–sound fluency slope
predicted word reading at the end of kin-
dergarten, suggesting some relation between
sublexical growth and reading outcomes. The
DIBELS website provides benchmarks that
could be construed as evidence of growth.
However, several research reports indicate that
the benchmarks yield too many false-positive
cases (Fuchs, 2003; Hintze, Ryan, & Stoner,
2003; Speece, 2005). Further work along the
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lines of the research program that guided CBM
is required to understand the full range of va-
lidity questions. Construct validity is estab-
lished for several of the measures, so they can
be viewed as predictors of literacy outcomes,
but their use as progress monitoring or diag-
nostic measures is premature.

RECOMMENDATIONS AND FUTURE DIRECTIONS

Although our own work focuses on RTI, not
psychological processes, and, accordingly, we
view RTI as more viable for the identification
of LDs, examination of validity indicates both
approaches require more work to claim the
high ground. There is evidence of construct va-
lidity for each. It is true that RTI has a stronger
hold on relevance given the direct tie to instruc-
tion and child outcomes (e.g., Speece & Case,
2001; Vaughn et al., 2003; Vellutino et al.,
1996), but there remain a large number of
questions to be examined, such as validity for
older children, academic domains beyond read-
ing and math, applicability to children in kin-
dergarten and preschoolers, methods to ensure
fidelity of treatment as RTI goes to scale in
schools, and methods to reduce the cumber-
some nature of the RTI enterprise. Major issues
for psychological processing methods include
demonstrating a contribution beyond what is
learned from achievement tests and evaluating
instructional relevance through tighter research
designs that include experimental control and
larger samples. Both methods need to be more
definitive about the criteria for diagnosing a
learning disability.

Obviously, clinicians and practitioners do
not have the luxury of waiting for definitive
answers if, indeed, any are forthcoming. Cur-
rent best practice is to implement an RTI sys-
tem with all the components (increasingly in-
tensive instruction across three tiers, progress
monitoring, and fidelity of instruction). In
line with IDEA, Tier 3 must include a multi-
faceted assessment in relevant domains as
needed, in addition to continued progress
monitoring. This may mean an intellectual as-
sessment, if mental retardation is suspected,
but this assessment would not be routine. We
advocate greater sensitivity to potential
comorbid conditions, including social emo-
tional functioning, ADHD, and academic do-
mains other than that cited in the referral.
There is a great deal of evidence that chil-

dren’s attention to task predicts academic per-
formance (e.g., McKinney, Mason, Perkerson,
& Clifford, 1975; McKinney & Speece,
1983; Speece & Cooper, 1990; Stage et al.,
2003; Torgesen et al., 1999). This general
conclusion holds whether behavior is mea-
sured directly through observation or inferred
from behavior ratings by teachers. A number
of instruments are available to assess atten-
tion and should be incorporated as indicated
in a comprehensive assessment. Our prefer-
ence is to conduct minimalist assessments be-
yond the information on discrepant learning
levels and rates provided by RTI. Selected
measures should emphasize informing instruc-
tion and not comparisons with a norm group.

As the foregoing suggests, RTI is a school-
based process. This raises the question of how
private practitioners will participate in LD
identification if RTI holds sway. If a state edu-
cational agency decides that an RTI process is
required as part of the diagnostic process, then
nonschool practitioners will need to develop
additional procedures to work in schools. The
proposed regulations, however, provide leeway
for a business as usual approach (i.e., testing to
document discrepancy and psychological pro-
cessing difficulties). This flexibility will likely
lead to conflict between school systems that
adopt RTI and outside practitioners who base
diagnosis on a different set of criteria. States
will need to consider this possibility and be
clear on what counts as evidence. One possible
resolution may be the development of dynamic
assessment procedures in which test–train–test
paradigms administered in single sessions or
over a brief amount of time assess responsive-
ness (e.g., Speece, Cooper, & Kibler, 1990;
Swanson & Howard, 2005). Dynamic assess-
ment connected to academic learning holds
promise as an efficient approach to RTI and is
in development (D. Fuchs, personal communi-
cation, October 2005).

Advances in the neurosciences also hold
promise for informing psychological process-
ing methods of assessment. Recent work docu-
menting changes in brain activation patterns as
a result of reading interventions may ultimately
assist in linking these patterns with behavioral
measures (e.g., Shaywitz et al., 2004; Simos et
al., 2005; Temple et al., 2003). It will be impor-
tant to expand the behavioral measures to in-
clude newer versions of intellectual assessment
(i.e., CAS, K-ABC-II) to further assess con-
struct validity.
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Although it is unsettling to have such ambi-
guity in definition and identification for a con-
struct with a long history, as Doris (1986)
noted, the LD field actually has a short scien-
tific past. Assessment of LD is more a clinical
than a statistical enterprise. Paul Meehl (1954)
urged us to put more work in the latter to
achieve the validity that the LD field demands.
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Child Abuse and Neglect

Claire V. Crooks
David A. Wolfe

In this chapter we present a comprehensive
update and review of the major findings on

child abuse and neglect to formulate a multi-
level framework for psychological assessment.
Because of the advances in theory and re-
search since the last edition of this volume,
new information has led to considerable
changes and refinements in our assessment
strategy. Most notably, assessing the child is
much more detailed due to the sizable num-
ber of new instruments and approaches that
have been investigated; previously, the parent
was the focus of the lion’s share of assess-
ment procedures, and little information was
available as to either the effects on or the
needs of the children. Although physical
abuse continues to receive more coverage
than child neglect, many recent studies’ added
specificity to their procedures has allowed for
better discrimination among factors relevant
to assessment. In particular, specific measures
of neglect have been developed since the pre-
vious edition of this volume.

Child abuse and neglect occur within ongo-
ing relationships that are expected to be protec-
tive, supportive, and nurturing. Children from
abusive and neglectful families grow up in envi-
ronments that fail to provide consistent and ap-
propriate opportunities that guide develop-

ment; instead, these children are placed in jeop-
ardy of physical and emotional harm. Because
their ties to their families, even to the abuser,
are very important, child victims may feel torn
between a sense of belonging and a sense of
fear and apprehension. For this and many
other reasons discussed in this chapter, the as-
sessment of abused children, their caregivers,
and their family environment is fraught with
challenges.

The chapter begins with an overview of the
types of child maltreatment, epidemiological
findings, and developmental consequences, all
of which are important for formulating an as-
sessment strategy. This overview is followed by
a comprehensive look at the state of assessment
approaches for this multidimensional problem.
Our assessment strategy incorporates proce-
dures for assessing many areas of emotional
and behavioral development of maltreated chil-
dren; moreover, it addresses critical areas asso-
ciated with parent and family functioning that
affect maltreatment, such as parental history,
childrearing skills, stressful events, and so on.
The approach to assessment, derived from re-
search and clinical literature, involves a multi-
stage process that profits from advances in
observational and self-report assessment strate-
gies.
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TYPES OF CHILD ABUSE AND NEGLECT

Many societies are struggling to balance paren-
tal rights (e.g., parents’ rights to discipline their
children) and the rights of children to be safe
and free of harm. Consequently, a significant
shift is underway in how child maltreatment is
defined and in how its effects are studied. In the
past, abuse was defined primarily by visible
physical injuries. However, physical injuries are
only one of many consequences; maltreatment
can also damage individuals’ developing rela-
tions with others and their fundamental sense
of safety and self-esteem.

At its most basic level, “child maltreatment”
is a generic term describing volitional or ne-
glectful acts on the part of a child’s caregiver
that result in, or have the potential to result in,
physical injuries and/or psychological harm.
Maltreatment includes four primary acts of
commission or omission: (1) neglect (failure to
provide care in accordance with expected soci-
etal standards for food, shelter, protection, af-
fection); (2) emotional abuse (verbal abuse,
isolation, exposing children to violence); (3)
physical abuse (nonaccidental bodily injury);
and (4) sexual abuse (sexual contact, including
attempts or threats). Importantly, most child
maltreatment occurs in the context of the
caregiver–child relationship, which has signifi-
cance because this relationship is central to the
child’s ongoing sense of safety, trust, and fulfill-
ment of needs. Although there are other forms
of maltreatment that are not caregiver- or
family-based (e.g., child sexual exploitation/
prostitution, child labor, abuse/assault by non-
family persons known to the child), we limit
our discussion herein to physical abuse and ne-
glect by a child’s primary caregiver (interested
readers on these other forms of exploitation are
referred to Cooper, Estes, Giardino, Kellogg, &
Vieth [2005]). Thus, from a psychological per-
spective, maltreatment is harmful or poten-
tially harmful to the child’s immediate and fu-
ture well-being not only because of physical
injuries, but also because of what it often repre-
sents in terms of interfering with the child’s on-
going social, cognitive, and behavioral devel-
opment (Wekerle, Miller, Wolfe, & Spindel,
2006).

Physical abuse is the deliberate application
of force to any part of a child’s body, which re-
sults, or may result, in a nonaccidental injury. It
may involve hitting a child a single time, or it
may involve a pattern of incidents. Physical

abuse also includes behaviors such as shaking,
choking, biting, kicking, burning, or poisoning
a child, holding a child under water, or any
other harmful or dangerous use of force or re-
straint (e.g., locking a child in a closet or tying
him or her to a chair). Child physical abuse is
often connected to physical punishment or may
be confused with child discipline. Neglect oc-
curs when a child’s parents or other caregivers
are not providing essential requisites for a
child’s emotional, psychological, and physical
development. Physical neglect involves inade-
quate provision of a child’s needs for food,
clothing, shelter, cleanliness, medical care, and
protection from harm. The determination of
child abuse and neglect typically requires con-
sideration of cultural values and standards of
care, as well as recognition that some forms of
maltreatment may be bound by poverty.

In addition to these more clearly defined
forms of abuse and neglect, the definition of
“child maltreatment” for purposes of assess-
ment and intervention often includes cases
of high-risk parenting practices that may fall
short of documented injuries. Rather than a di-
chotomous definition (abusive–not abusive),
such a view considers the full continuum of
childrearing acts, which may range from appro-
priate and developmentally sensitive behaviors
to physically and verbally abusive ones (Wolfe,
1999). Examples of family problems that are ad-
dressed by this assessment strategy include reli-
ance upon high-intensity physical punishment,
use of excessive criticism and verbal harassment,
use of unorthodox disciplinary techniques, lack
of physical or verbal affection toward the child,
failure to provide developmentally appropriate
stimulation or opportunities to the child,
exposure to domestic violence, and similar
trauma-inducing experiences caused directly or
indirectly by caregivers. These and many similar
instances of parental inadequacy or ineffective-
ness often warrant professional involvement.
Because determination of such events involves
professional judgment, definitions of child
abuse and neglect vary somewhat in accordance
with the purpose of the assessment and interven-
tion concerns. This ambiguity is considered nec-
essary and acceptable in view of the current state
of knowledge and the presumed advantage to
the child and family in seeking assistance for
wide-ranging problems (as opposed to labeling
or punishing individual family members).

Legal definitions of abuse and neglect em-
phasize parental deviance and wrongdoing,
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thereby focusing on the implicit intent to
harm or the parent’s inability to protect the
child from harm. In contrast, social science
definitions allow greater recognition of the in-
dividual, family, and social context of maltreat-
ment, because most incidents involve non-life-
threatening injuries rather than major acts of
assault. The social science perspective, reflected
herein, places primary importance on the rela-
tional context of maltreatment, because the
child’s short- and long-term adjustment follow-
ing incident(s) of abuse or neglect are highly
dependent on the overall quality of this rela-
tionship. In other words, a parent who is abu-
sive on some occasions may be a source of sup-
port and nurturance for the child at other
times; thus, the overall psychological impact of
abuse may be tempered by other aspects of the
relationship (although this process does not ne-
gate the significance of the act or the parent’s
responsibility).

The most distinguishing aspect of parents
who have been reported for abuse, compared
to their socioeconomically matched counter-
parts, is the chronic and escalating pattern of
parent–child conflict, culminating in more and
more serious harm over time. Neglectful par-
ents are usually distinguished by the chronicity
and severity of their behavior rather than by
single events (Hildyard & Wolfe, 2002; Slack,
Holl, McDaniel, Yoo, & Bolger, 2004). Fur-
thermore, both abuse and neglect are most det-
rimental when they occur in the absence of
compensatory factors, such as positive interac-
tions or a strong social support network, which
are crucial to facilitating a child’s social, cogni-
tive, and emotional development. Thus, rather
than being categorically distinct from other pa-
rental actions, childhood maltreatment is best
understood in terms of a continuum of parent-
ing behaviors. At one extreme on the contin-
uum are those practices considered to be most
harmful and inappropriate; at the other ex-
treme are methods that promote the child’s so-
cial, emotional, and intellectual development.
From this perspective, “child abuse and ne-
glect” can be defined in terms of the degree to
which a parent uses aversive or inappropriate
control strategies in an attempt to inflict physi-
cal or emotional pain upon a child, and/or fails
to provide minimal standards of caregiving and
nurturance (Wolfe, 1999). Furthermore, abuse
and neglect often involve a negative and reject-
ing stance toward the child, which translates
into limited opportunities for the child to re-

ceive positive attention and nurturance, or to
develop a sense of trust in relationships.

INCIDENCE AND PROFILE

Every week, more than 50,000 children are re-
ported as victims of suspected child abuse and
neglect in the United States alone (U.S. De-
partment of Health and Human Services
[USDHHS], 2005). This weekly toll translates
into an annual rate of about 3 million reports
of suspected child abuse and neglect cases each
year, a figure that has changed very little over
the last decade (USDHHS, 2004). About one-
third of these reports end up as substantiated
cases by child protective services, yielding a
rate of 12.4 per 1,000 children in the popula-
tion. Child neglect (including medical neglect)
continues to be the most common form of mal-
treatment, accounting for close to 60% of all
documented cases in the United States. Al-
most one-fifth of the children suffered physical
abuse, and nearly 10% were sexually abused.
In addition, about one-fourth of these children
suffered more than one type of maltreatment.

By comparison, Canada’s substantiated inci-
dence of maltreatment was 9.7 per 1,000 chil-
dren based on a 1998 sample (Trocmé et al.,
2001). However, Canada’s incidence rate more
than doubled in the more recent 2003 study
(21.71/1,000 children), mostly because the lat-
ter survey included children exposed to domes-
tic violence (as a category of neglect) (Trocmé
et al., 2005). Notably, almost two-thirds of the
families in the Canadian Incidence Study were
known previously to child protective services,
underscoring the chronicity and repetitive na-
ture of most forms of maltreatment.

Lifetime prevalence estimates of maltreat-
ment are derived by asking adults if they ever
experienced particular forms of maltreatment
as children. For example, the Ontario Health
Supplement, a general population survey of
nearly 10,000 residents of Ontario, Canada,
asks people 15 years and older about physical
and sexual abuse in childhood (MacMillan et
al., 1997). A history of child physical abuse
was reported more often by males (31.2%)
than by females (21.1%), whereas sexual abuse
during childhood was more commonly re-
ported by females (12.8%) than by males
(4.3%). Retrospective reports of childhood ex-
periences are inexact, and it is rarely possible to
corroborate episodes of maltreatment to get
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precise accounts (Hardt & Rutter, 2004). Nev-
ertheless, on the whole, these incidence and
prevalence data indicate a substantial problem
affecting a sizable proportion of the child and
adult population.

Child abuse and neglect occur in all societies,
and more and more countries are commit-
ted to an ongoing surveillance of reported
cases for better awareness and planning. Cross-
culturally, the World Health Organization
(WHO; 2002) estimates that 40 million chil-
dren ages 0–14 are victims of child abuse and
neglect annually around the world, confirming
suspicions that child abuse is found in all soci-
eties and is almost always a highly guarded se-
cret.

Certain child characteristics identified
through incidence studies help to identify the
overall probability and type of maltreatment.
Incidence studies have consistently found that
children’s age and sex are related to risk of mal-
treatment but that ethnic identity is not, once
other factors such as poverty and homelessness
are taken into account (Trocmé et al., 2001;
USDHHS, 2003). Younger children, who have
the greatest need for care and supervision, are
the most common victims of physical neglect.
Along with young adolescents, toddlers and
preschoolers are the most common victims of
physical and emotional abuse, which corre-
sponds to the emergence of greater indepen-
dence and parental conflict at these develop-
mental periods. Sexual abuse, in contrast, is
relatively constant from age 3 on, which attests
to children’s vulnerability from early preschool
years throughout childhood. Although both
boys and girls are more likely to be sexually
abused by someone they know and trust, boys
are more likely to be abused by male nonfamily
members (e.g., camp staff, teachers, scout lead-
ers), whereas girls are more likely to be sexu-
ally abused by male family members (Berliner
& Elliott, 2002; Wolfe, Jaffe, Jetté, & Poisson,
2003).

Abuse and neglect are more common among
the poor and disadvantaged, although they also
occur among higher income families. This so-
cioeconomic connection is not likely accounted
for by reporting bias, as it has not changed for
the past 30 years despite increased awareness
and reporting (USDHHS, 2003). Family struc-
ture is also connected to the probability of
child maltreatment. Children living with a sin-
gle parent are at significantly greater risk of
both physical abuse and neglect. Those living

in father-only homes are almost twice as likely
to be physically abused as those living with
mothers alone (Sedlak & Broadhurst, 1996;
Trocmé et al., 2001). The majority of child
victims are maltreated by one or both par-
ents (85%) across all forms of maltreatment.
However, there are important exceptions, as
well as key sex differences in the nature of
abuse or neglect. Child neglect is committed
predominantly—about 90% of the time—by
mothers, which fits with the fact that mothers
and mother substitutes tend to be primary care-
takers and are more likely to be charged with
child neglect, even when a father figure is pres-
ent in the family. In contrast, sexual abuse is
committed more often—about 90% of the
time—by males, about half of whom are the
child’s father or father figure. Although males
are the dominant perpetrators in sexual abuse,
the most common perpetrator pattern overall is
a female parent acting alone, who is typically
younger than 30 years of age (USDHHS,
2003). The finding that a single mother is the
most frequently identified perpetrator of child
abuse is to some extent a reflection of the num-
ber of single-parent families headed by moth-
ers.

DEVELOPMENTAL CONSIDERATIONS
AND IMPAIRMENTS

The development of the abused child seldom
follows a predictable course, because child
abuse is characterized by many other negative
socialization forces, including family instabil-
ity, parenting inconsistency, and socioeconomic
disadvantage. Information about the develop-
mental sequelae of abuse has gradually grown
from its early beginnings (i.e., case histories,
clinical interventions, comparative studies of
abused and nonabused children) to include
more sophisticated longitudinal investigations.
These studies continue to suggest that mal-
treated children, as a group, do not reveal char-
acteristic adjustment patterns or long-term de-
velopmental problems that clearly distinguish
them from nonabused children. At the same
time, the range and extent of problems in this
population implicate abuse as a contributory
factor in a wide range of child (e.g., delin-
quency, school problems, speech and language
delays) and adult (e.g., criminal behavior, mari-
tal conflict, childrearing problems) develop-
mental impairments (Trickett, Kurtz, &
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Pizzigati, 2004). This wide range of possible
developmental trajectories poses a challenge
for assessment due to the number of areas that
are potentially affected by child abuse and ne-
glect. A developmental psychopathology per-
spective of abuse views the emergence of mal-
adaptive behaviors, such as peer aggression,
school failure, and delinquency, within a longi-
tudinal and multidimensional framework
(Cicchetti, Toth, & Maughan, 2000). This per-
spective facilitates an ongoing investigation of
the changes over time observed among samples
of abused children, and attempts to account for
these changes on the basis of both global (e.g.,
socioeconomic and normative factors affecting
all children) and more specific (e.g., type of
maltreatment, child and family resources) in-
tervening variables.

Because child abuse and neglect are the re-
sult of adult actions and not child disorders, it
is important for assessment purposes to exam-
ine the major developmental impacts that have
been linked to these phenomena. These de-
velopmental impairments show up in chil-
dren from infancy through adolescence, and
can have consequences throughout adulthood.
Some of the effects on development lead to
mental disorders in childhood or later life, such
as posttraumatic stress disorder (PTSD), mood
disorders, substance abuse, and so on, whereas
others affect ongoing relationships, educa-
tional attainment, criminal behavior, and many
other aspects of personality and adjustment.
Below is a snapshot of the major developmen-
tal processes most affected by child physical
abuse and various forms of child neglect, fol-
lowed by discussion of major disorders often
associated with longer-term outcomes. Assess-
ment implications and approaches for these im-
pairments follow in subsequent sections.

Episodes of child abuse and neglect, whether
chronic or sporadic, can disrupt the important
process of early childhood attachment, and in-
terfere with children’s ability to seek comfort
and to regulate their own physiological and
emotional processes. As a result, young mal-
treated children are more likely than other chil-
dren to show an absence of an organized
attachment strategy (Lyons-Ruth, Yellin,
Melnick, & Atwood, 2003). Without consis-
tent stimulation, comfort, and routine to aid
in the formation of secure attachments, mal-
treated infants and toddlers have considerable
difficulty establishing a reciprocal, consistent
pattern of interaction with their caregivers. In-

stead, they may show a pattern described as in-
secure–disorganized attachment, characterized
by a mixture of approach and avoidance, help-
lessness, apprehension, and a general disorien-
tation (Barnett, Ganiban, & Cicchetti, 1999).
The lack of a secure, consistent basis for rela-
tionships places maltreated children at greater
risk of falling behind in their cognitive and so-
cial development, and can result in their having
problems regulating their emotions and behav-
ior with others (Sroufe, Carlson, Levy, &
Egeland, 1999).

Parent–child attachment and the home cli-
mate also play a critical role in emotion regula-
tion, another early developmental milestone.
“Emotional regulation” refers to the ability to
modulate or control the intensity and expres-
sion of feelings and impulses, especially in-
tense ones, in an adaptive manner (Cicchetti,
Ganiban, & Barnett, 1991; Maughan &
Cicchetti, 2002). Because maltreated children
live in a world of emotional turmoil and ex-
tremes, it is very difficult for them to un-
derstand, label, and regulate their internal
states (Shipman, Zeman, Penza, & Champion,
2000). Expressions of affect, such as crying or
signals of distress, may trigger disapproval,
avoidance, or abuse from caregivers, so mal-
treated youngsters have a greater tendency to
inhibit their emotional expression and reg-
ulation, and remain more fearful and
hypervigilant (Klorman, Cicchetti, Thatcher, &
Ison, 2003). Similarly, they show increased at-
tention to anger- and threat-related signals,
such as facial expressions, and less attention to
other emotional expressions (Pollak & Tolley-
Schell, 2003). Difficulties modulating emotions
can be expressed as depressive reactions, as
well as intense angry outbursts (Wekerle &
Wolfe, 2003). Accordingly, as they grow older
and are faced with new situations involving
peers and other adults, poor emotional regula-
tion becomes more and more problematic.
Over time, this inability to regulate emotions is
associated with both internalizing symptoms,
such as depression and fearfulness, as well
as externalizing symptoms, such as hostility,
aggression, and various forms of acting out
(Burack et al., 2006; Éthier, Lemelin, &
Lacharité, 2004).

Neuroscientists have connected the behav-
ioral signs of poor emotional regulation among
maltreated children to alterations in the de-
veloping brain. Studies with maltreated chil-
dren and adults with a history of childhood
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abuse show long-term alterations in the
hypothalamic–pituitary–adrenal (HPA) axis
and norepinephrine systems, which have a pro-
nounced affect on one’s responsiveness to stress
(Bremner & Vermetten, 2001; Nemeroff,
2004). Brain areas implicated in the stress re-
sponse include the hippocampus (involved in
learning and memory) the prefrontal cortex,
and the amygdala. The impact of child abuse
on these areas of the brain may lead to long-
term mental health problems (Bremner, 2003).
In effect, acute and chronic forms of stress as-
sociated with maltreatment may cause changes
in brain development, resulting in changes in
structure and function. Due to prolonged and
unpredictable episodes of abuse or neglect,
cortisol levels become depleted, and the feed-
back systems that control hormone levels in the
brain may become dysfunctional. As a result,
the neuroendocrine system becomes highly sen-
sitive to stress (De Bellis, Keshavan, Spencer, &
Hall, 2000). These neurobiological changes
that occur in response to untoward early-life
stress may partially account for the psychiatric
problems that emerge throughout the lifespan
among individuals who were maltreated in
childhood.

Maltreated children may also lack core posi-
tive beliefs about themselves and their world,
because their negative experiences in relation-
ships are carried forward to new situations
(Cicchetti, Rogosch, Maughan, Toth, & Bruce,
2003). They may develop negative representa-
tional models of themselves and others based
on a sense of inner “badness,” self-blame,
shame, or rage that further impairs their ability
to regulate their affective responses (Feiring,
Taska, & Lewis, 2002). The child’s developing
sense of personal self-efficacy can be under-
mined by physical and verbal abuse, as well as
by physical and emotional neglect, because
such maltreatment devalues the child as a per-
son. Feelings of betrayal can also challenge an
individual’s sense of self, because a person on
whom the individual was dependent violated
that trust and confidence.

Maltreated children’s relationships with
their peers and teachers typically mirror the
models of relationships they know best. Instead
of a healthy sense of autonomy and self-
respect, their models of relationships have ele-
ments of being both victim and victimizer—
those who rule and those who submit—and
during interactions with peers, maltreated chil-
dren may alternate between being the aggressor

and being the victim (Dodge, Pettit, & Bates,
1994). Their adaptation strategies, such as
hypervigilance and fear, evolve to become
highly responsive to threatening or dangerous
situations. These strategies conflict, however,
with the new challenges of school and peer
groups. As a result, children with histories of
physical abuse and neglect may be more dis-
tracted by aggressive stimuli and misread the
intentions of their peers and teachers as being
more hostile than they actually are (Dodge et
al., 1994). Given their propensity to attribute
hostile intent to others and their lack of empa-
thy and social skills, it is not surprising that
abused and neglected children are rejected by
their peers (Bolger & Patterson, 2001; Burack
et al., 2006; Shields, Ryan, & Cicchetti, 2001),
and have severe and wide-ranging problems in
school and interpersonal adjustment (Egeland,
Yates, Appleyard, & van Dulmen, 2002). This
pattern of poor adjustment often persists, lead-
ing to higher rates of personality disorders in
early adulthood, especially among neglected
children (Johnson, Smailes, Cohen, Brown, &
Bernstein, 2000).

LIFE COURSE

As children approach adulthood, the develop-
mental impairments stemming from child mal-
treatment can lead to more pervasive and
chronic psychiatric disorders, including anxiety
and panic disorders, depression, eating disor-
ders, sexual problems, and personality distur-
bances (Brown, Cohen, Johnson, & Smailes,
1999; Edwards, Holden, Felitti, & Anda,
2003; Felitti et al., 1998). Four of the promi-
nent developmental outcomes of abuse and ne-
glect discussed herein include mood and affect
disturbances, substance abuse, posttraumatic
stress-related problems, and antisocial or abu-
sive behavior in relationships.

Symptoms of depression, emotional distress,
and suicidal ideation are common features of
individuals of all ages with histories of physical
as well as sexual abuse, especially in the ab-
sence of positive relationships and opportuni-
ties to develop healthy coping strategies and
social supports (Leifer, Kilbane, Jacobsen,
& Grossman, 2004). Symptoms of depres-
sion and mood disturbance often increase dur-
ing late adolescence and adulthood, especially
among those who were abused since childhood
(Brown et al., 1999; Kolko, 2002), and can
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lead to life-threatening suicide attempts and
self-mutilating behavior (Kaplan, Pelcovitz,
Salzinger, Mandel, & Weiner, 1997).

Similarly, teens with histories of maltreat-
ment have a much greater risk of substance
abuse (Kilpatrick et al., 2003), which in turn
increases the risk of other adjustment prob-
lems. Perhaps as a result of chronic emotional
pain, some teens and adults attempt to cope
with unpleasant memories and current stress-
ors by abusing alcohol and drugs, in a futile ef-
fort to diminish their distress. Substance abuse
may also bolster self-esteem and temporarily
reduce feelings of isolation (Bensley, Eenwyk,
& Simmons, 2000). Thus, drug and alcohol use
may function as a coping mechanism for in-
creased stress brought on by childhood abuse.
Alcohol and other illegal drug use may reduce
symptoms of hyperarousal and unpleasant
emotions, and produce emotional numbing
and euphoria.

A significant number of men and women
who have been subjected to severe physical or
sexual abuse during childhood suffer long-term
stress-related disorders. Between 20 and 50%
of children and adolescents with histories of
maltreatment involving sexual abuse or com-
bined sexual and physical abuse meet criteria
for PTSD (McCloskey & Walker, 2000; Scott,
Wolfe, & Wekerle, 2003). The prevalence
among adults is equally disturbing: About one-
third of the childhood victims of sexual abuse,
physical abuse, or neglect meet criteria for life-
time PTSD (Kilpatrick et al., 2003; Widom,
1999). Because of the emotional and physical
pain of abusive experiences, children may vol-
untarily or involuntarily induce an altered state
of consciousness known as “dissociation,”
which can be adaptive when neither resistance
nor escape are possible (Herman, 1992). The
process allows the victim to feel detached from
the body or self, as if what is happening is not
happening to him or her. Child abuse victims
may come to rely on this form of psychological
escape to the extent that profound disruptions
to self and memory can occur (Macfie,
Cicchetti, & Toth, 2001).

Finally, although most child victims of abuse
and neglect do not grow up to be perpetrators
of violence, a disturbingly high number, ap-
proximately 30%, carry the pattern into ado-
lescence and adulthood (Kaufman & Zigler,
1987). Growing up with power-based, authori-
tarian methods of asserting power, even if they
do not result in physical injuries or identified

maltreatment, can be toxic to relationship and
social patterns (Straus, 2001). For example,
youth who have learned to adapt to violence
and intimidation as a way of life, and who lack
suitable alternative role models or experiences,
are more likely to approach dating with in-
appropriate expectations about relationships.
Youth (girls as well as boys) who grow up in vi-
olent homes report more violence, especially
verbal abuse and threats, both toward and
from their dating partners (Wolfe, Scott,
Wekerle, & Pittman, 2001; Wolfe, Wekerle,
Scott, Straatman, & Grasley, 2004). Dating vi-
olence during adolescence, combined with a
past history of violence in their own family, are
strong prerelationship predictors of intimate
violence in early adulthood and marriage
(O’Leary, Malone, & Tyree, 1994; White &
Widom, 2003).

SUMMARY

The perspective on abused and neglected chil-
dren presented herein has focused on know-
ledge of the wide range of developmental
changes and deviations that have been docu-
mented in this diverse population. This devel-
opmental viewpoint embraces the subtly inter-
acting conditions that work in combination
either to attenuate the effects of powerful trau-
matic events or to turn a minor developmental
crisis into a major impairment. Accordingly,
maltreatment during infancy is strongly associ-
ated with characteristics of both anxious and
disorganized attachments that may, over time,
adversely affect the child’s intellectual and
socioemotional development. Preschool-age
abused children are more difficult to manage
and have more marked developmental delays
in language, self-control, and peer interactions
than do nonabused children. As they reach
school age, these children continue to have sig-
nificant learning and motivational problems at
school, and higher rates of aggressive and
destructive behavior with peers. Finally, as
abused children reach adolescence and adult-
hood, they are likely to continue this pattern of
altered development, manifested by elevated
symptoms of mood and affect disorders, sub-
stance abuse, posttraumatic stress, and abuse
and violence in their close relationships.

Despite the potential for these serious conse-
quences, child maltreatment, like other forms
of adversity and trauma during childhood,
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does not affect each child in a predictable or
consistent fashion. To the contrary, the impact
of maltreatment depends on not only the sever-
ity and chronicity of the events themselves but
also how such events interact with the child’s
individual and family characteristics (Felitti et
al., 1998). Accordingly, because of the wide-
ranging causes and effects of maltreatment, a
comprehensive assessment framework must be
followed that includes child, parent, family,
and cultural influences. We describe the global
and specific aspects to such a framework for
assessing these areas in the sections to follow.

ETIOLOGY

Physical abuse, in particular, may be under-
stood as a special case of aggression in which
child behavior often represents an immediate
aversive stimulus that precipitates adult ag-
gression. This perspective also recognizes the
significance of contextual factors, such as
crowded housing, ambient noise level, and so-
cioeconomic disadvantages that contribute to
the uncontrolled expression of aggression in
the family. Although such precursors to abuse
are highly relevant to our understanding of the
problem, the question remains as to why only a
relatively small percentage of adults exhibit
such behavior in the presence of these common
aversive events. To answer this question, a con-
sideration of parent, child, and situational
characteristics that may serve to accent or
buffer the impact of such events is required.

Child physical abuse and neglect are often
considered relational disorders, because they
occur in the context of critical relationship
roles. These relationships are particularly sa-
lient during periods of stressful role transitions
for parents, such as the postnatal attachment
period, the early childhood and early adoles-
cence “oppositional” periods of testing limits,
and times of family instability and disruption.
Caregivers’ failure to provide nurturing, sensi-
tive, available, and supportive care, especially
during critical periods, is a fundamental feature
of maltreatment.

Abuse and neglect are rarely caused by a sin-
gle risk factor, notwithstanding the critical role
of the adult offender. In addition, even though
risk signs and indicators may be present, it is
still very difficult to predict who may become
abusive and who will not. Because child mal-
treatment is an event, not a uniform disorder, it

is necessary to consider multiple interactive
causes. The presence of stress can convert static
conditions into dynamic, chaotic patterns. For
example, physical abuse and neglect occur
most often in the context of social and eco-
nomic family deprivation, which can transform
predisposed, high-risk parents into abusive or
neglectful ones. The greater degree of stress in
the social environment of the abusive parent in-
creases the probability that violence will sur-
face as an attempt to gain control or cope with
irritating, stressful events. In the case of ne-
glect, stress may be so great that parents with-
draw from their child care responsibilities.

For many parents, childrearing is a difficult
and aversive event that can escalate unpredict-
ably into a sudden abusive incident, or more
gradually turn into avoidance and neglect.
Lacking experience and guidance in childrear-
ing, and faced with overwhelming stress, these
parents cannot think of ways to handle a situa-
tion. Instead, they are often hypersensitive to
perceived child misbehavior or have unrealistic
expectations of child behavior, and respond
overaggressively. Many abusive and neglectful
parents have had little past or present exposure
to positive parental models and supports. Their
own childhoods were often full of difficult,
sometimes very traumatic episodes of family vi-
olence, alcoholism, and harsh family circum-
stances related to frequent moves, unemploy-
ment, and poverty (Wolfe, 1999). As adults,
they find daily living stressful and irritating,
and they prefer to avoid potential sources of
support, because it takes additional energy to
maintain social relationships. Chronic physical
ailments and a pervasive mood of discontent-
ment, both common complaints, are under-
standable in light of the circumstances and lim-
ited coping resources.

Offender Characteristics

Because abuse and neglect usually occur in re-
lation to childrearing demands, it is not sur-
prising that both neglectful and abusive parents
interact less often with their children than
other parents during everyday activities. In
general, neglectful parents actively avoid inter-
acting with their child, even when the child ap-
propriately seeks attention, most likely because
social interaction is unfamiliar and even un-
pleasant. Physically abusive parents, in con-
trast, tend to deliver to their children a lot of
threats or angry commands that exceed the de-
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mands of the situation, rather than positive
forms of guidance and praise (Azar & Wolfe,
2006). Because of hostile information-
processing biases, maltreating parents may
misperceive or mislabel typical child behavior
in ways that lead to inappropriate responses
and increased aggression (Azar, 2002; Milner,
2003). They are unfamiliar with what is devel-
opmentally appropriate for a child at a given
age. Some parents apply the same faulty rea-
soning to themselves as well, which results in
lowered self-efficacy (“I’m not a good mother;
other mothers can get their children to do these
things”) and greater interpersonal dependency
(Bornstein, 2005). Unrealistic expectations and
negative intent attributions can lead to greater
punishment for child misbehavior and less re-
liance on explanation and positive teaching
methods (Azar & Wolfe, 2006). Children are
seen as deserving of harsh punishment, and its
use is rationalized as a way to maintain control
(Bugental, Blue, & Cruzcosa, 1989).

Neglectful parents have received far less re-
search attention than physically abusive ones,
perhaps because omissions of proper caretak-
ing behaviors are more difficult to describe and
detect than commissions. Although personality
characteristics and lifestyle choices of abusive
and neglectful parents overlap considerably, as
a group, neglectful parents have more striking
personality disorders and inadequate knowl-
edge of children’s needs, and they suffer more
chronic patterns of social isolation than both
abusive and nonabusive parents (Hildyard &
Wolfe, 2002). Furthermore, neglectful care-
givers typically disengage when under stress,
whereas abusive parents become emotionally
and behaviorally reactive (Azar, 2002). Ne-
glectful parents try to cope with the stress
of childrearing and related family matters
through escape and avoidance, which can lead
not only to severe consequences for the child
but also to higher risk of substance abuse and
similar coping failures for these parents
(Crittenden & Claussen, 2002).

Child and Family Influences

Even though children might do things that are
annoying, adults are fully responsible for abuse
and neglect. Children’s behavior or develop-
mental limitations may increase the potential
for abuse, but only if accompanied by the other
critical factors noted previously. Uninten-
tionally, however, the child may still play a role

in the continuation or escalation of an abusive
or neglectful relationship. For example, chil-
dren with disabilities such as mental retarda-
tion or physical impairments were three times
more likely to be abused than were their non-
disabled peers based on a large population-
based sample (Sullivan & Knutson, 2000).

Abusive incidents occur most often during
difficult to manage, but not uncommon, epi-
sodes of child behavior such as disobedience,
fighting and arguing, accidents, and dangerous
behavior, which may produce anger and ten-
sion in some adults. Circumstances surround-
ing incidents of neglect, in contrast, relate more
to chronic adult inadequacy, which spills over
into daily family functioning (Herrenkohl,
Herrenkohl, & Egolf, 1983). Neglected chil-
dren’s early feeding problems or irritability
may place an increased strain on the parents’
limited child care abilities, again setting in mo-
tion an escalation in the child’s dependency
needs and demandingness, accompanied by
further parental withdrawal (Drotar, 1999).

Family circumstances, most notably conflict
and marital violence, also have a causal con-
nection to child maltreatment. In about half of
the families in which adult partners are violent
toward one another, one or both parents have
also been violent toward a child at some point
during the previous year (Edleson, 1999). Do-
mestic conflicts and violence against women
most often arise during disagreements over
childrearing, discipline, and each partner’s re-
sponsibilities in child care (Edleson, Mbilinyi,
Beeman, & Hagemeister, 2003). Children may
be caught in the crossfire between angry adults,
or in some cases, they might instigate a marital
conflict by misbehaving or demanding atten-
tion. In either case, an escalating cycle of family
turmoil and violence begins, whereby children’s
behavioral and emotional reactions to the vio-
lence create additional stress on the marital re-
lationship, further aggravating an already vola-
tile situation.

Child maltreatment usually occurs in the
context of multiproblem homes and neighbor-
hoods, where poverty, social isolation, and
wide acceptance of corporal punishment exert
major influence on child development. Perhaps
as a result of cultural and social factors, mal-
treating families often lack significant social
connections to others in their extended fami-
lies, neighborhoods, and communities, as well
as to social assistance agencies (Korbin, 2003;
Thompson & Flood, 2002). Unfortunately,
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maintaining family privacy and isolation may
come at the cost of restricted access to healthier
childrearing models and social supports. Ne-
glectful families are especially prone to such
isolation and insularity, which may be tied to
the parents’ significant interpersonal problems
(Gaudin, Polansky, Kilpatrick, & Shilton,
1996).

In summary, abusive and neglectful parents
may be characterized as coming from multi-
problem families of origin, in which they were
exposed to traumatic or negative childhood ex-
periences, such as family violence and instabil-
ity. As adults, they often are incapable of
managing the levels of stress found in their en-
vironment, and tend to avoid social contacts
that they may perceive as additional sources of
stress. Inadequate or inappropriate exposure to
positive parental models and supports (both in
the present and the past), coupled with limited
problem-solving skills and ability to make ap-
propriate judgments during childrearing situa-
tions, may serve to make childrearing a dif-
ficult and aversive event. Consequently (or
concomitantly), such parents may report symp-
toms indicative of health and coping problems
that further impair their ability to function ef-
fectively as parents. As a result, strategies for
assessing parents must balance between screen-
ing for a wide range of possible difficulties
without being cumbersome in an attempt to be
exhaustive.

ASSESSMENT OF CHILD ABUSE AND NEGLECT

The preceding overview has emphasized the in-
terplay of a constellation of factors that involve
the entire family, including the parent’s child-
hood and early adult history, childrearing
skills, recent stressful events, social relation-
ships, and features of the child, among others.
We have also seen that the causes and outcomes
of abuse are entwined with general background
factors that may impair child development,
such as socioeconomic disadvantage, health
status, and family instability. In view of the
complexity of this problem, several implica-
tions for the assessment of maltreating families
emerge. Whereas home and clinic observations
of behavior have demonstrated their value for
pinpointing specific problem areas, by them-
selves such observations may be insufficient to
reveal the range and significance of contextual
events that may be dramatically influencing

parent and child behavior. Therefore, indi-
rect assessment methods (e.g., self-report and
collateral report instruments, interviews, and
standardized psychological tests) that assess
such things as parental attitudes, perceived
social supports, and physical and emotional
health are important methods for examining
low-frequency behaviors and qualitative fac-
tors that relate to parental competence and
possible marital, social, or financial problems.

Another assessment issue that deserves em-
phasis relates to the extremely wide range of
behaviors that may be shown by abused chil-
dren. Typically, functional components of the
abuse process, such as marital conflict, family
instability, and elevated expressions of anger,
are associated with an unusual pattern of child
behavior. However, it is not uncommon to find
maltreated children who either lack any signs
of overt problems or distress or exhibit very
self-defeating behavior with no obvious func-
tion. Rather than assuming that an apparent
absence of distress is indicative of the benign
effects of abuse, other alternatives must be
carefully considered. Therefore, the ongoing
assessment of abused children’s development
and behavior over an extended time period
may be necessary both to understand the rela-
tionship of their behavior to previous and cur-
rent experiences, and to determine the (pos-
sible) adaptive nature of their coping and
adjustment patterns at different developmental
periods.

Referral Questions

Assessing child abuse and neglect is a complex
undertaking, in part because there are many dif-
ferent assessment purposes. Unlike assessing pa-
thology such as depression or anxiety, in which
the assessment questions tend to be more consis-
tent, there is a range of referral reasons for an as-
sessment evaluating child maltreatment. It is
critical to have a clear understanding of the pa-
rameters and focus of the assessment at the out-
set, because child maltreatment assessments
range on a variety of dimensions, including the
likelihood of becoming part of a court proceed-
ing. Because child maltreatment occurs within a
system rather than an individual, evaluation
typically includes an assessment of the par-
ent(s), child(ren), and/or the parent–child rela-
tionship. A comprehensive assessment almost
always includes all three elements. Some com-
mon referral purposes include the following.
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Assessment of Risk of Abuse and/or Competence
of Parenting

One of the most common purposes of referral,
assessment of risk for abuse and/or parenting
capacity, is often ordered to assist child protec-
tive services or the court in making placement
decisions. The importance of a clear referral
purpose cannot be overstated. Even within this
particular type of assessment, the more focused
the purpose of referral the better, because
vague or global reasons for referral (e.g., “to
evaluate this mother’s parenting ability”) are
likely to lead to vague and global reports
(Budd, 2001). These assessments may be very
labor intensive, because they often include a re-
view of significant amounts of collateral infor-
mation and require interviews with many in-
dividuals who have been involved with the
family. Assessing allegations about parenting
capacity and/or abuse occurs with higher fre-
quency in high-conflict custody cases than in
the general public (see Box 14.1).

Assessment of a Family Where Child Maltreatment
Has Been Identified for the Purposes
of Intervention Planning

General treatment planning for various mem-
bers of a family is another common purpose for
assessment. In these cases, maltreatment has al-
ready been substantiated in the child protection
system (or the family has been identified as
high risk) and the purpose of the referral is to
identify appropriate intervention(s). Although
protocols related to mandatory reporting of
child abuse still apply, there is less focus on
whether an incident did or did not occur and
more emphasis on identifying strengths and
weaknesses of the family. In these assessments,
recommendations typically focus more on
identifying required interventions and supports
than on specific placement decisions.

Assessment of the Adult Perpetrator of Child
Maltreatment for the Purposes of Intervention Planning

In some cases, an adult perpetrator of child
abuse is referred for an assessment to assist in-
tervention planning. Although the focus is
the adult perpetrator, an understanding of the
parent–child dynamics associated with child
abuse is critical for conducting these assess-
ments. Because these assessments are more typ-
ically the domain of child protective services or

adult forensic work, and less likely to be part of
general psychological practice, they are not
covered in great detail in this chapter.

Assessment of Child Victim for the Purposes
of Intervention Planning

Social workers and psychologists are often
called upon to assess child victims of abuse to
evaluate the extent of trauma and other diffi-
culties that have arisen due to the abuse. These
assessments provide a critical basis for inter-
vention planning. The assessment may include
overt symptomatology (e.g., trauma symp-
toms, depression and anxiety, behavioral prob-
lems), more subtle attitudinal components
(e.g., attributions about blame, attitudes about
acceptability of violence), and deficits in inter-
personal and academic functioning.

Screening for Child Abuse in a General Clinical Setting

Sometimes a child or family that has come into
contact with professionals for reasons other
than child maltreatment may evidence a “red
flag” for neglect or abuse. Situations in which
abuse might be suspect include the following:
(1) The history of the child’s injury given by the
parent is incompatible with the present injury;
(2) the parent’s account of the “accident”
changes during the course of questioning; (3)
repeated episodes of trauma or accidents are
known to the agency, setting, or interagency re-
cords; and (4) there is an inexplicable delay in
seeking treatment for the child’s injury or ill-
ness. Typically, such assessment or screening is
done by emergency care staff in hospitals and
child protection agencies, although any profes-
sional who comes into contact with families
may be called upon to offer his or her opinion
about the nature and probable cause of an
atypical pattern of child injuries, delays, or
behavior.

Victim Impact Assessment of Adults Who Were Victims
of Child Abuse

A final, highly specialized focus is assessment
of the impact of historical child abuse on indi-
viduals who are now adults. These assess-
ments, conducted for the purpose of criminal
or civil litigation, document the severity and
pervasiveness of the effects of the abuse. In
some of these assessments there is a vocational
component to highlight the gap between possi-
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BOX 14.1. Legal Issue: Assessing Child Abuse Allegations in the Context of High-Conflict Custody Cases

Psychologists and social workers who conduct custody assessments for the court are often presented
with competing claims of child maltreatment by divorcing parties (Jaffe, Crooks, & Bala, 2006). One
California-based study of high-conflict separation cases in the family courts found that more than half
involved an allegation of spousal or child abuse (Johnston, Lee, Olesen, & Walters, 2005). Allegations
in the context of high-conflict divorce might be dismissed by professionals as symptoms of the paren-
tal conflict, and child protective services often want the matter settled in civil or family court. How-
ever, the results of the California study suggest that these allegations should be taken seriously and
evaluated on their own merit. In this sample, about one-half of the abuse allegations were substanti-
ated, and in about one-fourth of the cases some form of child or spousal abuse was perpetrated by
both parents. Professionals may be (understandably) suspicious about the timing of child abuse alle-
gations in the context of custodial proceedings and worry that a parent is making unfounded allega-
tions to gain the upper hand in the civil proceedings. However, there may be other good reasons why
allegations are made at the point of separation. In some cases, the child or parent feels too intimidated
or guilty to disclose the abuse until after separation; in other cases, child abuse may not begin until af-
ter separation. Nonetheless, false allegations remain a weighty concern for mental health and justice
system professionals.

What is the incidence of false allegations in child custody proceedings? It is impossible to say defini-
tively, and it may be more useful to think about unfounded allegations (rather than maliciously false).
Overall, in the few empirical studies that have been conducted, there is a significantly higher incidence
of unfounded allegations of child abuse in the post separation context than in other situations (Bala &
Schuman, 1999; Trocmé & Bala, 2005). However, it is important to note that a relatively small num-
ber of the unfounded postseparation allegations of child abuse in these studies were deemed to be due
to deliberate or malicious fabrication. More common are cases of unfounded postseparation allega-
tions, in which the accusing parent has an honestly held (albeit erroneous) belief about abuse based on
numerous factors. For example, children’s vague descriptions or symptoms, the parent’s own abuse
history, their poor view of the other parent, and lack of trust between parents may well contribute to
the unfounded belief that abuse occurred.

In some cases, the accusing parent’s erroneous beliefs about the other parent perpetrating child
abuse are held so strongly that he or she will reject repeated independent, professional opinions refut-
ing the allegations. In these cases, courts and community service providers have to manage their lim-
ited resources to ensure that repeated assessments and the litigation process are not harming the chil-
dren. The fact that a parent continues to hold unfounded beliefs about child abuse perpetrated by
the other parent in the face of clear refutation by investigating professionals may be symptomatic of
serious emotional problems and require intervention.

Implication for Assessment

Regardless of the particular context, allegations of child abuse require thoughtful and thorough as-
sessment. Custody proceedings tend to be conceptualized by the parties as having a winner and a
loser, and there is an implicit assumption that at least one of the parents can provide safe and ade-
quate parenting. In reality, both parents may have significant parenting deficits and/or engage in child
abusive behaviors, requiring assessors to make a report to child protective services. Custody assess-
ments in general tend to trigger the highest number of complaints about practitioners to licensing
boards across jurisdictions. Assessors are cautioned to undertake these assessments with great care,
and to ensure adequate supervision and professional development before entering into this area of
practice.



ble career success and the individual’s ac-
tual path. Similar to parenting capacity as-
sessments, victim impact assessments are con-
ducted with the understanding that the report
will become part of a settlement or trial pro-
ceeding, and the assessor may be called to tes-
tify. These assessments may focus on historical
familial abuse but, increasingly, they relate to
historical institutional abuse (Wolfe et al.,
2003).

Although the basic standards of good assess-
ment apply to all of the preceding referral is-
sues, there are additional considerations for
assessments relating to child maltreatment.
The American Psychological Association (APA)
has published guidelines to assist psychologists
who engage in child protection evaluations
(APA Committee on Professional Practice and
Standards, 1998). These guidelines address nu-
merous areas, including orientation, preparing
for a child protection evaluation, and proce-
dures. Although not intended to be binding
standards, they are highly recommended for
any professional undertaking these assess-
ments. Also, there are additional consider-
ations specific to the broader area of child mal-
treatment assessments (over and above child
protection evaluations). These considerations
provide a critical context for the entire assess-
ment process, and competent assessment of
child maltreatment is grounded in an apprecia-
tion of these factors.

1. Child maltreatment encompasses a range
of behaviors. As noted in the first section of
this chapter, there is a wide range of patterns
that span the subject of child maltreatment,
from the legal definition of child abuse to a
more encompassing clinical concept of mal-
treatment. Generally, it is recognized that offi-
cially documented cases of legal child abuse
represent only the “tip of the iceberg” (Trocmé,
et al., 2001). The legal definition of child abuse
is predicated on whether or not a specific event
occurred, but beyond these discrete incidents
that have met the legal threshold, there may be
ongoing toxic and coercive parent–child inter-
actions that do not meet the legal definition. It
is important for an assessor to be clear about
whether he or she is documenting child abuse
in the formal, legal sense or maltreatment in a
broader sense. Regardless of the parameters of
the referral question, inclusion of subabusive
violence directed toward children in the assess-

ment process is key (Graziano, 1994). Further-
more, as difficult as it is to measure physical
child maltreatment, neglect and emotional
abuse are even more complicated due to differ-
ences in definitions and conceptualizations (see
Straus & Kantor [2005] and Hamarman, Pope,
& Czaja [2002], respectively).

2. Families are typically seeking service in-
voluntarily or with significant coercion. Fam-
ilies undergoing assessment for child abuse and
neglect often have been referred for psychologi-
cal services involuntarily or under duress. This
referral pattern has implications in terms of
both eliciting the necessary, accurate informa-
tion from the parents and establishing credibil-
ity and rapport that will increase clients’ moti-
vation to change their parenting style. In
general, such clients are more reserved and de-
fensive than self-referred clients in terms of ac-
knowledging their need for mental health ser-
vices. In addition, there are specific concerns
with respect to response patterns for well-
established standardized measures (Carr,
Moretti, & Cue, 2005). These response pat-
terns are discussed in more detail in the section
of this chapter on assessing adults. Assessing
defensiveness is an important piece of a com-
prehensive assessment, because readiness to
change has been found to predict improvement
and recidivism in a child welfare sample (Littell
& Girvin, 2005). Finally, it is important to be
aware that informed consent in these cases may
have a coercive element.

3. Child abuse represents an entrenched
style of interaction with many barriers to
change. The task of learning unfamiliar child
management procedures may appear over-
whelming to parents, strengthening their desire
to adhere to more familiar, aversive control
methods. This “resistance to change” is also
embedded in cultural and familial factors (e.g.,
proclivity toward physical punishment and
rigid control) that may conflict with the thera-
pist’s style of assistance and intended goals for
the family. In our parenting program for abu-
sive fathers, men typically begin by saying that
they are simply “not going to do it again”;
however, even with the desire to change, these
men face significant challenges associated with
altering overlearned patterns of relating
(Crooks, Scott, Francis, Kelly, & Reid, 2006).

4. Abusive families are a heterogeneous
group of multiproblem families. Abusive fami-
lies are a heterogeneous group of multiproblem
families that possess unique combinations of
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assets and liabilities. Recent research efforts
have begun to identify profiles or types of par-
ents who are abusive (Haskett, Scott, & Ward,
2004; Herron & Holtzworth-Munroe, 2002),
but the reality remains that each family is idio-
syncratic in terms of its own strengths and
weaknesses. Thus, each family requires a
uniquely tailored, ongoing assessment strategy
that is sensitive to its particular needs. It is a
widely recognized clinical principle that the
likelihood of positive treatment outcomes is
maximized when interventions are matched to
specific targets on the basis of an appropriate
assessment. A mismatch of intervention and
needs is at best inefficient, and at worst danger-
ous, particularly in families where child mal-
treatment is an issue (Saunders, Berliner, &
Hanson, 2003).

General Assessment Methods and Process

Assessment for all comprehensive child abuse
referral questions involves assessing parents,
children, and parent–child dynamics separately.
The overall options for data collection are the
same as for other types of assessment (i.e., inter-
view, self-report, administered tests, and obser-
vation) and the general principles of competent
assessment still apply (i.e., multimethod, multi-
informant approaches). However, there are
many additional considerations unique to the
nature of the problem being assessed.

In the next sections we discuss assessment
of parents, followed by children, and finally
parent–child abuse-related dynamics. In the
parent and child sections, our focus is on spe-
cific abuse assessment considerations and con-
cerns rather than reiteration of basic assess-
ment principles. Where specific measures have
been researched more carefully with a child
abuse population, we describe the findings. We
highlight recent innovations and include com-
ments on feasibility of measures and ap-
proaches throughout.

STEP 1: ASSESSING PARENTS

Issues in Assessing Maltreating Adults

The assessment of abusive parents must be tai-
lored to the needs of the referral source, as well
as those of the particular family. The complex
array of factors that contribute to abuse and
neglect requires an assessment approach that
attends to the major problem areas in an orga-

nized and progressive fashion, without becom-
ing overburdened by the number of potential
concerns.

Because the possible consequences associ-
ated with the family’s participation during as-
sessment and issues of confidentiality are often
initially unclear, parents may behave in a cau-
tious or defensive manner. It is important that
the interviewer explains his or her professional
role (i.e., to assess areas in need of change)
and standards concerning client confidential-
ity; however, it is equally important to clarify
for the parents the assessor’s legal obligation to
report any suspicions of child maltreatment to
protective services. Usually this can be done in
a matter-of-fact manner as the session begins:

“I’ll be asking you to tell me a lot of detail
concerning your child’s behavior and your
feelings and actions related to your child.
My role is to find out whether the problems
you are having can be lessened in any way.
Please understand that I’m not here to make
any judgments about your parenting ability
without your agreement and understanding.
I am under no obligation to report to anyone
outside of this room about what we discuss
unless there is a risk of your child or another
child being at risk for harm. This means that
if you tell me that you hurt your child or may
hurt him/her I must notify your caseworker
(or protective services). Beyond the immedi-
ate safety of children, I will not discuss any-
thing with your worker unless we have both
agreed to this beforehand. If you have any
other concerns about your situation and my
role, let’s discuss them now before proceed-
ing with the interview.”

Mental health professionals who have been
asked by the court to prepare a written report
on parental competence and risk will have to
modify this statement to clarify for the parent
exactly what the court is asking, and what does
and does not need to be reported.

A wide range of assessment domains may
be pertinent for a particular adult, and the
breadth of the assessment, of course, stems
from referral concerns. There has been a move
away from extensive personality testing, in part
because there is not an “abusive personality”
for which to assess. At the same time, a general
measure of personality (e.g., the Personality
Assessment Inventory, the Minnesota Multi-
phasic Personality Inventory—Second Edition)
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may be incorporated to help develop an overall
pattern of strengths and weaknesses. Typically,
an assessment includes a general evaluation of
psychosocial functioning and possible symp-
tomatology, emotional functioning and regula-
tion, social support, life stress, and the marital
relationship or other intimate partner rela-
tionships. Additional indicated areas, such as
a more in-depth mental health or substance
abuse assessment, are included on an as-needed
basis.

Interview

Initial information concerning both parent
and child functioning is typically obtained
from a semistructured interview with the par-
ent, as well as reports from others. To assist
in organizing the material in a comprehensive
fashion, a Parent Interview and Assessment
Guide, presented in Table 14.1, provides an
overview of the major issues that we address
below.
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TABLE 14.1. Parent Interview and Assessment Guide: Abuse and Neglect

The following is a selected summary of the major factors associated with child abuse and neglect,
requiring further interviewing and assessment of the parent, as indicated. The framing and emphasis of
each question are left up to the discretion of the interviewer.

I. Identifying general problem areas
A. Family background

1. Early rejection or abuse during own childhood; relationship with biological and/or
psychological parents

2. Methods of punishment and reward receiving during own childhood
3. Family planning and effect of children on the marital relationship
4. Preparedness for and sense of competence in childrearing
5. Early physical, emotional, behavioral problems of child (i.e., illnesses, trauma, temperament)

B. Marital relationship
1. Length, stability, and quality of present relationship
2. Examples of conflict of physical violence
3. Support from partner in family responsibilities
4. Substance abuse

C. Areas of perceived stress and supports
1. Employment history and satisfaction
2. Family income and expenses, chronic economic problems
3. Stability of occupation, income, and living arrangements
4. Perceived support from within or outside of the family
5. Daily/weekly contacts with others (e.g., neighbors, social workers)
6. Quality of social contacts and major life events (i.e., positive vs. negative influence on the parent)

D. Symptomatology
1. Recent or chronic health problems; treatment; drug and alcohol use
2. Identifiable mood and affect changes; anxiety; social dysfunction
3. Previous psychiatric evaluations of treatment

II. Assessing parental responses to childrearing demands
A. Emotional reactivity

1. Perception of how particular child differs from siblings or other children known to the parent
2. Feelings of anger and loss of control when interacting with child (describe circumstances, how

the parent felt, how the parent reacted)
3. Typical ways of coping with arousal during/following stressful episodes

B. Childrearing methods
1. Parental expectations of child (i.e., accuracy of expectations for child behavior and

development, in reference to child’s actual developmental status)
2. Examples of recent efforts to teach new or desirable behavior to child
3. ”Preferred” and “typical” manner of controlling/disciplining child
4. Attitudes toward learning different or unfamiliar childrearing methods
5. Perceived effectiveness of parent’s teaching and discipline approach
6. Pattern of child behavior in response to typical discipline methods (i.e., accelerating,

decelerating, manipulative, responsive)



Family Background

The importance of careful investigation of par-
ents’ previous childhood experiences that may
affect current behavior cannot be overstated.
Abusive parents can often relate to the exam-
iner several significant events, such as early re-
jection or abuse during childhood, or strong
cultural values, such as adherence to corporal
punishment and disavowal of “bribery meth-
ods,” that have influenced or guided their
behavior within the family. Although these
events and perceptions may have little to do
with changing current behaviors per se, they
may suggest to the examiner the type of treat-
ment approach that might be most effective
(emphasis on cognitive and attitudinal change,
modeling, problem solving, etc.). Most impor-
tantly, knowledge of the parent’s history en-
ables the therapist to develop an intervention
plan that is most likely to succeed in relation to
the parent’s expectations, abilities, and needs.

The interview should trace the origins and
development of significant areas of stress with-
in the family system, beginning with family
planning and the effects of children on the mar-
ital relationship. This discussion includes, for
example, whether the child was planned, the
effect of the pregnancy on parental attitudes
and lifestyle, support of the biological father,
the mother’s/father’s preparedness and sense of
competence in childrearing (i.e., emotional ma-
turity, family support, peer influences), and
early childhood problems (e.g., illnesses, trau-
ma, and temperament). It is often useful to al-
low time for general discussion of the child
throughout the interview, because the parent
may have justified or rationalized his or her ac-
tions based on the child’s “difficult behavior.”
The parent can be encouraged to describe the
child’s desirable and undesirable behaviors,
and to discuss how he or she would like to see
these changed.

Marital and Family Adjustment

Because the parent’s childrearing effectiveness
and appropriateness is often related to his or
her interactions and experiences with other sig-
nificant adults, the interviewer should be care-
ful to assess areas of non-child-related stress
within the family. In many instances of child
maltreatment, the marital (or common-law) re-
lationship is a primary source of added conflict
and stress that interferes with childrearing. A

discussion of the length, stability, and quality
of the present relationship may provide insight
into the manner in which adult conflict may in-
fluence parent–child interactions, such as toler-
ance for child misbehavior, noise, and interrup-
tions. Interestingly, family functioning may be
an area where there are different risk factors
for men and women. In one study of mili-
tary parents, depression, parental distress, and
family conflict predicted child abuse potential
scores for both mothers and fathers, whereas
low family expressiveness was predictive only
for fathers, and marital dissatisfaction, low so-
cial support, and low family cohesion were pre-
dictive only for mothers (Schaeffer, Alexander,
Bethke, & Kretz, 2005).

In addition, the interviewer should be sensi-
tive to other signs of major distress or conflict
in the family system that may play a major role
in the perpetration of child maltreatment, espe-
cially physical violence between partners, ex-
tramarital relationships, substance abuse, in-
terference from relatives, and lack of spousal
assistance in handling family affairs. These top-
ics may need to be addressed during private, in-
dividual sessions with each partner as circum-
stances require.

Areas of Perceived Stress and Support

The major purpose of assessing the family’s or
individuals’ degree of stress and support is to
locate areas that are perceived as highly stress-
ful and to determine what resources family
members use to manage these areas of stress,
either effectively or ineffectively. Assessment
of highly stressful socioeconomic factors can
be accomplished during the interview by dis-
cussing employment history and satisfaction,
family income and expenses, housing and liv-
ing arrangements, and similar circumstances
that may be contributing to family problems.

Parental Emotional Regulation and Functioning

The parent’s reactivity to unpleasant or aver-
sive environmental events is an important fac-
tor believed to mediate anger and aggression
(Wolfe, 1999). Because emotional reactivity
involves involuntary somatic responses (e.g.,
changes in cardiovascular function, tempera-
ture of peripheral organs, muscle tension) that
are very difficult to observe or measure under
realistic conditions, self-report ratings of an-
noyance, anger, or unpleasant changes in affect

654 PART VI. CHILDREN AT RISK



have most commonly been used. Abusive par-
ents are often willing to describe their feelings
of anger and “loss of control” when provided
with distinctive cues or examples, such as inter-
acting with their child in a high-conflict sit-
uation or discussing a recent conflict (e.g.,
Koverola, Elliot-Faust, & Wolfe, 1984); that is,
feelings of anger, tension, and frustration can
be identified by asking parents to provide re-
cent examples of irritating child behaviors, the
circumstances in which they occurred, how
they felt, and how they reacted. At the same
time, the clinician can ask parents to identify
fluctuations in mood (especially depression,
anxiety, and agitation) that precede or follow
incidences of parent–child conflict (MacMillan
et al., 1991).

Throughout the interview it is important for
the clinician to attend to the process as well as
the content relayed by the parent’s responses.
By attending to how responses are given and
looking for patterns, an understanding of the
parent’s worldview will begin to emerge. Do
they see authority figures and helping profes-
sionals as trustworthy or do they feel hostile to-
wards people in general? Do they feel that they
have some control over events or do things just
seem to happen to them? Can they link the
causes and consequences of some of the events
they have experienced? Listening to the phrases
a parent uses to attribute intent towards their
children is also helpful. For example, a parent
who reports that a child really knows their
“triggers” or “how to push their buttons” sug-
gests a belief system that may predispose them
to coercive and abusive parenting strategies
due to the perception of malicious intent on the
child’s part. Although it may not be possible to
record the entire interview verbatim, recording
key responses in the exact language used by the
parent will provide helpful material for the re-
port.

If the clinician has concerns about signifi-
cant psychopathology, a structured diagnostic
interview might be indicated. For example,
the Structured Clinical Interview for DSM-IV
Axis I Disorders (SCID; First, Spitzer, Gib-
bon, & Williams, 1996) is a semistructured
diagnostic interview designed to assist clini-
cians in making reliable DSM-IV Axis I (clini-
cal) psychiatric diagnoses. Although the pres-
ence of a mental health disorder in and of
itself does not determine whether parenting is
ineffective or abusive, a diagnosis can alert
the assessor to specific areas of functioning

that might be impaired. For example, if a
parent has been diagnosed with bipolar disor-
der and experiences periods of mania accom-
panied by poor impulse control and judg-
ment, it would be important to assess the
parent’s insight into the need for parenting
support during these episodes.

Self-Report Measures of Interpersonal
Functioning, Adjustment, and Personality

During the interview, a history of the parent’s
clinical symptomatology may be addressed by
discussing mood and affect changes, anxiety,
recent or chronic health problems, and medi-
cal treatments. This interview procedure may
be assisted by the administration of a stan-
dardized psychiatric symptom checklist or in-
ventory to rule out particular forms of psy-
chopathology and/or determine the extent of
psychopathology. Several options are presented
here that vary in length, extent to which they
focus on pathology versus general functioning
and personality, and ability to detect social de-
sirability. These measures are further summa-
rized in Table 14.2.

The Symptom Checklist–90—Revised (SCL-
90-R; Derogatis, 1983), a relatively brief self-
report symptom inventory designed to reflect
psychological and health-related symptoms of
the respondent over the past 7 days, has been
shown to have strong psychometric properties.
Two subscales of this 90-item questionnaire are
particularly useful indicators of adult interper-
sonal style: (1) Interpersonal Sensitivity, which
measures personal inadequacy and inferiority
(e.g., self-deprecation, feelings of uneasiness);
and (2) Hostility, which reflects thoughts, feel-
ings, or actions that are characteristic of the
negative affect state of anger. The SCL-90-R
has demonstrated utility with at-risk parents
(Ammerman & Patz, 1996; Budd, Heliman, &
Kane, 2000). There is also a shorter version of
the SCL-90-R, the 53-item Brief Symptom In-
ventory (BSI—Derogatis, 1992; Derogatis &
Melisaratos, 1983). Although the efficiency of
the BSI makes it an attractive alternative, little
research has been conducted with the BSI in the
context of assessing parenting competence or
risk (Budd, 2001). More recently the BSI-18
was developed as a brief, self-report symptom
inventory designed to screen for psychological
distress and psychiatric disorders (Derogatis,
2000). The 18 items take approximately 4–5
minutes to complete and provide scores on So-
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matization, Depression, and Anxiety subscales,
in addition to a Global Severity Index.

One of the most commonly used but rel-
atively time-consuming self-report options
for assessing functioning and pathology is the
Minnesota Multiphasic Personality Inven-
tory—Second Edition (Butcher, Dahlstrom,
Graham, Tellegen, & Kaemmer, 1989). The
MMPI-2 is considered by many to be the gold
standard in personality and psychopathology
assessment. It has 567 true–false items and is
estimated to take between 60 and 90 minutes
to complete. Scores are produced on a wide
range of clinical, content, and validity scales,
and there are now more than 50 years of re-
search on the original MMPI. Several transla-
tions of the MMPI-2 are available, including
Spanish, Hmong, and French for Canada. Al-
though the MMPI-2 is significantly longer than
the SCL-90-R and other, similar measures, it
was found to be much more useful in detecting

defensive responding in a sample of parents un-
dergoing parenting capacity assessments (Carr
et al., 2005). Based on the results of all of the
measures evaluated in this study, the authors
recommended that the MMPI-2 be used rou-
tinely in all assessments due to its rigorous va-
lidity scales. Furthermore, they note that self-
report measures that do not have validity scales
are of little use in this context (Carr et al.,
2005). Although the pattern of defensive re-
sponding investigated in this study was based
on clients undergoing parenting capacity as-
sessments, it is consistent with our experi-
ence in assessing maltreating parents pre- and
postintervention (Scott & Crooks, in press).

The Personality Assessment Inventory (PAI;
Morey, 1991, 1996) is a 344-item measure that
takes approximately 50–60 minutes to com-
plete. It has 11 clinical scales, 5 treatment
scales, and 2 interpersonal scales. In addition,
the PAI has a number of validity scales, some of
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TABLE 14.2. General Measures of Personality, Psychopathology and Interpersonal Functioning
for Assessing Parents

Measure Description of scales

No. of
items
(time)

Validity
scales Comments

Symptom
Checklist-90-R

9 primary symptoms scales plus 3
global indices measuring overall
distress, intensity of symptoms, and
number of symptoms

90
(12–15
min)

No The SCL-90-R and shorter
versions have not received
much research attention
with respect to utility in
child abuse assessments.

Brief Symptom
Inventory

9 primary symptoms scales plus 3
global indices measuring overall
distress, intensity of symptoms, and
number of symptoms

53
(8–10
min)

No

Brief Symptom
Inventory–18

3 scales—Anxiety, Depression,
Somatization, plus an Overall Severity
Index

18
(4
min)

No

Minnesota
Multiphasic
Personality
Inventory–2

10 clinical scales
9 restructured clinical (RC) scales
15 content scales
27 content component scales
20 supplementary scales
31 clinical subscales (Harris–Lingoes

and social introversion subscales)
Various special or setting-specific

indices

567
(60–90
min)

Yes:
8
validity
scales

Validity scales make the
MMPI very useful in child
abuse assessments.

Personality
Assessment
Inventory

11 clinical scales
5 treatment scales
2 interpersonal scales

344
(40–60
min)

Yes:
5
validity
scales

Has validity scales, but there
is preliminary evidence that
these may not detect defen-
sive responding patterns in
child abuse assessments.



which correspond in concept to scales on the
MMPI-2. However, in the aforementioned
study evaluating social desirability in parenting
capacity assessments, the PAI was found to be
more conservative than the MMPI-2 in detect-
ing positive impression management, and likely
missed a number of individuals who were not
completely forthcoming in their responses
(Carr et al., 2005). Furthermore, the style of
defensive responding that was found to be per-
vasive among participants in this study had a
profound impact on clinical scale elevations;
thus, rather than being an independent issue,
defensiveness has significant implications for
identifying areas of challenge for the client.

In summary, there are a number of measures
and approaches for assessing general personal-
ity functioning and psychopathology, and the
three discussed in this section each have their
strengths and weaknesses. The SCL-90-R is rel-
atively brief and has shown some discriminant
validity for use with abusive parents; however,
defensive responding patterns for adults being
assessed in the context of child abuse have not
been studied. The MMPI-2 has undergone ex-
tensive research and has more sophisticated va-
lidity scales, which may be more successful in
identifying overt and subtle defensiveness. On
the negative side, the length of the MMPI-2 is
daunting. The PAI is longer than the SCL-90-R
but shorter than the MMPI-2. Although the
PAI has validity scales, these did not detect pos-
itive impression management reliably in a child
protection context. Given these various trade-
offs, clinician must base their choices on time,
resources, and concerns about detecting defen-
siveness.

Social Support and Life Stress

As noted, social support and life stressors may
be assessed during the parent interview. Clini-
cians may wish to include some short, stan-
dardized measures, but if they are attempting
to minimize the administration of paper-and-
pencil tasks, these are not areas of priority.
Standardized measures of social support and
life stress are highly face valid and the informa-
tion is quite easily obtained during an inter-
view. One reason to include standardized mea-
sures in these domains is to assess the impact of
treatment, if increasing social support is a spe-
cifically articulated intervention goal.

If a standardized measure of social support is
preferred, two widely used options are the So-

cial Support Questionnaire (SSQ; Sarason,
Levine, Basham, & Sarason, 1983) and the Per-
ceived Social Support from Friends and Family
scales (PSS: Procidano & Heller, 1983). The
SSQ, a 27-item measure, has individuals rate
both availability and satisfaction with social
support from specific individuals in a particu-
lar scenario. There is also a 6-item brief version
of the SSQ that correlates well with the original
measure (Sarason, Sarason, Shearin, & Pierce,
1987). The PSS, a 20-item scale, differs from
the SSQ in that it distinguishes between the
sources of perceived social support (i.e., friends
vs. family), on the grounds that these sources
may serve different social support functions,
with different consequences. One advantage of
the PSS is that it is available in the widely used
third edition of the handbook Measures for
Clinical Practice: A Sourcebook (Corcoran &
Fischer, 2000). As an interesting aside, Swedish
and Turkish translations of the PSS scales have
been reported in the research literature (see
summary on METRIC website, retrieved April
18, 2006, from www.metric.research.med.va.
gov/index.asp).

Stress may be measured by one of two gen-
eral approaches, either by evaluating the per-
ceived experience of stress or by looking
more objectively at the number of stressors
experienced. One widely used instrument that
takes the former approach is the Perceived
Stress Scale (Cohen, Kamarck, &
Mermelstein, 1983; Cohen & Williamson,
1988). The Perceived Stress Scale is a mea-
sure of the degree to which situations in one’s
life are appraised as stressful. Items were de-
signed to tap how unpredictable, uncontrolla-
ble, and overloaded respondents find their
lives. There are three versions of the scale,
with 4 items, 10 items, or 14 items, although
the 10-item scale has the best reliability.

Life stressor indices typically ask partici-
pants to indicate which of a number of events
have occurred within a particular time frame.
The list includes major stressful life events that
occur in people’s lives, such as death of a loved
one, loss of a job, being divorced, moving, and
going to court. In general, the idea of life events
instruments is that the negative impact of ma-
jor life events increases with the number of
events. No life event instrument is appropriate
for all populations or generally accepted in the
field. There are also questions about the sensi-
tivity (appropriateness) of any of the standard
life events instruments for lower socioeco-
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nomic status (SES), or specific ethnic popula-
tions, in part because events are only counted if
they are part of the scale, and these measures
may not represent the breadth of negative ex-
periences faced by a particular group. Strat-
egies to measure parenting-related stress are
discussed more specifically later in this chapter.

Intimate Relationships: Satisfaction, Conflict,
and Violence

Marital conflict and satisfaction may be as-
sessed through several methods, including in-
terview, standardized instruments, and obser-
vation of interactions during conflict resolution
tasks. For child abusive families (in which cou-
ples have not requested marital counseling and
are often hesitant to discuss other issues), it
may be useful to follow the previously dis-
cussed interview procedure with a brief satis-
faction measure, such as the Dyadic Adjust-
ment Scale (DAS; Spanier, 1976).

Violence between intimate partners should
be assessed for a number of reasons. The pres-
ence of adult violence has implications for indi-
viduals’ capacity to parent, role models to
which children are being exposed, and is a gen-
eral red flag for physical child abuse, given that
the overlap between the two forms of violence
is estimated to be in the range of 30–60%
(Edleson, 1999). In some jurisdictions, expo-
sure to domestic violence has been defined
as a form of child maltreatment and/or risk
that triggers a child protection response (see
Box 14.2). The Conflict Tactics Scales mea-
sure (CTS—Straus, 1979, 1995; revised version
[CTS2]—Straus, Hamby, Boney-McCoy, &
Sugarman, 1996) was specifically designed to
elicit information concerning conflict resolu-
tion tactics between adults and/or between par-
ents and child(ren). The CTS is administered in
an interview fashion, whereby each partner is
asked to rate the frequency of occurrence (on a
7-point scale, ranging from Never, to More
than 20 times) of tactics that he or she has used
toward the partner in disputes over the past 12
months. These tactics include, for example,
“Discussed the issue calmly,” “Insulted or
swore at the other one,” “Threatened to hit or
throw something at the other one,” and
“Kicked, bit, or hit with a fist.” This instru-
ment has been widely used in clinical and re-
search studies to assess verbal and physical ag-
gression in the family (see Archer [1999] for
meta-analytic review on couples agreement of

aggression ratings). A shorter version has been
developed; however, the authors note that the
brief version may miss cases of violence and is
best used as an initial screen (Straus et al.,
1996). Regardless of the version of the CTS
used, information obtained from this approach
should be combined with other sources (e.g.,
interview, direct observation) to provide the
best estimate of marital conflict resolution tac-
tics (Jouriles & O’Leary, 1985; for additional
procedures for assessing marital violence, see
Jacobson, Gottman, Waltz, & Rushe, 1994).

Although there are many measures of gen-
eral marital satisfaction, the Parenting Alliance
Measure (PAM; Abidin & Konold, 1999) is
unique in its evaluation of the parenting as-
pects of a couple’s relationship. Parents’ per-
ceptions of their own cooperativeness, commu-
nicativeness, and respectfulness with regard to
caring for their children are assessed. The PAM
is appropriate for a variety of parenting part-
ners and living situations.

Use of Collateral Information

Parent interviews, self-reports, and testing
should be augmented with collateral informa-
tion where possible. For example, child protec-
tion services, physician, police, and other ser-
vice provider information help to provide a
more comprehensive picture. If the assessment
has a particularly forensic focus (e.g., a parent-
ing capacity assessment), careful documenta-
tion of collateral information becomes even
more critical.

Collateral information is important in two
ways. The first and more obvious benefit is the
additional information, which may highlight
difficulties that parents did not mention or help
to resolve a difference in reported versions of a
particular event (e.g., when a police report of a
domestic violence call clarifies parents’ contra-
dictory accounts of the events). A second way
that collateral information may be useful is to
review it with the parents and provide them
with the opportunity to clarify or help the clini-
cian understand the reports. This review is im-
portant, because written records sometimes
contain incorrect information. Beyond the fac-
tual verification, it is informative to assess par-
ents’ understanding and/or responsibility tak-
ing for previous events. For example, reviewing
police records that relay multiple charges of
drinking and driving provides clinicians with
an opportunity to assess whether a parent un-
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derstands the severity of the behavior, takes re-
sponsibility (vs. explaining it away on external
factors), and has developed a plan to avoid fu-
ture similar difficulties.

At the end of the adult portion of the assess-
ment, the evaluator should have an overall
view of the parents’ strengths and challenges as
individuals and in relation to their parenting
roles. This view will have emerged within the
context of a historical understanding of par-
ents’ families of origin, as well as their relation-
ship with each other. Significant psychological
difficulties should be clear, as well as resources

and coping styles that the individuals use to
mitigate the impact of these difficulties.

STEP 2: ASSESSING CHILDREN

Children may be assessed as part of a larger
strategy to determine a family’s overall inter-
vention needs. In these cases they are one com-
ponent of an assessment addressing the
strengths and needs of the larger family system.
They may also be assessed with a very narrow
focus to answer a specific question about the
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BOX 14.2. Legal Issue: Should Exposure to Domestic Violence be Considered a Form of Legal Child Abuse?

Over the past 20 years, concern about children exposed to domestic violence (DV) has grown rapidly,
as a result of an emerging awareness that these children may experience difficulties similar to those of
children who are directly abused. In response, legislators and policymakers have attempted to develop
laws and protocols to protect these children (Jaffe, Crooks, & Wolfe, 2003). In some jurisdictions, ex-
posing children to DV has been defined as a form of criminal child abuse, whereas in others, it may be
considered abuse if there is direct, observable harm to the children. In yet other states, none of these
laws has been implemented. These legal changes have been the subject of significant debate.

Proponents of defining exposure to DV as child abuse identify benefits such as sending a clear mes-
sage to perpetrators about the unacceptability of the behavior, recognizing children exposed as a vul-
nerable group, and providing a mechanism for accessing and offering service to children who need it.
In addition, given the significant overlap between DV and physical child abuse, the presence of DV
may warrant further inspection of other risks children may be facing.

At the same time, there are a number of potential problems with identifying exposure to DV as a
form of child abuse. First, although children exposed to DV have more problems in general, there is
considerable variability in adjustment, and many exposed children do not experience these difficulties
(Wolfe, Crooks, Lee, McIntyre-Smith, & Jaffe, 2003). Second, women’s advocates have noted that al-
though these legal changes are intended to help hold perpetrators of violence more accountable, the
result may be revictimization of an abused mother, who in extreme cases can be charged with failure
to protect. Third, in cases where there needs to be a demonstrated link between exposure to DV and
the harm experienced by children, assessments methods have lagged behind these policy changes. The
concept of a demonstrated link seems to make sense, but the practicality of assessing the cause of par-
ticular child difficulties is a challenge, especially in multiproblem families in which partner violence
may be one of a multitude of risk factors. Finally, promoting legal changes as a way to identify and
provide service to more children is flawed logic, in that these services typically are not available. The
end result in such cases may be more children being identified (and possibly drawn into the child pro-
tection system) but not receiving any further service (Edleson, Gassman-Pines, & Hill, 2006).

The growing consensus among experts in the field is that the best practice in such cases is a differ-
entiated response, which means saving the most intensive supports and resources for the families who
need it. Broad-based laws identifying all exposure to domestic violence as a form of child abuse are
not consistent with a differentiated response.

Implications for Assessment

As the framework for differentiated response emerges, there will be an increasing need for assessors to
help guide the process of a system that can respond appropriately to different levels of severity.
Research in the area of assessing the specific impact of children’s exposure to domestic violence is
greatly needed.



children’s intervention needs. The following
three examples demonstrate this more focused,
narrow type of child abuse assessment.

Brenda, an 8-year-old, was removed from her
mother’s care following substantiated allega-
tions of child abuse. In foster care, she has
continued to demonstrate significant trauma
symptoms such as nightmares, bedwetting,
and hypervigilance. Despite these difficulties,
Brenda is adamant about wanting to move
back home. Her mother has completed a par-
enting program and is also requesting reunifi-
cation. An assessment has been requested to
explore the possible impact on Brenda of being
reunited with her mother and to identify neces-
sary supports for this family.

Juan, a 17-year-old with a long history of
chronic abuse, neglect, and disrupted living ar-
rangements, has been seeing an individual ther-
apist for the past year to help him with anger
and stress management, as well as interper-
sonal functioning. His therapist has become
concerned about symptoms that might be con-
sistent with early psychotic processes. She has
referred him for an assessment to determine
whether his symptoms of alienation, paranoia,
and hostility are indicative of emerging psycho-
sis or more likely sequelae of his long-standing
abuse and losses.

Gina, a 6-year-old currently in inpatient care at
a hospital following breakdown of her foster
placement and several group home placements,
has a documented history of abuse, and recent
computed tomographic (CT) scans show some
anomalies in her brain structure. The possibil-
ity of a seizure disorder has been raised in the
past but is not well documented. She is ob-
served by the hospital staff to have tantrums
that seem to appear out of nowhere and are
noteworthy for their magnitude and intensity.
The referring psychiatrist is wondering
whether the tantrums and observed emo-
tional dysregulation could be related to a sei-
zure disorder, or whether they are better under-
stood as a result of psychosocial stressors and
abuse.

Some assessment components would be
common for all of these referral questions, such
as administering standardized measures that
compare the child’s behavior to others of his or
her age, obtaining a history of school and aca-
demic functioning, and identifying possible
strengths or protective factors through inter-
view and/or questionnaires. Other components
would vary depending on the age of the child

and the specific referral question. For Brenda,
assessment strategies that measure the range
and severity of PTSD symptoms would be im-
portant. In the example of Juan, measuring his
reality testing would be indicated. In addition,
understanding the nature of his paranoid
thoughts would be important. Due to the con-
cerns about possible neurological impairment,
a more thorough assessment of memory and
learning would be indicated for Gina than for
Juan or Brenda. There is always a trade-off be-
tween a broad assessment strategy that ad-
dresses the widest range of functioning and a
more efficient, focused strategy that addresses
the specific needs of any one child in greater
depth.

In formulating an assessment strategy for an
individual child, the clinician must be con-
cerned about achieving some balance among
child self-report (both interview and question-
naires), report by parents (especially if he or
she is suspected of maltreatment), and observa-
tion of the child with peers and/or caregivers.
The assessment usually begins with reports
from significant sources in the child’s life (in-
cluding the referral source), because generally
speaking such information from these sources
(i.e., teachers, parents, social workers) provides
a global understanding of the child that is then
useful for narrowing down the choices for ad-
ditional self-report, interview, or observational
procedures. Following a clinical interview, self-
report and observational methods yield con-
siderable information concerning the child’s
strengths and deficits, especially in terms of his
or her views of self and others (social cogni-
tion), and feeling states (socioemotional devel-
opment).

Interview

An individual interview with the preschooler or
school-age child can assist the practitioner in
understanding the child’s overall functioning
and provide insight as to current fears or anxi-
ety that might be quite debilitating. The possi-
bility that the older child (age 6 or older) has
developed a distorted perspective of family life
in which violence is commonplace or accept-
able should be investigated by discussing his or
her attitudes about interpersonal aggression,
sex roles, and responsibility for aggressive be-
havior. For example, when asked, children who
have witnessed violence toward their mothers
state that men should not hit women, but more
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subtle questioning may reveal that these chil-
dren believe violence is permissible in certain
situations (e.g., if a parent has been drinking, if
the wife does not do what her husband says).
The child may also respond to the examiner in
a very guarded manner that is not a valid re-
flection of his or her typical behavior, out of
possible fear of reprisal or confusion over the
events that have occurred. For this reason the
examiner should prioritize developing a rap-
port with the child and establishing a sense of
trust and comfort prior to discussing his or her
family’s problems. Seeing the child on more
than one occasion might be more important in
these cases than in some other assessment situ-
ations.

Due to the sensitive (and possibly litigious)
nature of the material being discussed, it is im-
perative that clinicians have a good sense of
developmentally appropriate interviewing. A
highly readable book to assist both novice and
experienced clinicians is What Children Can
Tell Us: Eliciting, Interpreting, and Evaluating
Critical Information from Children (Garbarino
& Stott, 1989). If a practitioner seeks to be-
come specialized in forensic interviewing, addi-
tional training and ongoing professional devel-
opment are highly advisable.

A good beginning point is to use a semi-
structured interview format in discussing the
child’s comprehension and reaction to family
problems. The interview begins with a general
discussion of activities and events that the child
enjoys, which leads to a more specific discus-
sion of recent crisis events. The child’s “crisis
adjustment” is assessed in reference to (1) his
or her feelings about changes in the family
(e.g., foster care, parental separation) and (2)
discussion of major life events (e.g., aided by
the Life Events Checklist for Children; Johnson
& McCutcheon, 1980). Safety skills (e.g.,
“What do you do if your mom and dad are ar-
guing?”; “How can you tell when your mom or
dad is angry?”; “Who do you call in an emer-
gency?”) are also important areas to consider
during the child interview. The child’s compre-
hension of personal safety and knowledge of
appropriate actions to take provides useful
information in planning for the immediate
needs of the child (i.e., out-of-home placement,
alternative actions to avoid high-conflict situa-
tions).

The clinician can then turn the discussion to
the child’s attitudes and responses to interper-
sonal conflict and expression of anger, by en-

couraging the child to discuss events, for exam-
ple that “make you really mad,” followed by
identification of his or her actions, feelings, and
attitudes about such “anger situations.” We
find it useful to describe attitudes and reactions
to anger provocation in reference to favorite
television characters, to determine the child’s
ability to recognize the inappropriateness of
aggressive behavior. For example, some abused
children reveal the influence of aggressive mod-
eling in the family or on TV through their in-
ability to recognize nonviolent means for re-
solving interpersonal conflicts. Although this
impaired social problem solving is by no means
unique to abused children, the presence of such
rigid adherence to coercive problem solving
signals a need for exposure to alternative strat-
egies.

Standardized Assessment of Behavioral,
Cognitive, and Emotional Development

Assessments of children need to be abuse-
informed but not abuse-specific (Saunders et al.,
2003). The task of assessing all potentially rele-
vant dimensions of child psychopathology can
become unmanageable unless a systematic,
problem-solving approach is used. As noted in
the first part of this chapter, child abuse is a non-
specific risk factor and can lead to impaired
functioning in virtually every domain of chil-
dren’s adjustment. Rather than attempting to
address all possible outcomes, we identify strat-
egies for assessing major domains of function-
ing that may be impaired by experiencing child
maltreatment and more narrow, abusive-
specific concerns. When widely used measures
have been researched with a child maltreatment
population, implications for the measure’s use
are discussed. Self- and other-report measures
and standardized procedures are discussed in
the following section under the major headings
of social and behavioral functioning, cognitive
and social-cognitive development, and emo-
tional and moral development. There may be ar-
eas outside of these that have been influenced by
inadequate or abusive parenting (e.g., academic
performance). If there were concerns of this na-
ture in a particular case, a standard psychoedu-
cational assessment would be performed.

Social and Behavioral Functioning

The child’s primary caregiver, usually the par-
ent, is a critical source of information concern-

Chapter 14. Child Abuse and Neglect 661



ing the child’s development and behavior. Pa-
rental report of child behavior is a useful
starting point for assessment and intervention
planning, because it permits the clinician to ob-
tain a broad spectrum of information as to the
parent’s perception of problem areas in the
child. The Child Behavior Checklist (CBCL;
Achenbach, 1991) is the most widely used mea-
sure of child social, emotional, and behavioral
functioning. The CBCL requires only a sixth-
grade reading level, takes about 20 minutes to
complete, and the results can be easily dis-
cussed with the respondent to clarify the nature
and specific circumstances surrounding his or
her report of child behavior problems.

Although the CBCL has excellent general
psychometric properties and has been used ex-
tensively in research, in a recent study of partic-
ipants undergoing parenting capacity assess-
ments, parents’ general tendency to respond in
socially desirable ways extended to their rat-
ings of their children (Carr et al., 2005). In
other words, in this particular study, parents
undergoing parenting capacity assessments
(i.e., parents who had perpetrated abuse or ne-
glect, or were considered high risk for perpe-
trating) underreported their children’s prob-
lems compared to the reports of teachers and
foster parents. This finding is somewhat sur-
prising in that general clinical wisdom is that
abusive parents tend to overreport child misbe-
havior, in part because of their attributions of
having less power over their children. These
concerns notwithstanding, the CBCL is an effi-
cient way to gather information on a range of
behaviors. Furthermore, the availability of a
Teacher Report Form and a Youth Self Report
(YSR; for children age 12 and older) create the
ability to look at differences in perception
among informants. As of February 2006, ver-
sions of the CBCL had been translated into
74 languages (retrieved April 20, 2006, from
www.aseba.org/ordering/translations.html).

An alternative system for assessing child and
adolescent functioning, the Behavior Assess-
ment System for Children, Second edition
(BASC-2; Reynolds & Kamphaus, 2004), com-
prises a set of rating scales and forms, including
Teacher Rating Scales, Parent Rating Scales,
Self-Report of Personality, Student Observa-
tion System, and Structured Developmental
History. Taken together, these forms provide a
comprehensive overview of children and ado-
lescents’ emotional and behavioral functioning.
The Self-Report of Personality form can be

used with both college-age students and youn-
ger adolescents. Similar to the CBCL and
related forms, the BASC-2 includes a wide
range of internalizing and externalizing scales,
as well as other learning-related dimensions.
Compared to the earlier version of the tool, the
BASC-2 has several new scales, new norms,
and the addition of content scales, including
Anger Control, Bullying, Emotional Self-
Control, Executive Functioning, Resiliency,
Ego Strength, and Test Anxiety (although not
all content scales are applicable for all age
ranges). One of the advantages of the BASC-2
over alternative assessment measures is the in-
clusion of three validity indices, which are not
found in the CBCL measures, that help clini-
cians assess the quality of the information re-
ceived from each informant (i.e., adolescent,
parent, and teacher).

The Eyberg Child Behavior Inventory (ECBI;
Eyberg & Pincus, 1999) provides a shorter
measure of child behavior (compared to the
CBCL) by focusing on more common behavior
problems. It comprises 36 items and is appro-
priate for children ages 2–16 years. Caregiver
respondents rate the frequency of a particular
behavior along a 7-point scale and indicate
whether the behavior is considered a problem
with a dichotomous rating. The ECBI generates
both an intensity score and a problem score
from these ratings. The reliability and validity
are well established, and the ECBI has been
widely used in research. The trade-off between
the ECBI and the CBCL or BASC-2 is that the
ECBI takes less time to complete, but the latter
two provide more detailed information about
the nature of the behavior problem and are
more likely to detect unusual behaviors.

More recently, the Social Behavior Inventory
(SBI; Gully, 2001) was developed specifically as
a measure of children’s interpersonal behavior
in a child abuse population. In comparison to
more general measures of children’s interper-
sonal functioning, the SBI was designed to
measure five dimensions of social behavior
that are especially pertinent for children who
have been maltreated—Aversive–Miscommu-
nication, Aversive–Insensitive, Aversive–Argu-
mentative, Prosocial–Genuine, and Prosocial–
Direct. Furthermore, it was developed to
be quick (30 items) and sensitive enough to
monitor progress in therapy. Although there is
some preliminary evidence for the reliability
and validity of this measure, more research is
needed.
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The Brief Symptom Inventory (BSI; Deroga-
tis, 1993), mentioned in the assessing parents
section of this chapter, is also suitable for use
with adolescents. As noted, it has Hostility
(e.g., “Feeling easily annoyed or irritated”) and
Interpersonal Sensitivity (e.g., “Feeling that
people are unfriendly or dislike you”) scales,
which may be particularly useful in capturing
the perceived experience of maltreated adoles-
cents and identifying interpersonal difficulties.
Other scales include Somatization, Obsessive–
Compulsive, Depression, Anxiety, Phobic Anx-
iety, Paranoid Ideation, and Psychoticism, and
as such, the measure covers a broad spectrum
of psychological difficulties. At 53 items, it is
much shorter than the YSR and may create
less testing fatigue. Finally, there are specific
adolescent norms to which scores may be com-
pared.

In addition to these general measures of in-
ternalizing and externalizing symptoms, and
interpersonal functioning, there is a need for

abuse-specific measures in an assessment, espe-
cially concerning trauma symptoms and
sexual behavior problems. Table 14.3 high-
lights several measures designed specifically to
assess abuse-related difficulties in functioning.
A well-established tool for measuring trauma
symptoms, the Trauma Symptom Checklist for
Children (TSCC; Briere, 1996), was designed
to measure the impact of child abuse (sexual,
physical, and psychological) and neglect, other
interpersonal violence, witnessing trauma to
others, major accidents, and disasters. In addi-
tion to measuring posttraumatic stress, it eval-
uates other symptom clusters evident in trau-
matized children. Its 54 items load onto six
clinical scales (Anxiety, Depression, Posttrau-
matic Stress, Sexual Concerns, Dissociation,
and Anger). In addition there are two valid-
ity scales (Underresponse and Hyperresponse).
TSCC items are explicitly written at a level
thought to be understood by children age 8
years or older. The TSCC requires approxi-
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TABLE 14.3. Measures of Abuse-Related Child Functioning

Measure Purpose/scales
No. of
items Informants/versions Comments

Social
Behavior
Inventory

5 scales:
aversive-miscommunication,
aversive-insensitive,
aversive-argumentative,
prosocial-genuine,
prosocial-direct

30 Self-report Developed to measure
social functioning in
children and adoles-
cents who have been
abused. Psychometrics
are preliminary at this
point.

Trauma
Symptom
Checklists

6 clinical scales (anxiety,
depression, posttraumatic stress,
sexual concerns, dissociation, and
anger)

44–90
depending
on version

Self-report version for
ages 8–16 years
Alternate version
without sexual content

Has good validity
scales and strong
psychometric
properties.

2 validity scales Caregiver report
version for children as
young as 3 (and up to
12) years

Sexual
Behavior
Inventories
(Child and
Adolescent
Clinical
versions)

Measures normative and non-
normative sexual behavior in 9
content areas (boundary issues,
sexual interest, exhibitionism,
sexual intrusiveness, gender role
behavior, sexual knowledge, self-
stimulation, voyeuristic behavior,
sexual anxiety)

38 in
Child
version

Caregiver report for
children
Adolescent version has
self-report and
caregiver report forms

Only standardized
measure of children’s
sexual behavior. Has
strong psychometric
properties and
considerable use in
research.

Adolescent version also measures
sexual risk taking, nonconforming
sexual behaviors, sexual interest,
and sexual avoidance

45 in
Adolescent
version



mately 10–20 minutes to complete for all but
the most traumatized or clinically impaired
children, and can be scored and profiled in ap-
proximately 10 minutes. A 44-item Alternate
version of the TSCC (the TSCC-A) that does
not contain Sexual Concerns items is for use in
circumstances where sexual item content must
be avoided. The TSCC (and TSCC-A) have
been demonstrated to have strong reliability
and validity. Particular strengths include the
validity scales (especially for identifying under-
reporting), large samples used to generate
norms, and norms that are specific to different
age ranges.

More recently, a version has been developed
that is completed by a caregiver and can be
used for children as young as age 3 (and as old
as age 12). The Trauma Symptom Checklist for
Young Children (TSCYC; Briere et al., 2001) is
a 90-item instrument that contains two care-
giver validity scales in addition to clinical scales
similar to the TSCC. In a multisite sample of
219 traumatized children (Briere et al., 2001),
the TSCYC clinical scales had good reliability
(alpha values for the clinical scales ranged from
.81 to .93) and were predictive of exposure to
childhood sexual abuse, physical abuse, and
witnessing domestic violence. In addition to
tapping posttraumatic difficulties, the TSCC
appears to be sensitive to the effects of therapy
for abused children (Lanktree & Briere, 1995).
The TSCC has been translated into several lan-
guages to study the effects of trauma in other
cultures.

Another cluster of symptoms that deserves
special attention among maltreated children is
sexual behavior problems. Although a history
of sexual abuse (see Wolfe, Chapter 15, this
volume, for a discussion of the assessment of
children who have been sexually abused) has
been posited as a major predictor of sexualized
behavior, empirical evidence suggests a much
more complex picture. Indeed, in a study in-
volving more than 2,300 children ages 2–12
years, sexual abuse was not found to be the
predominant predictor of sexual acting out.
A multidimensional model that incorporated
family adversity, modeling of coercive behav-
ior, exposure to sexuality, and child emotional
and behavioral factors provided much better
prediction of sexual behavior problems than
did a history of sexual abuse alone (Friedrich,
Davies, Feher, & Wright, 2003). Thus, sexual-
ized behavior problems can be part of a clinical
pattern for children from disorganized and vio-

lent families, even in the absence of sexual
abuse. It is important to inquire explicitly
about sexual behavior problems, because chil-
dren and parents may not spontaneously dis-
close them due to embarrassment and the
highly private nature of the behavior. The
Child Sexual Behavior Inventory (CSBI;
Friedrich, 1997), the only standardized mea-
sure available, has been used extensively in
research. The CSBI is a parent- or caregiver-
administered checklist that assesses the pres-
ence of a wide range of normative and non-
normative sexual behaviors in nine content
areas (e.g., Intrusiveness, Gender Role Behav-
ior, Sexual Anxiety). More recently, the Adoles-
cent Clinical Sexual Behavior Inventory
(ACSBI; Friedrich, Lysne, Sim, & Shamos,
2004) was developed to measure sexual risk
taking, nonconforming sexual behaviors, sex-
ual interest, and sexual avoidance in clinical
samples. The ACSBI has both adolescent and
parent report forms, and preliminary research
has indicated good psychometric properties.

Although most of the measures discussed to
this point emphasize deficits in functioning
(with some subscales that measure prosocial
functioning), it is also important to evaluate the
children’s or adolescents’ strengths and the re-
sources available to them. A number of measures
have recently been developed to measure youth
assets. These measures vary in length but tend to
share certain similarities, such as being very face
valid. The Youth Asset Survey (YAS; Oman et
al., 2002), for example, is a 54-item measure
that provides scores on eight subscales of assets:
Family Communication, Peer Role Models, Fu-
ture Aspirations, Responsible Choices, Commu-
nity Involvement, Non-Parental Role Models,
Constructive Use of Time—Groups/Sports, and
Constructive Use of Time—Religious Time. The
use of a measure such as the YAS provides a sys-
tematic means to assess protective factors and
possible resources upon which to build interven-
tion plans. Including a measure such as the YAS
balances out the negative focus of some of the
other checklists and allows youth to identify and
share some of the areas of life about which they
may feel more positive.

Cognitive and Social-Cognitive Development

Research with both child and adult victims of
violence points to the importance of the vic-
tim’s assessment of the conflict, because indi-
vidual attribution may in turn influence the vic-
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tim’s emotional reaction. For example, the
child who attributes physical maltreatment to
his or her parent’s mean character would be ex-
pected to fare worse than the child who sees the
same behavior as caused by external circum-
stances (e.g., job stress). Moreover, as the se-
verity of the maltreatment increases, attribu-
tions of blame to the perpetrator increase
(Wolfe & McGee, 1991). If attributions of
blame (either to self or to the perpetrator) re-
sult from the maltreatment, then emotional re-
actions of sadness or anger are more likely to
result. Children’s attributions may be measures
by self-report with the Children’s Attribu-
tion Style Questionnaire—Revised (CASQ-R),
which is available in a 48-item version or a
briefer, 24-item format (Kaslow, & Nolen-
Hoeksema, 1991; Thompson, Kaslow, Weiss,
Nolen-Hoeksema, 1998). The CASQ-R mea-
sures the extent to which children attribute
negative events to internal, global, and stable
causes (e.g., “I failed the test because I am
dumb”) versus external, specific, and unstable
causes (e.g., “I failed the test because I stayed
up late and watched TV instead of studying”).
Although the CASQ-R was not specifically de-
signed to measure attribution in abused chil-
dren, its use has identified attributional style as
a mediator between parental child abuse risk
and children’s internalizing symptoms (Rodri-
guez, 2006).

A more abuse-specific attributional as-
sessment may be done with the Attribution
for Maltreatment Interview (AFMI; McGee,
1990), which comprises four structured inter-
views, corresponding to hostile maltreatment
(i.e., physical and emotional abuse), exposure
to family violence, sexual abuse, and neglect
(respondents only complete those interviews
that pertain to their experiences). After gener-
ating a list of all possible causes for their mal-
treatment, they are asked to make agreement
ratings (from 1, Do not agree to 4, Strongly
agree) in relation to 26 statements read aloud
by the interviewer. For each of the maltreat-
ment types, the AFMI yields five subscales
(derived from theory and factor analysis): Self-
Blaming Cognition, Self-Blaming Affect, Self-
Excusing, Perpetrator Blame, and Perpetrator
Excusing. In a study involving 160 maltreated
youth, Wolfe and McGee (1994) found that the
majority viewed the offender as the major
cause for their maltreatment; however, for
physical and emotional abuse, one-third of the
sample identified their own behavior as the ma-

jor cause for what happened. Further research
in this area has indicated that attributions
about maltreatment contribute uniquely to ad-
olescent adjustment, even after accounting for
maltreatment severity (McGee, Wolfe, &
Olson, 2001). In the latter study, adolescents
rarely saw themselves as causing the maltreat-
ment, but they did exhibit more nuanced self-
blame cognitions (such as self-recrimination
for not doing anything to prevent the abuse).
These findings underscore the importance of
assessing the youth’s attributions for maltreat-
ment, both for targeting self-blame statements
and the underlying beliefs that he or she could
have prevented such acts and was therefore
somewhat at fault.

An alternative procedure, the Home Inter-
view with Children (Conduct Problems Preven-
tion Research Group, 1991), provides an
assessment of the degree to which children at-
tribute hostile intent to hypothetical peer be-
havior and the extent to which it manifests in
their problem-solving ability. The measure
comprises eight vignettes accompanied by pic-
tures that depict problematic peer interactions
in which the peer’s intentions are ambiguous.
Four problems relate to exclusion by peers and
four relate to a physical conflict. Participants
are asked to imagine that they are the protago-
nist child in each situation, and to tell why the
antagonist child in each vignette behaved as he
or she did. Responses are coded as either hos-
tile (e.g., “He was being mean”) or benign
(e.g., “It was an accident”). The child is also
asked what he or she would do in response to
the other child’s behavior, and these responses
are coded as either aggressive (e.g., hitting the
other child), assertive (e.g., asking the other
child to fix the problem), passive (e.g., walking
away), solution-focused (e.g., cleaning up the
mess), or seeking information (e.g., asking the
other child why he or she did that). As with the
AFMI, the Home Interview with Children is
likely more useful as a research tool at this
point, and less practical as a clinical measure.
Alternatively, the procedure might be a useful
interview aid when a child is reluctant to share
personal information, and it can be used to
branch into discussing peer conflicts and prob-
lem solving in the child’s life. Thus, attribution
can be measured more generally with an easily
available, quick self-report measure (i.e., the
CASQ-R) or with a more involved interview
procedure that requires additional experience
to administer and code.
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Emotional and Moral Development

Children’s emotional functioning, particularly
with respect to self-perception, can be pro-
foundly shaped by experiences of maltreatment
and neglect. In particular, negative perceptions
of individual competence across a wide range
of domains may result. Rather than measuring
global self-esteem, a multidimensional measure
of self-perception may be more informative
and help to identify any relative strengths expe-
rienced by the child. Some of the most widely
used instruments for assessing perceived self-
competence are the Harter scales (Self-
Perception Profile for Children [SPPC; Harter,
1982] and Self-Perception Profile for Adoles-
cents [SPPA; Harter, 1988]). There are numer-
ous domains, and the clinician or researcher
can pick and choose the domain(s) of interest.
For example, the SPPA contains eight domains
of perceived competence (i.e., Scholastic
Competence, Athletic Competence, Social Ac-
ceptance, Close Friendship, Romantic Appeal,
Physical Appearance, Behavioral Conduct, and
Job Competence), as well as a Global Self-
Worth subscale. The format of both versions is
similar, in that individuals are presented with
two options that define opposite ends of a spec-
trum and asked to decide which end is more
like them, for example, “Some teenagers do
very well at their classwork, or other teenagers
don’t do very well at their classwork.” After
choosing which “self” is more like them, they
are asked to indicate whether this is Sort of true
for me or Really true for me. This structured al-
ternative format was used specifically to de-
crease socially desirable responding. One of the
advantages of a multidomain self-perception
scale is that it allows clinicians to identify
potential strengths and weaknesses to assist
in treatment planning. For example, knowing
that an adolescent who had been abused has
high perceived competence in the area of ath-
letics, but low perceived competence in peer
and romantic relationships, would allow a
therapist to build on strengths, and use the ad-
olescent’s skill and confidence in a particular
area to scaffold new skills in weaker areas.

The Harter scales have several attractive fea-
ture related to their development, availability,
and applicability, including the fact they have
been widely used in research for more than 20
years. These scales are available for a nominal
cost from the developer and involve a one-time
purchase of a manual that allows for photo-

copying of actual items, making them very ac-
cessible both to researchers and clinicians.
There have also been some promising cross-
cultural studies and language translations with
the Harter scales, specifically the SPPC (e.g.,
with African American and biracial children
[Schumann et al., 1999], with Spanish-
speaking children [Pereda & Forns, 2004],
with Dutch schoolchildren [Muris, Meesters,
& Fijen, 2003], with Mexican American
schoolchildren [Hess & Petersen, 1996], and
with samples from three Chinese cultures
[Wang, Meredith, & Tsai, 1996]). Although
there have been relatively fewer studies on cul-
tural adaptation with the SPPA (compared to
the SPPC), there are some promising studies,
including published psychometrics for a sample
of early-adolescent African American youth
(Thomson & Zand, 2002), with French Cana-
dian adolescents (Bouffard et al., 2002), and
with a rural Mexican American sample
(Dimmitt, 1996). Other ongoing initiatives in-
clude validating the measure with Native
American youth, for whom the format has
been changed to accommodate cultural taboos
about referencing the self compared to others.
The combination of cross-cultural studies with
both the SPPC an SPPA indicate that perceived
self-competence may have both different norms
and different domains (i.e., factor structure) for
different cultural groups, and highlights the im-
portance of these measures being adapted for
and normed with nonwhite populations.

Whereas the Harter scales measure a wide
range of perceived self-competence, other mea-
sures have a more narrow focus. The Adoles-
cent Interpersonal Competence Questionnaire
(AICQ; Buhrmester, 1990), a 32-item measure,
assesses domains of competence that are im-
portant in adolescent close relationships: Self-
Disclosure, Providing Emotional Support to
Friends, Management of Conflicts, and Nega-
tive Assertion. This measure can also be com-
pleted by another respondent, such as a dating
partner, parent, and so on, who knows the per-
son well. The respondent rates his or her own
competence on a 5-point scale (1, Poor at this;
would be so uncomfortable and unable to han-
dle this situation that it would be avoided if
possible, to 5, Extremely good at this; would
feel very comfortable and could handle this sit-
uation very well). Reliability for the factor
scores has been high, and the scales correlate
with adjustment and friendship intimacy mea-
sures (Buhrmester, 1990). The AICQ does not
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cover as wide a range of competencies as the
SPPA; however, it covers relationship-related
competence in more detail, which may be more
pertinent to difficulties faced by maltreated ad-
olescents.

Moral reasoning and development subse-
quent to a history of maltreatment often reflect
poor self-regulation and aggressive themes
(e.g., Smetana, Kelly, & Twentyman, 1984).
Although difficult to measure in a standardized
way, innovative procedures that prompt the
child’s thinking process merit recognition. One
prominent example was reported by
Buchsbaum, Toth, Clyman, Cicchetti, and
Emde (1992) in which a play narrative “stem
technique” was used to elicit a child’s internal
representations of relationships and emotion
regulation. The interviewer begins with a story
(the “stem”) using doll play, and the child is
asked to complete it. In addition to recording
verbal and behavioral responses, standard
probes are used to challenge the child to resolve
the dilemma posed by the stem and to pursue
the reasons he or she chose to complete the
story a particular way. The stories were devel-
oped to elicit certain themes of moral reason-
ing: for example, empathic or prosocial re-
sponses; ways to adhere to a rule in the face of
temptation; maternal responses to stealing; pa-
rental responses to a transgression in which the
transgression results in potential harm to the
child; and conflict between members of the
family/parents. In their study involving a sam-
ple of over 100 maltreated preschool-age chil-
dren and a matched comparison sample,
Buchsbaum and colleagues found that the nar-
ratives of the maltreated children tended to
have more themes involving inappropriate ag-
gression, neglect, and sexualized behavior.
Their self-statements also reflected their views
of themselves as “bad,” and contained more
punitive and abusive language. This standard
form of administration of story stems serves to
avoid the problem of leading questions that of-
ten plagues interviews with maltreated chil-
dren, and offers considerable promise for as-
sessing the younger child’s belief system and
moral reasoning. Clearly, widespread adoption
of standardized measures that require this level
of training in administration and coding re-
mains a challenge.

What should emerge from an assessment of
the children’s current adaptive abilities and
cognitive and emotional development is an un-
derstanding of their resources for coping with

the level of family problems that may exist, as
well as their current attitudes, beliefs, and emo-
tional and behavioral expression vis-à-vis their
role in their families. Children who have been
removed from the home (or who have had their
parents separate or leave the home), as well as
older children who have experienced pro-
longed family conflict and abuse, often display
the more extreme signs of adjustment difficul-
ties (e.g., aggression, withdrawal, peer prob-
lems, anger at family members). This finding
presumably reflects the relationship between
child behavior and critical situational variables
that must be considered throughout the inter-
pretation of the child’s needs. Information pro-
vided by the parent, child, caseworker, and
through interview procedures should be inte-
grated in a fashion that permits a comparison
of how the parent views the child and how the
child views his or her own situation, behavior,
and affect that follow from the assessment pro-
cedures described herein. Furthermore, objec-
tive information on the child’s cognitive devel-
opment and behavioral adjustment, obtained
through observational or normative assessment
devices, can provide a framework for establish-
ing treatment priorities that are consistent with
the child’s abilities and needs.

STEP 3: ASSESSING PARENT–CHILD RELATIONSHIP
AND ABUSE–NEGLECT DYNAMICS

Assessing the parent–child relationship, partic-
ularly with respect to abuse and neglect dy-
namics, is perhaps the most challenging part of
child abuse assessments. Due to the private and
shameful nature of abuse and neglect, assessing
related dynamics may be more realistic than as-
sessing the actual maltreatment (although par-
ents are clearly questioned specifically about
abuse as well). Furthermore, developing an un-
derstanding of the underlying dynamics of
abuse in a family provides important direction
for changing parent behavior. Domains of in-
terest in this area include abuse risk, neglect,
parents’ view of their children, and empathy.
Table 14.4 highlights some of the measures
most related to directly assessing child abuse
and neglect in the parent–child relationship.

For practitioners seeking a semistructured
interview guide, the Child Abuse and Neglect
Interview Schedule—Revised (CANIS-R;
Ammerman, Van Hasselt, & Hersen, 1993) as-
sesses the presence of maltreatment behaviors
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(e.g., corporal punishment, physical abuse), as
well as factors related to abuse and neglect
(e.g., parental history of maltreatment). The
CANIS-R comprises over 100 questions and
takes approximately 45 minutes to administer.
The four sections include child behavior prob-
lems and disciplinary practices; parental past
and current history of family violence; child
exposure to violence, psychological abuse and
neglect; and sexual abuse (both child and
parental experiences). The CANIS-R is a semi-
structured interview rather than a set of ques-
tions to be read verbatim; as such, the training
and skill of the interviewer is an important
component in administration.

Standardized Self-Report Measures and
Administered Procedures

Self-report measures are used routinely with
parents and children to assess components of
parent–child interactions and/or child abuse
risk. Although standardized measures have
many attractive features, it is critical to be
aware of whether a particular measure was de-
veloped for the express purpose of assessing
child maltreatment. Use of measures that were
developed for other purposes and normed on
other groups must be undertaken with caution
(Budd, 2001). Even instruments developed to
measure parent–child problems are not neces-
sarily specific to measurement of attributes of
parents at risk for maltreatment (Budd &
Holdsworth, 1996). Furthermore, many of the
measures have been developed and used pre-
dominantly for research. In some cases, these
measures may detect between-group differ-
ences well (i.e., distinguish between groups of
abusive and nonabusive parents). However,
between-group differences may mask impor-
tant within-group differences, and concepts
such as sensitivity and specificity, or clinical
cutoffs (established with valid criteria) may be
more important than deviation from a popula-
tion mean.

Unfortunately, many of these self-report
measures are used routinely, without an appre-
ciation of the complexity of the issues. Further-
more, strong general psychometrics and the
ability to differentiate among groups are im-
portant starting points for a measure, but there
are additional considerations. Issues such as
feasibility, sensitivity of the measure to treat-
ment effects, and predictive validity are also
important considerations. We include these

considerations in relation to the measures as
they are discussed. Most of the measures that
consider parent–child relationships vis-à-vis
abuse risk are administered to parents, al-
though there are also a few child-report op-
tions.

Risk for Abuse–Presence of Abuse

Attempts to develop a direct measure of child
abuse dynamics in the parent–child relation-
ship have met with limited success. The Child
Abuse Potential Inventory (CAPI; Milner,
1986) is the best known and most widely used
measure in this regard. The CAPI was specifi-
cally designed to measure problem areas re-
lated to parental and family background asso-
ciated with an increased probability of abuse.
Since its development in the late 1970s, this in-
strument has undergone considerable psycho-
metric investigations by the author and others
(see Milner, 1989; Ondersma, Chaffin, Mul-
lins, & LeBreton, 2005) that have produced
norms for general and abusive populations,
and reliability and validity information. The
Major Abuse Scale comprises six factor sub-
scales: Distress, Rigidity, Unhappiness, Prob-
lems with Child and Self, Problems with Fam-
ily, and Problems with Others. In addition, a
Lie Scale indicates the degree of deceptive re-
sponding (e.g., “I love all children”). The 160
items on the scale are written at the grade 3
reading level and require only an Agree or Dis-
agree response (e.g., “I am often mixed up”;
“A child should never talk back”; “My parents
did not understand me”). More recently, a brief
version of the CAPI has been published, with
psychometric properties similar to the original
version (Ondersma et al., 2005).

Despite reasonably strong general psycho-
metric properties, relatively easy and quick ad-
ministration, and its widespread popularity, re-
cent studies have raised concerns about some
aspects of the clinical validity of the CAPI. In-
deed, among parents being investigated for
child abuse and neglect, a positive self-
presentation bias substantially compromises
the interpretation of traditional self-report
measures such as the CAPI, although the Rigid-
ity Scale did not appear to be as affected as the
other scales (Carr et al., 2005). Furthermore,
the validity of interpreting changes in CAPI
scores as being indicative of change in child
abuse risk is questionable. In a study utilizing
data from 459 parents in 27 community-based
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interventions, improvements in CAPI scores
following intervention did not predict reduced
rates of official child maltreatment reports in
the ensuing 2 years (Chaffin & Valle, 2003). In
this study, algorithms classifying significant
change produced counterintuitive and mislead-
ing results; that is, participants classified as im-
proved were actually at similar or even high
risk to perpetrate future abuse compared to
those classified as unchanged or worse. In our
work with abusive fathers, clients who have
been referred with a documented history of
child maltreatment consistently avoid detection
with the clinical cutoffs of the CAPI (Scott &
Crooks, 2006). Thus, despite being a measure
specifically designed to assess child abuse risk,
the CAPI does not detect risk reliably in many
cases, nor can changes in risk, as measured by
the CAPI, be considered an adequate indicator
of success in the absence of corroborating
information. This latter shortcoming is particu-
larly concerning given that the CAPI is rou-
tinely used to indicate success following inter-
vention. Ironically, the test developer (Milner)
has raised many of these questions and con-
cerns in his own research (e.g., Milner, 1989,
1994); nonetheless, other researchers and clini-
cians have adopted the measure wholesale and
without regard for these intricacies. Thus, the
CAPI is probably best used as one piece of a
comprehensive assessment, with the proviso
that it is not a litmus test for abuse. Similarly, it
should not be the sole outcome in intervention
research to judge treatment success; unfortu-
nately, it is often used in this manner.

A second widely used measure, the Adult–
Adolescent Parenting Index—Second Edition
(AAPI-2; Bavolek & Keene, 1999) has even
greater problems than the CAPI, due to the
lack of validity scales. At a construct level, the
AAPI-2 was designed to measure dimensions
that are highly pertinent to measuring child
abuse risk patterns: inappropriate expectations
of children, parental lack of empathy toward
the needs of children, strong parental belief in
the use of corporal punishment, reversal of
parent–child family roles, and oppression of
children’s power and independence. The AAPI-
2 is problematic in that items are highly face
valid, which is concerning given client defen-
siveness and the sensitivity of the topics being
addressed, and because there are no validity
scales to evaluate or temper the effects of so-
cially desirable responding (Carr et al., 2005).
In our work with abusive fathers, we have vir-

tually no men endorse the Corporal Punish-
ment scale, despite the fact that many of these
same clients describe spanking as part of their
parenting repertoire during the interview por-
tion of the assessment, and harsh and frequent
corporal punishment has been recorded by
child protective services in many cases.

In comparison to the CAPI and AAPI-2,
which are administered to parents, other mea-
sures assess children’s experiences of abuse di-
rectly. The Childhood Experiences of Violence
Questionnaire (CEVQ; Walsh, MacMillan,
Trocmé, Boyle, & Jamieson, 2006) is one such
measure that directly assesses children’s experi-
ences of a broad range of victimization. The
CEVQ has 18 items that measure Child Physi-
cal Abuse, Child Sexual Abuse, Witnessing Do-
mestic Violence, and Physical Punishment
(Wekerle et al., 2006). One strength of the
CEVQ is that it includes extrafamilial (peer-on-
peer) violence, which may be an important area
to assess and to accommodate in treatment
planning with abused children. The CEVQ was
developed for large, survey-based research
studies and has not been used clinically to date;
however, it provides a relatively efficient for-
mat for assessing a range of victimization expe-
riences with adolescents and may be a useful
adjunct to an interview.

Neglect

Although neglect is by definition difficult to
measure (because it involves acts of omission
rather than commission), a couple of well-
designed, standardized neglect measures have
emerged during the past 5 years. The Mother–
Child Neglect Scale (MCNS; Lounds,
Norkowski, & Whitman, 2004) was adapted
from the Neglect Scale (Straus, Kinard, & Wil-
liams, 1995), a self-report measure of personal
experience of neglect as a child, to assess ne-
glectful behaviors perpetrated by a parent. The
MCNS was developed as part of a longitudinal
study of adolescent mothers and their firstborn
children that followed mother–child dyads
from the third trimester of pregnancy through
the child’s 14th year of life (Whitman,
Borkowski, Keogh, & Weed, 2001). The ques-
tionnaire included a phone interview in which
mothers were asked about their behavior to-
ward their children when the children were 8
years of age. The questionnaire was validated
with videotaped play episodes between moth-
ers and children, and an adapted, shorter
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version of the CAPI (Milner, 1986), which pri-
marily used items from the Rigidity and Un-
happiness Scales. The resulting 20-item MCNS
(and a briefer 8-item form) show promise in
terms of reliability and validity, and may be
useful as part of a multimethod approach to as-
sessing neglect in research settings. However,
the developers clearly caution against its appli-
cation in clinical or child protective settings,
until much more research can be undertaken
(Lounds et al., 2004).

A major, recent advance in the direct mea-
surement of neglect is the development of the
Multidimensional Neglectful Behavior Scale—
Child Report (MNBS-CR; Kantor et al., 2004),
the first standardized measure to canvas chil-
dren in a systematic way about the level of care
they receive and possible neglect. The MNBS-
CR taps into four broad domains of neglect, in-
cluding Cognitive (e.g., parent does not talk to
child a lot, does not read to child), Emotional
(e.g., parent does not comfort child, does not
do fun activities with child), Physical (e.g.,
child is improperly dressed for weather, has
poor dental hygiene), and Supervisory (e.g.,
parent does not know where child is playing,
leaves child alone in the car for lengthy peri-
ods). Additional scales assess exposure to vio-
lence, alcohol-related neglect, abandonment,

and children’s appraisals of parenting. This
measure has utilized computer technology in
an innovative manner to gain several advan-
tages over traditional paper-and-pencil surveys.
Using audio computer-assisted self-interview
(ACASI) technology, children see pictorial
items, hear a voice read the item, and respond
by touching the computer screen.

ACASI technology offers several benefits.
The items can be tailored to the child’s age
(item content differs for older and younger
children as threshold for neglectful behavior
differs) and gender (pictorial representations
are generated to match the child’s gender). In
addition, the audio-assisted portion means that
reading level is less important, and the child ex-
periences a more comfortable and private ad-
ministration than possible in a face-to-face in-
terview with an adult. Finally, the use of a
computer program is perceived to be fun. The
format of items involves showing children at
two different ends of a parenting care–neglect
spectrum with respect to a particular behavior,
and the child indicates which is more like his or
her own experience. The next computer screen
has the child rate the extent to which the item
represents his or her experience (see Figure
14.1 for a sample from the MNBS-CR Physical
Neglect scale).

672 PART VI. CHILDREN AT RISK
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Developing these pictorial items was a chal-
lenging undertaking. In the words of the lead
developer, operationalizing neglect can be like
trying to hear “one hand clapping”; nonethe-
less, the early psychometrics are very promising
(Kantor et al., 2004). The extent to which the
MNBS-CR is adopted into clinical practice re-
mains to be seen, in part because the propri-
etary nature of the ACASI technology makes it
a very expensive measure for the developers to
make available to others. Even with the ex-
pense associated, its use in research will likely
grow due to the lack of alternative child-based
measures of neglect. A parent version of the
MNBS is under development (G. Kantor, per-
sonal communication, April 2006).

Parenting Attitudes and Behaviors

Although identifying parent personality traits
and general characteristics that predict abuse
has not been very useful to date, there is emerg-
ing interest in empathy as a foundational con-
struct that mediates risk of abuse (Donald
& Jureidini, 2004; Kilpatrick, 2005; Scott &
Crooks, 2004). The focus is on parents’ empa-
thy toward their own children specifically, not
the more general concept of empathy as
a broad characteristic. Donald and Jureidini
(2004, p. 5, original emphasis) argue that it
is “the parents’ ability to empathetically un-
derstand and give priority to their children’s
needs” that is the critical determining factor in
risk to children, not the broader constructs of
parenting knowledge and social support, and
so on. In developing the first measure of paren-
tal empathy, Kilpatrick (2005) notes that a
model of parental empathy must include a
number of emotional, cognitive, and behavior-
al elements that combine to create empathy.
These factors include attending to the child’s
signals or emotional cues, making accurate at-
tributions about why the child is feeling that
way, and experiencing child-focused positive
emotions. Furthermore, these emotions and
cognitions must lead to child-focused behavior.
The Parental Empathy Measure is a semi-
structured interview that uses a combination of
forced-choice items, scenarios, and open-ended
questions to assess Parent Beliefs, Behavioral
Responses (both typical responses and on a
“bad day”), Emotional Responses, and Attri-
butions (Kilpatrick, 2005). There is also a So-
cial Desirability scale included in the measure.
Although the Parental Empathy Measure is rel-

atively new, the initial developmental work
suggests promising psychometrics in terms of
good internal reliability, interrater reliability,
construct validity, and concurrent validity.

Parents’ Views of Children and Parenting Stress

There are a number of measures designed to as-
sess parents’ views and expectations of their
children, as well as stress experienced in the
parenting role. A number of these measures are
discussed herein. Parental views about their in-
fluence on their children’s behavior may be as-
sessed with the Parent Attribution Test (PAT;
Bugental et al., 1989). This measure grew out
of research indicating that abusive parents tend
to experience subjectively less power over their
children and attribute more negative intent to
child behavior compared to nonabusive par-
ents. The PAT measures respondents’ attribu-
tions about potential causes of caregiving suc-
cess and failure on a 7-point scale. Items
are grouped according to four subscales (e.g.,
attributed control to adults for unsuccessful
outcomes, attributed control to children for
unsuccessful outcomes). The construct and dis-
criminant validity of the PAT has been estab-
lished in numerous studies (Bugental & Lewis,
1999; Bugental, Lewis, Lin, Lyon, & Kopeikin,
1999).

The Parental Childrearing Cognitions Ques-
tionnaire (PCCQ; Jefferis & Oliver, 2006) was
developed to measure dysfunctional cognitions
that likely influence parenting behavior and the
quality of the parent–child relationship nega-
tively. Respondents are presented with six
challenging but developmentally appropriate
child-rearing dilemmas (i.e., noncompliance,
overactive and impulsive behavior, and de-
manding behavior that interrupts parental ac-
tivity) and asked to imagine themselves in that
scenario. Next they are presented with a series
of statements with which they indicate their
agreement. Categories for the statements in-
clude Attribution of Child Behavior to Nega-
tive Motivations, Negative Cognitions Con-
cerning Limit Setting, Child Perceived as
Excessively Demanding or Problematic, and
Behavior Perceived as Predictive of Future
Problems. The PCCQ has shown promising
psychometrics with respect to reliability and
validity (comparing clinical and nonclinical
parents; Jefferis & Oliver, 2006).

The Parent Opinion Questionnaire (POQ;
Azar, Robinson, Hekimian, & Twentyman,
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1984), an 80-item questionnaire that measures
unrealistic parental expectations of appropri-
ate children’s behavior, has six subscales based
on content areas of unrealistic expectations
(i.e., Self-Care, Family Responsibility and Care
of Siblings, Help and Affection to Parents,
Leaving Children Alone, Proper Behavior and
Feelings, and Punishment). POQ scores have
been found to distinguish between maltreating
and nonmaltreating parents (Azar et al., 1984),
as well as between parents who are perpetrat-
ing abuse and those who are not, within the
same family (Azar & Rohrbeck, 1986). More
recently, POQ scores (particularly with respect
to unrealistic expectations about children pro-
viding support to parents) were associated
with at-risk maternal behavior in videotaped
mother–child interactions among mothers with
major mental illnesses who were involved with
the child welfare system (Leventhal, Jacobsen,
Miller, & Quintana, 2004). It has also been
recommended for use as part of a clinical as-
sessment for parenting capacity (Budd, 2001).

The Parenting Stress Index (PSI; Abidin,
1995) is a widely used measure that assesses
the stress experienced by parents, as well as the
perceived source of the stress. The PSI contains
120 items rated on a 5-point scale. It is grouped
into the Child domain (i.e., parental report of
stress related to their children’s adaptability,
acceptability, demandingness, mood, distract-
ibility, and responsive to the parent); the Parent
domain (i.e., stress related to depression, role
restriction, sense of parental competence, so-
cial isolation, health, and relationship with
spouse); and the Parent–Child domain. An op-
tional 19-item Life Events Stress Scale is con-
tained within the PSI. The PSI also provides a
total stress score that sums across all of the do-
mains. It has strong psychometrics and is
widely used in both clinical and research set-
tings. In addition to the full 120-item version, a
36-item PSI Short Form (PSI-SF) yields a total
stress score from three subscales: Parental Dis-
tress, Parent–Child Dysfunctional Interaction,
and Difficult Child. Although the PSI-SF does
not capture the same richness of data as the
original, longer version, it has been shown to
have reasonably strong psychometric proper-
ties with a range of populations and purposes
(Haskett, Ahern, Ward, & Allaire, 2006).

The PSI (both the original and short form)
was developed for use with parents of children
ages 3 months to 10 years, but an upward ex-
tension is also available with the Stress Index

for Parents of Adolescents (SIPA; Sheras,
Abidin, & Konold, 1998). The SIPA is for use
with parents of children ages 11–19. It is a 90-
item self-report questionnaire and, similar to
the PSI, measures stress with reference to an
Adolescent domain (Moodiness/Lability, So-
cial Isolation/Withdrawal, Delinquent/Antiso-
cial, and Failure to Achieve/Persevere), a Parent
domain (Life Restrictions, Relationship with
Spouse/Partner, Social Alienation, and Incom-
petence/Guilt), and an Adolescent–Parent Rela-
tionship domain.

The PSI and SIPA are useful in child abuse
assessments, because they measure not only
stress (which, in and of itself, is linked to mal-
treatment) but also the source of the stress. The
extent to which the parent views the child as
the source of all negative experience in his or
her life is an important clinical consideration in
assessment and treatment planning. Further-
more, PSI scores have been found to differenti-
ate between abusive and nonabusive parents
(e.g., Holden & Banez, 1996), although they
may not be very effective at detecting defensive
responding patterns (Milner & Crouch, 1997).

Observations

Child abuse researchers have long recognized
the validity and feasibility of direct parent–child
observations with this population (Wolfe,
1985). There are several ways to approach this
task, each with advantages and disadvantages.
For example, observing families in the home
may provide the most naturalistic setting, yet
the family’s typical pattern of interaction may be
so disrupted that little information is gained
(particularly with abusive families who have not
requested service). In terms of setting, struc-
tured clinic observations have gained wide ac-
ceptability and support as a valid assessment of
parent–child interactions, and they have the po-
tential advantage of videotaping the observed
interactions. In addition to coding behavior
from the tape, the scenes may be played back
to have the parent retrospectively indicate his
or her emotional reactions, level of arousal,
and thoughts during the interaction. Another
consideration for using structured clinic obser-
vations is that observations of low-frequency
behaviors (yelling, grabbing, etc.) yield more
relevant data in a more efficient manner
when structured tasks are presented (e.g.,
Herrenkohl, Herrenkohl, Toedter, & Yanushef-
ski, 1984; Oldershaw, Walters, & Hall, 1986).
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Observations of child behavior in the home
or clinic serve two assessment functions: They
provide a measure of the child’s typical behav-
ior with his or her parent, and they also allow
the examiner to view the child’s range of behav-
ior under controlled conditions. By observing
the parent and child from behind an observa-
tional mirror the examiner may record selected
target behaviors during contrived situations
and free interaction. For very young children
and infants, these situations are limited primar-
ily to basic caregiving, such as feeding, holding,
verbal and physical forms of communication,
and simple compliance or instructional tasks
(e.g., attending to the parent’s voice com-
mands). Preschool and older children may be
given more specific instructions by the parent
to engage in activities that resemble common
areas of conflict at home (e.g., to complete one
activity, then switch to another).

Quantitative assessment of family interac-
tions is best approached by using an existing or
modified structured procedure for coding fam-
ily interactions. Since no particular behavior
categories are unique to abusive families, the
investigator can choose from among an ex-
panding variety of family observation systems,
and base his or her choice upon considerations
such as diversity of definitional codes, ability to
conduct sequential interactions, and field expe-
rience. These assessment strategies range from
highly formal coding of videotaped interac-
tions to ratings of more unstructured home ob-
servations, and an example of each is provided
here. There are relative advantages and disad-
vantages associated with either approach.

The Dyadic Parent Interaction Coding
System–III (DPICS-III; Eyberg, Nelson, Duke,
& Boggs, 2005) is a well-researched behavioral
coding system that measures the quality of
parent–child social interactions. In the DPICS-
III, behaviors are recorded, with 26 behavioral
categories to measure child and parent verbal-
izations (i.e., the content of the verbal behav-
ior) and physical behaviors (i.e., positive and
negative touch). In addition, child vocaliza-
tions (i.e., the tone of the verbal behavior) and
response behaviors (e.g., compliance to com-
mand, answer to question, no opportunity to
comply) are also coded. The DPICS-III has a
number of supplemental scales in addition to
the standard ones. The various iterations of the
DPICS have been shown to have good psycho-
metrics. A thorough description of psychomet-
ric properties and research using the DPICS is

included in the manual, which is available on-
line (Eyberg et al., 2005).

A less rigidly scored procedure than the
DPICS-III is the Home Observation for Mea-
surement of the Environment Inventory
(HOME; Caldwell & Bradley, 1984). The
HOME was designed to measure the quality
and quantity of stimulation and support avail-
able to a child in the home environment. Since
its original development, multiple versions
have emerged to correspond to children’s
stages. In addition to the original Infant/Tod-
dler version, there is an Early Childhood ver-
sion for children ages 3–6, a Middle Childhood
version for ages 6–10, and an Early Adolescent
version for youth ages 10–15. Administration
of the HOME requires an unstructured home
visit, lasting typically between 45 and 90 min-
utes. In addition to the target child and his or
her primary caregiver, other family members
and even guests may be present, but their pres-
ence is not necessary. The procedure is a low-
key, semistructured observation and interview
aimed at minimizing intrusiveness and allow-
ing family members to act normally.

The intent is to understand the child’s oppor-
tunities and experiences; in essence, to under-
stand what life is like for the particular child in
the child’s most intimate surroundings. This in-
ventory was designed to sample certain aspects
of the quantity and quality of social, emo-
tional, and cognitive support available to a
young child. The HOME is completed follow-
ing visits to the family’s residence, and items
not obtained by direct observation (e.g., “takes
the child out of home more than twice per
week”) are based on parental report. The origi-
nal version comprised 45 yes–no ratings corre-
sponding to 6 subscales: Emotional and Verbal
Responsivity of the Mother, Avoidance of Re-
striction and Punishment, Organization of the
Physical and Temporal Environment, Provision
of Appropriate Play Materials, Maternal In-
volvement with the Child, and Opportunities
for Variety in Daily Stimulation. Subsequent
versions differ slightly in length and number of
subscales. Psychometric information about all
of the different versions is found in the admin-
istration manual (Caldwell & Bradley,
1984).The alpha coefficients for the total
scores are all above .90; and the interobserver
agreement for each measure is 90% or higher.
The measure has been used throughout North
and South America (including the Caribbean),
in several European and Asian countries, in
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Australia, and in at least two African nations.
It has been used in a wide variety of clinical and
research settings, and to evaluate the impact
of intervention programs. Reviews of re-
search on HOME can be found in Bradley
(1994; Bradley, Corwyn, & Whiteside-
Mansell, 1996).

If a formal behavioral coding system or
checklist is not practical, possibly due to the lo-
gistics of the parent–child interaction (i.e., visit
undertaken in an office, videotaping is not
available) or impractical because of the exten-
sive training necessary for some of the coding
systems, a plan for outlining areas to assess
during the observation session is still a useful
adjunct to general impressions. The clinician
needs to be alert to parent behaviors, child be-
haviors, and the interaction between these.
Budd (2001) provides a useful list of questions
to guide observation for a parent–child interac-
tion assessment in the context of parenting ca-
pacity assessments (see Table 14.5). This list
should not be considered exhaustive, but it
highlights several key areas to which clinicians
must remain vigilant. Furthermore, it under-
scores the importance of evaluating what is left
unsaid or undone, in addition to the more obvi-
ous observations about what is being said and
done. Although parents are typically on their
best behavior while being observed, children’s
reactions to particular parental overtures will
help the clinician assess whether Mom or Dad
is behaving in an unusual manner. At the same
time, it is important to remember that the situ-
ation itself is stressful and may elicit some neg-
ative behavior patterns from parents and/or
children.

Checklists that are completed following a
home visit or by a social worker who is familiar
with the family can be useful assessment tools,
particularly in identifying cases of neglect.
Polansky, Chalmers, Butenweiser, and Williams
(1978) developed the Childhood Level of Liv-
ing Scale (CLLS) to assess the extent of positive
and negative influences present in the child’s
home environment. This instrument is particu-
larly well suited for assessing neglectful fami-
lies, in that it lists the major areas of concern
relative to children’s minimal health, safety,
and stimulation requirements. The CLLS has
two main scales: Physical Care, containing
items comprising five subscales labeled General
Positive Care, State of Repair of House, Negli-
gence, Quality of Household Maintenance, and
Quality of Health Care and Grooming; and
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TABLE 14.5. Potential Content Areas
for Informally Observing
Parent–Child Interactions

I. Parent behavior patterns

A. How does parent structure interactions
through instructions, toys, or activities?

B. How does parent show understanding or
misunderstanding of children’s
developmental levels?

C. How does parent convey acceptance or
approval of children’s behavior (praise,
descriptive feedback, physical affection)?

D. How does parent convey disapproval of
children’s behavior (criticisms, negative
comments, threats, physical roughness)?

E. Does parent notice and attend to children’s
physical needs (e.g., hunger, need to use
bathroom, safety risks)?

F. Is parent responsive to children’s initiations
via verbalizations, facial expressions, and
actions?

G. Does parent accept children’s right to
disagree or express their own opinions?

H. Does parent follow through with his or her
instructions or rules?

I. Does parent spread attention fairly across
children, if more than one child is present?

J. Does parent appear distracted, withdrawn,
or bored during session (e.g., ignoring
children or watching television instead of
interacting with children)?

K. Does parent make “troublesome”
comments (e.g., asking children if they love
parent, making negative comments about
family members or foster parents,
swearing)?

II. Child behavior patterns

A. Are children at ease around parent (e.g.,
smiling, playing, and verbalizing vs.
remaining distant, quiet, or fearful)?

B. Do children initiate interactions with
parent?

C. Do children display developmental,
emotional, or behavioral difficulties that
require more skilful parenting strategies
than the parent exhibits?

D. Do children respond to parent’s initiations
by showing interest and acceptance of
parent’s attention?

E. Do children disagree with parent or
express their own opinions?

F. How do children show affection and
interest toward parent?

G. What topics do children bring up in
conversations with parent (e.g., activities in
foster family, desire to be with parent)?

Note. Data from Budd (2001).



Emotional–Cognitive Care, with subscales la-
beled Encouraging Competence, Inconsistency
of Discipline and Coldness, Encouraging Su-
perego Development, and Material Giving. The
99 items are rated by home visitors as yes or
no. The authors provide preliminary normative
data for this instrument, with cutoff scores in-
dicating neglectful care, adequate care, and
good child care, although reliability and valid-
ity data are limited (with the exception of one
report indicating discriminative validity be-
tween neglect and control families; Polansky et
al., 1978). The CLLS has both rural and urban
versions available, because neglect concerns
vary somewhat with context; however, it
has been argued that widespread adoption of
the CLLS has been limited due to its length
(Lounds et al., 2004) and concerns about item
relevance (Gaudin, Polansky, & Kilpatrick,
1992).

Specifically designed to measure key compo-
nents of the home environment that are per-
ceived to be representative of child neglect
(Trocmé, 1996), the Ontario Child Neglect In-
dex requires social workers to make ratings of
neglect in three major areas that are identified
in legislation, with the assistance of behavior-
al anchors. These areas include supervision,
physical care (rating food/nutrition, and cloth-
ing and hygiene separately), and provision of
health care (evaluating physical health care,
mental health care, and development and edu-
cational care separately). Although the mea-
sure was designed to match a specific jurisdic-
tion’s neglect laws, it can easily be adapted for
other jurisdictions (Trocmé, 1996). Strengths
include its brevity and face validity (for the so-
cial worker completing the measure).

In summary, assessment of the parent–child
relationship requires special attention due to
the relational nature of child abuse. This as-
sessment is best conducted through a combina-
tion of parent and child report and observa-
tion. The domains being measured include
specific abuse and neglect categories, as well as
related parent–child dynamics (e.g., stress and
communication).

INTEGRATING INFORMATION
AND MAKING RECOMMENDATIONS

Subsequent to undertaking the assessment pro-
cedures described in this chapter, the assessor is
faced with the challenge of integrating findings

from parents, children, and parent–child re-
lationships, and noting both challenges and
strengths upon which to build intervention. It
is important to return to the specific referral
question(s) when formulating results and mak-
ing recommendations; vague recommendations
rarely serve either the family or the referral
agent. Some additional challenges are involved
with child abuse assessments compared to
other areas.

First, due to the dynamics of defensiveness
and minimization displayed by many abusive
families, it is especially important to note the
limitations and source of the data for a particu-
lar finding. For example, rather than noting that
an individual does not have a police record, the
assessor might note that the individual reported
no police record, but that confirmation was not
received directly from the police. Because the in-
dividuals making decisions on the basis of the re-
port may not be familiar with particular tests or
measurement theory, conveying an understand-
ing about the meaning of validity scale scores is
crucial, rather than assuming that the referral
agent will make the connection between ele-
vated validity scale scores and likely underre-
porting of difficulties.

A second challenge relates to the difficulty of
providing feedback in a way that is respectful
to clients, yet accurate and honest. All too of-
ten clients seem to be given a watered-down
version of assessment findings in the verbal
feedback meeting, and are then shocked when
they later see the report, or conversely, never
realize what has actually been written, because
the report is not shared with them. Although it
is challenging to convey negative feedback in a
forthright yet compassionate manner, these
skills are critical to develop if clinicians want to
be effective in this area.

Finally, it is important to include findings
that do not fit the overall conceptualization, as
well as those that do. Although it may be
tempting to focus on the findings that support
the assessors’ global view of the family, the
complexity of abusive families is such that it is
rarely a uniformly bleak picture. Capturing the
strengths of a family, even if the resulting rec-
ommendations of the assessment are that the
parents continue to pose a risk to their chil-
dren, or that the children should be placed out-
side of the family, is a way to ensure respectful
service to the most difficult families and may
result in their feeling more validated in the pro-
cess than they would otherwise feel.
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C H A P T E R 1 5

Child Sexual Abuse

Vicky Veitch Wolfe

The study of childhood sexual abuse (CSA)
began in earnest in the 1970s, a relative late-

comer in the field of childhood psychopatholo-
gy. However, since that time, tremendous gains
have been made in our understanding of this
serious problem. The growing recognition of
the extent of CSA, and concern about its life-
long effects, led to significant changes in law,
social work, education, and mental health. In-
deed, there is even evidence that our increased
knowledge and efforts toward recognition, pre-
vention, and intervention have led to overall re-
ductions in the prevalence of sexual abuse
(Finkelhor & Jones, 2004). The professions of
psychology and the behavioral sciences have
made enormous contributions toward the un-
derstanding of the effects of sexual abuse and
have led to great improvements in assessment,
prevention, and treatment of sexually abused
children and adolescents, and their families.
These advancements have moved the field for-
ward from the initial need to document and de-
scribe sexual abuse, to advancements in under-
standing the specific ways that sexual abuse
affects children and results in psychological
processes that often lead to lifelong adjustment
difficulties.

This chapter reviews current issues related to
child sexual abuse, with the general assump-
tion that from our core bases of knowledge, as-
sessment methodology will grow. The chapter
consists of three main parts: (1) an epidemio-

logical overview of the problem of sexual
abuse, including prevalence and incidence,
characteristics of the abuse and perpetrators,
child victims, their families and communities,
and the types of stress they encounter subse-
quent to abuse disclosures; (2) an overview of
the impact of sexual abuse on children and ad-
olescents, and factors that attenuate and exac-
erbate those effects; and (3) an overview of as-
sessment strategies and tools that have been
developed especially for CSA victims and their
families. Drawing from extant evidence-based
methods, practical suggestions are made for
clinical assessments.

EPIDEMIOLOGICAL OVERVIEW OF THE PROBLEM

Epidemiological studies of CSA have varied
considerably in methodology, yielding large
discrepancies in sexual abuse estimates, rang-
ing from 2 to 62% for women and from 3 to
16% for men among U.S. studies, and from 3
to 20% for women and from 7 to 36% for
men among international studies (Finkelhor,
1994b). Prevalence rates vary considerably de-
pending on how sexual abuse is defined. For in-
stance, studies that include noncontact forms
of abuse and abuse by peers tend to yield high
abuse estimates (Goldman & Padayachi,
2000). Due to the complicating factor of ado-
lescent consensual sexual activity, definitions
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for adolescents tend to vary regarding the up-
per age limited considered as abuse, the age
difference required between the victim and of-
fender for noncoercive sexual contacts (typi-
cally increased to 10 years), and the ways that
coercion and abuse of authority are defined.
Survey questions about sexual abuse also vary
across studies. Some studies use a general ques-
tion about sexual abuse history as a gate to
asking more detailed questions, sometimes us-
ing vague terms such as “unwanted sexual
touching,” whereas other studies ask about his-
tory of a number of specific acts without neces-
sarily defining the acts as sexual abuse. The lat-
ter method tends to yield higher estimates of
abuse, because some respondents may not con-
sider their experiences as abusive (e.g., young
males abused by older females). Research sug-
gests that more inclusive definitions have an
advantage when studying the impact of abuse,
because more victims who are affected by
abuse are included (Long & Jackson, 1990).

Based on a review of 19 studies of adult ret-
rospective reports of childhood experiences,
Finkelhor (1994a) concluded that approxi-
mately 20% of women and 5–10% of men had
at least one episode of sexual abuse during
their childhood. More recent studies yield simi-
lar estimates. A large-scale study of 17,337
adult members of a managed care program in
California revealed that 25% of women and
16% of men reported at least one episode of
abuse during childhood (Dong, Anda, Dube,
Giles, & Felitti, 2003). In another large-scale
population-based study (N = 3,958), Fleming,
Mullen, and Bammer (1997) found that 20%
of women reported CSA. Although some have
suggested that epidemiological studies over-
estimate prevalence, most studies indicate
that even in anonymous studies, individuals
tend to underreport CSA by at least 16–50%
(Fergusson, Horwood, & Woodward, 2000;
Goodman et al., 2003; Greenhoot, McCloskey,
& Gisky, 2005; Widom & Morris, 1997; Wil-
liams, 1994). Overall, these statistics reveal
that sexual victimization is higher among
youth compared to adults. Indeed, Hashimi
and Finkelhor (1999) reported that rates of
abuse of adolescents ages 12–17 were 2.0 to
3.3 times higher than rates for young adults
ages 18–24.

Incidence data reflect the number of cases
made known to public agencies during a speci-
fied period of time. Incidence data grossly un-
derestimate true rates of sexual abuse, because

most cases are never reported to official agen-
cies. However, in addition to providing
information about agency-reported abuse, inci-
dence data may be used to detect epidemiologi-
cal trends, including rates of disclosure to offi-
cial agencies. Recent retrospective surveys
estimate that between 8.7 and 12.0% of CSA
was reported to police or other authorities
(MacMillan et al., 1997; MacMillan, Jamie-
son, & Walsh, 2003; Saunders, Villeponteaux,
Lipovsky, Kilpatrick, & Veronon, 1993). How-
ever, Finkelhor (1994a), combining prevalence
and incidence estimates, calculated that ap-
proximately 30% of sexual abuse is currently
disclosed to official agencies during childhood.
In some cases, abuse is disclosed to parents and
peers, but not to official agencies. Data from
the National Survey of Adolescents, which in-
cluded 1,958 girls ages 12–17 years, revealed
that 48% of sexual abuse victims had disclosed
their abuse to an adult, and an additional 25%
had disclosed to a peer (Kogan, 2004).
Hanson, Resnick, Saunders, Kilpatrick, and
Best (1999), also reporting data from the Na-
tional Survey of Adolescents, found that only
half of those who disclosed their abuse to a rel-
ative, friend, or other confidant had also made
a disclosure to an official agency.

Based on both incidence and prevalence
data, evidence suggests a decrease in sexual
abuse during the past two decades. Adult retro-
spective surveys from Australia and Ireland
have demonstrated trends toward less abuse re-
ported by younger, compared to older, cohorts
(Dunne, Purdie, Cook, Boyle, & Najman,
2003; McGee, Garavan de Barra, Byrne, &
Conroy, 2002). Surveys of adolescents have
also demonstrated decreases in rates of sexual
abuse and sexual assaults from 1992 to 2001
that range from 22 to 56% (Finkelhor & Jones,
2004). Reports of sexual abuse to official agen-
cies have also decreased since the mid-1990s,
with a 39% decrease in the United States
(Jones, Finkelhor, & Kopiec, 2001) and a 49%
decrease in Ontario, Canada (Trocmé, Fallon,
MacLaurin, & Neves, 2003). Indeed, 1990
U.S. statistics indicated that sexual abuse cases
comprised 17% of all confirmed or validated
reports of maltreatment, whereas in 2004, CSA
accounted for only 9.7% of reported maltreat-
ment cases (Sedlak & Broadhurst, 1996; U.S.
Department of Health and Human Services,
2004). In Ontario, the decrease in sexual abuse
substantiation occurred at the same time that
reports of other forms of maltreatment were on
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the rise (Trocmé et al., 2003). However, in the
United States, these declines coincided with
similar declines in physical abuse, crime, teen
pregnancies, runaway youth, and teen suicides
(Finkelhor & Jones, 2004). Although there is
some evidence that declines in incidence rates
were in part due to changes in child protective
service procedures, verification, and recording
methods, other evidence indicates that the
trend appears to reflect actual declines in sex-
ual abuse. Positive effects of prevention pro-
grams, public awareness campaigns, and in-
creased prosecution likely contribute to the
decline (Jones et al., 2001). Finkelhor and
Jones (2004) argued that societal deterrents
against sexual abuse have been particularly ef-
fective. Between 1986 and 1997, the number of
persons incarcerated for sex crimes against
children doubled (Finkelhor & Ormrod,
2001), and this data did not include the in-
creased number of offenders who received
nonincarceration penalties following sexual
abuse charges (e.g., probation). Citing data col-
lected in Illinois and Pennsylvania, Finkelhor
and Jones highlighted significant declines in
sexual abuse cases involving fathers. They ar-
gued that biological fathers, who may be the
least compulsive of CSA offender types, may be
particularly deterred by the possibility of detec-
tion and prosecution.

Abuse Characteristics

Perpetrators

Sexual abuse varies on a number of dimen-
sions, including the child’s relationship to the
perpetrator, the sexual acts involved, the use of
coercion or force, and the duration and fre-
quency of abuse. For female sexual abuse vic-
tims, 92% report abuse by males, 2% report
abuse by females, and 4% report abuse by both
males and females; for male sexual abuse vic-
tims, 51% report abuse by males, 21% report
abuse by females, and 18%, by both males and
females (Dube et al., 2005). Researchers have
historically distinguished intrafamilial or inces-
tuous abuse from extrafamilial abuse. Roughly
33–50% of female victims and 10–20% of
male victims are abused by family members;
10–30% are abused by strangers, and approxi-
mately 40% are abused by someone known but
not related to them (Fergusson, Lynskey, &
Horwood, 1996; Finkelhor, 1994b; Vogeltanz
et al., 1999). From 4.5 to 6.0% of girls are

abused by a father figure (Bagley & Mallick,
2000; Hanson et al., 2003; Russell, 1984). Al-
though biological fathers account for more sex-
ual abuse than do stepfathers (more children
live with fathers than stepfathers), stepfathers
are up to seven times more likely to abuse their
stepdaughters and are more likely to commit
more serious forms of abuse (Russell, 1983,
1984). Indeed, males in surrogate father roles
(e.g., stepfathers, adoptive father, the mother’s
boyfriends) account for 18% of reported sex-
ual abuse, whereas biological fathers account
for 14% of reported sexual abuse (U.S. Depart-
ment of Health and Human Services, 2004).
Sexual abuse by family members tends to be
more severe and repeated. Fergusson and col-
leagues (1996) reported that 61% of CSA epi-
sodes involving family members involved at-
tempted or completed intercourse, and more
than one incident occurred in 71% of cases.

Despite considerable focus on abuse by fa-
ther figures, sibling abuse is the most prevalent
form of incest, with between 7 and 15% of
women and 10% of males reporting abuse by
a sibling during childhood (Finkelhor, 1980;
Hardy, 2001; Romero, Wyatt, Loeb, Carmona,
& Solis, 1999). Sibling abuse occurs at least
five times more often than does parent–child
abuse (Finkelhor, 1980; Smith & Israel, 1987)
and accounts for between 16 and 50% of incest
cases (Laurence, 2000; Romero et al., 1999). In
most cases, sibling incest is perpetrated by boys
between the ages of 10 and 14, and their vic-
tims are typically at least 5 years younger
(Laurence, 2000). Although some might con-
sider sibling incest to be within the realm of
sexual exploration, there is growing awareness
that sibling incest can lead to serious emotional
sequelae for victims (Adler & Schultz, 1995).
Clinic-based studies of sibling incest reveal that
46–89% of cases involve attempted or com-
pleted vaginal or anal penetration, with most
victims at least 5 years younger than the of-
fenders. Russell (1986) found that 44% of
brothers who committed sibling incest used
physical force, such as pushing and pinning
down the victim.

In their review of the literature, Pithers and
Gray (1998) estimated that 40% of CSA was
perpetrated by youth under the age of 20, and
that 13–18% of offenses were committed by
children ages 6–12. Likewise, in their study of
sexual abuse among U.S. Latinos, Romero and
colleagues (1999) found that 51% of offenders
against females were younger than age 20
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years. From a United Kingdom study, 32% of
offenders were younger than age 18 (Oaksford
& Frude, 2001). In the United States, individu-
als under age 18 account for 17% of all arrests
for sexual crimes (Federal Bureau of Investiga-
tion, 1999) and roughly 33% of all arrests for
sexual offenses against children (Snyder &
Sickmund, 1999). Well over half (57%) of
identified adolescent offenders had multiple
victims prior to being caught (Fehrenbach,
Smith, Monastersky, & Deisher, 1986). Fur-
thermore, Sperry and Gilbert (2005) found that
8% of females and 4% of males reported sex-
ual abuse prior to the age 12 by a peer who was
12 years old or younger.

During recent years, Internet-initiated sexual
abuse has become a serious concern. A recent
national survey documented that 20% of chil-
dren and adolescents report at least one epi-
sode of Internet-initiated sexual solicitation
within a 1-year period (Mitchell, Finkelhor,
& Wolak, 2003). Case-based evidence sug-
gests that Internet predators operate in ways
similar to other perpetrators (Dombrowski,
LeMasney, Ahia, & Dickson, 2004; Walsh &
Wolak, 2005); that is, they select children
and adolescents who show some level of
vulnerability—either through the use of sexu-
ally suggestive nicknames on the Internet or by
presenting themselves as isolated, lonely, pas-
sive, or emotionally vulnerable. Internet perpe-
trators may at first present themselves as peers.
Like other perpetrators, they may engage in
grooming behaviors in the forms of exchanging
pictures, and providing pornography and gifts.
Once a relationship is established, online pred-
ators may progress to requesting personal in-
formation, phone numbers, and face-to-face
meetings. Adolescents, more than children,
tend to be more common targets of online
predators because they have greater autonomy,
mobility, and sexual curiosity.

Walsh and Wolak (2005) studied Internet-
initiated, nonforcible sex crimes against youth
that resulted in felony charges. The majority of
victims were adolescents (81%), 61% female
and 39% male. In most cases, the abuse was
discovered by a parent or guardian and re-
ported directly to police. Investigation by po-
lice revealed that 45% of perpetrators were in
possession of child pornography, 39% had
given pornography to the victim, and 27% had
taken pornographic pictures of their victims.
Fifty percent of cases involved sexual penetra-

tion, and in 34% of cases, the victims were sup-
plied drugs or alcohol. Of great concern, many
offenders (30%) volunteered or had jobs that
put them in positions of trust with minors.
Nine percent had prior sexual offense arrests.
Because Internet predators typically leave
computer-based evidence of their crimes, pros-
ecution of these types of offenses tends to be
successful. Of the 77 arrests reviewed for the
study, the conviction rate was 91%, with 59 in-
dividuals incarcerated, 59 placed on a sexual
offender registry, and half ordered into mental
health treatment.

Abusive Acts

Sexually abusive acts vary along a number of
dimensions, ranging from inappropriate sexual
overtures to fondling, and to oral, vaginal, and
anal intercourse. Most epidemiological studies
make a distinction between abuse that involves
some form of penetration and other forms of
abuse, and estimates have varied considerably.
Several studies of adult retrospective reports re-
veal that approximately 25% of male and fe-
male abuse includes sexual intercourse (Coxell,
King, Mezey, & Kell, 2000; Dube et al., 2005;
Sachs-Ericsson, Blazer, Plant, & Arnow, 2005;
Ullman & Filipas, 2005; Vogeltanz et al.,
1999). Studies of adolescents and young adults
suggest that younger generations experience
more severe forms of abuse that include sexual
intercourse. Data from the National Survey of
Adolescents revealed that roughly 33% of vic-
tims reported sexual intercourse (Hanson et al.,
2003). Tubman, Gil, and Wagner (2004) found
that 42% of 18- to 23-year-old males and fe-
males who experienced sexual abuse prior to
age 16 reported that their abuse had included
sexual intercourse.

A Los Angeles Times poll (Timnick, 1985),
which defined “coercion” as abuse that involved
a weapon or forcible physical restraint, found
that 15% of male victims and 19% of female vic-
tims experienced coercion. In more recent stud-
ies, Vogeltanz and colleagues (1999) reported
that 38% of female victims reported some form
of physical coercion, 15% thought their lives
were in danger, and 3% sustained physical in-
jury. Hanson and colleagues (2003) found that
27% of adolescents felt that their life was in
jeopardy as a result of the sexual abuse.

Adult and adolescent retrospective studies
indicate that 60–71% of abuse occurs only
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once (Finkelhor, 1979; Stevens, Ruggiero, Kil-
patrick, Resnick, & Saunders, 2005; Wyatt,
Loeb, Solis, Carmona, & Romero, 1999). Boys
tend to be abused less frequently and over
shorter durations compared to girls (Kendall-
Tackett & Simon, 1992), with 11% of girls and
8% of boys abused repeatedly over at least
1 year (Timnick, 1985). Bagley and Mallick
(2000) noted differences in onset between
those who experienced one-time versus multi-
ple abuse episodes. Among those who experi-
enced one-time abuse, onset during preschool
years was rare (3%), whereas one-time epi-
sodes were more common among girls age 11
and older (12–19%). In contrast, among those
who reported multiple episodes of abuse, onset
during preschool years was not uncommon
(14%), but it was uncommon after age 11
(5%). Not surprisingly, those who experience
multiple episodes of abuse are more likely to
report more serious forms of maltreatment.
Bagley and Mallick found that only 3% of one-
episode abuse cases include vaginal or anal
penetration; for those who experienced multi-
ple abuse episodes, 48% experienced vaginal
penetration, and 19% experienced anal pene-
tration.

Sexual abuse often occurs amid other forms of
maltreatment and adversity. In addition to the
cumulative effects of these events and circum-
stances, multiple forms of abuse and adversity
suggest serious familial and social inadequacies
that fail to protect and nurture the child (Flem-
ing, Mullen, Sibthorpe, & Bammer, 1999). In a
large-scale epidemiological study, Dong and col-
leagues (2003) found that CSA was associated
with a history of physical abuse (45.5% of
women, 42.7% of men), emotional maltreat-
ment (26.1% of women, 17.3% of men), emo-
tional neglect (29.6% of women, 19.9% of
men), exposure to domestic violence (23.6% of
women, 20.5% of men), and parental substance
abuse (43.3% of women, 34.4% of men). Only
22% of sexual abuse victims reported no other
form of maltreatment, and 29% had four or
more forms of maltreatment and adversity.
Finkelhor and his colleagues conducted two na-
tionwide surveys of children and adolescents
(ages 10 and older) that revealed high
prevalences of nonsexual victimizations among
sexually abused children (Boney-McCoy &
Finkelhor, 1995; Finkelhor, Ormrod, Turner, &
Hamby, 2005): 43% experienced another form
of maltreatment (physical abuse, emotional

abuse, neglect, family abduction, custodial in-
terference); 70% experienced property
victimization (e.g., vandalism, theft), and 84%
witnessed violence or indirect victimization
(e.g., witnessed domestic violence, saw a violent
crime). Children who present for clinical ser-
vices are even more likely to have multiple vic-
timization experiences. For example, two clinic-
based studies of CSA victims reported that more
than 50% had witnessed spousal violence
(Bowen, 2000; Kellogg & Menard, 2003), with
77% reporting that the spousal violence and sex-
ual abuse occurred within the same time period.
Bowen (2000) found that 41% of victims re-
ported delaying disclosure out of fear of violence
by the perpetrator.

Children who experience CSA are also par-
ticularly likely to experience subsequent, dis-
tinct sexual victimizations in later childhood,
adolescence, and as adults (Classen, Palesh,
& Aggarwal, 2005). Stevens and colleagues
(2005), drawing from the National Survey
of Adolescents, found that children who are
abused at a young age and those who experi-
enced more severe forms of abuse are particu-
larly likely to be revictimized. In their survey of
children and adolescents, Boney-McCoy and
Finkelhor (1996) found that those with a his-
tory of sexual abuse were 11.7 times more
likely to report a different sexual victimization
within the next year. Indeed, a number of stud-
ies have identified that history of sexual abuse
was related to revictimization during adoles-
cent years. For example, Small and Kerns
(1993) found that roughly 33% of adolescents
who experienced a sexual assault reported
prior childhood sexual abuse. Fergusson,
Horwood, and Lynsky (1996), in their longitu-
dinal sample of adolescents, found that among
those who reported contact forms of CSA,
10% experienced rape or attempted rape be-
tween the ages of 16 and 18, five times the risk
of their nonabused peers. An additional 13%
experienced other forms of sexual assault dur-
ing that period, three times the risk of their
nonabused peers. In a long-term follow-up of a
sample of sexual abuse victims in Australia,
Swanston and colleagues (2002) found that
17% had official reports reflecting subsequent
sexual victimizations. In turn, adolescent sex-
ual victimization is a powerful predictor of
subsequent sexual victimization of young
women (Gidycz, Coble, Latham, & Layman,
1993; Humphrey & White, 2000).
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Victim Risk and Resiliency Factors

Three child factors have received attention as
risk factors for CSA: age, gender, and disabili-
ties. Approximately 10% of sexually abused
children are under age 6, with a slight increase
in onset at age 6–7 years, and a dramatic in-
crease around age 10 (33%; Bagley & Mallick,
2000; Finkelhor & Baron, 1986; Vogeltanz et
al., 1999). Indeed, data from the National Sur-
vey of Adolescents (Hanson et al., 2003) re-
vealed that 60% of sexual abuse occurred be-
tween the ages of 11 and 16. Because of the
large age span considered under the umbrella
of sexual abuse, the nature, impact, and etiol-
ogy of sexual victimization vary at different de-
velopmental points (Black, Heyman, & Slep,
2001).

Not surprisingly, girls are at higher risk for
sexual abuse than boys, and are victims 3 to 5
times more often than boys (Boney-McCoy &
Finkelhor, 1995; Fergusson, Lynskey, &
Horwood, 1996; Sachs-Ericcson et al., 2005;
Sedlak & Broadhurst, 1996). Sexual abuse ex-
periences differ for boys and girls (Gordon,
1990; Watkins & Bentovim, 1992), with girls
generally describing their experiences more
negatively (Fischer, 1991). This may be because
girls tend to be younger at the onset of their
abuse (Dong et al., 2003) and their perpetra-
tors tend to be older (Romano & DeLuca,
2001). Girls are abused by family members
more often, and abuse perpetrated by family
members tends to be more serious. Fergusson,
Lynskey, and Horwood (1996) reported that
61.3% of abuse perpetrated by family mem-
bers included some form of intercourse, and
that 71% of familial abuse involved more than
one episode. Boys are more likely to be abused
by adolescent males and by females (Dube et
al., 2005; Finkelhor, 1990). They may perceive
abuse by adolescent males as a form of sexual
experimentation (Romano & De Luca, 2001),
and up to 20% of males describe sexual abuse
by older females as either nonthreatening or
pleasurable (Bagley & Thurston, 1996).

Children with developmental disabilities are
at heightened risk for sexual abuse, with preva-
lence estimates two to three times greater than
those of children without disabilities (Crosse,
Kaye, & Ratnofsky, 1993; Sullivan & Knutson,
1998). Four factors have been linked to in-
creased risk among children with disabilities
(Westcott & Jones, 1999): (1) greater physical
and social isolation; (2) increased dependence

and lack of control over their lives and bodies
(e.g., need for assistance when bathing, dress-
ing, and toileting, often by individuals other
than parents, such as residential and disability
care providers); (3) institutional care, with con-
cerns raised about the level of staff training and
qualifications, and insufficient efforts to ensure
patient safety; and (4) communication impair-
ments that may increase risk of being selected
by perpetrators, prevent reporting, and impede
validation of abuse allegations. Much of the
increased vulnerability in this population is
among boys, particularly those between ages 6
and 11 (Randall, Parrila, & Sobsey, 2000;
Sobsey, Randall, & Parrila, 1997; Sullivan,
Brookhouser, Scanlan, Knutson, & Schulte,
1991). Sobsey and Doe (1991) found that in-
creased contact with disability service provid-
ers accounted for 78% of the increased risk to
children with disabilities. Indeed, Sobsey and
colleagues (1997) queried whether the dispro-
portionate representation of boys among sexu-
ally abused children with disabilities is related
to a tendency for their nonfamilial caregivers to
be male, whereas nonfamilial caregivers of girls
tend to be female.

Family Risk and Resiliency Factors

Several interrelated family factors have been
linked with risk of sexual abuse: unplanned
pregnancy, low maternal education, parental
alcohol and drug abuse, parental mental ill-
ness, harsh discipline, parent–child relationship
problems, maternal death, living with only one
or with no natural parent, marital discord,
separation, divorce, and maternal remarriage
(Bagley & Mallick, 2000; Boney-McCoy &
Finkelhor, 1995; Brown, Cohen, Johnson, &
Salzinger, 1998; Dong et al., 2003; Fergusson,
Lynskey, & Horwood, 1996; Finkelhor,
Moore, Hamby, & Straus, 1997; Hanson et al.,
2006; Mullen, Martin, Anderson, Romans, &
Herbison, 1993; Walsh, MacMillan, & Jamie-
son, 2003). Increasing levels of family-related
adversity correspond to increasing risk of child
sexual victimization, and family-based risk fac-
tors are relevant to both intrafamilial and
extrafamilial sexual abuse of boys and girls
(Fergusson, Lynskey, & Horwood, 1996). In-
deed, in a longitudinal study of 267 low socio-
economic status (SES) primiparous women and
their children, Pianta, Egeland, and Erickson
(1989) found that children identified as having
experienced sexual abuse (n = 11) had mothers

690 PART VI. CHILDREN AT RISK



who previously had reported more stressful life
events and less social support at every prior as-
sessment point, which occurred at 6- to 12-
month intervals when the children were be-
tween the ages of 2 and 5 years. Compared to
the other mothers in the study, mothers whose
children were sexually abused had described
themselves as more tense, depressed, angry,
confused, restless, skeptical, and calculating.

Factors that negatively affect parental ability
to monitor child safety appear to be particularly
potent in predicting risk for sexual abuse. Draw-
ing from the National Survey of Adolescents,
Hanson and colleagues (2006) found that not
living with a biological parent increased the odds
of sexual abuse by 1.8. As well, parental alcohol
abuse, which affects parental availability and
child monitoring, increased the odds of adoles-
cent reports of extrafamilial sexual abuse by 1.7
and doubled the odds of multiple victimization
(Hanson et al., 2006; Stevens et al., 2005).
Finkelhor and colleagues (1997) found that
leaving a child at home alone without adequate
supervision increased the odds of child sexual
victimization by 3.4. Likewise, Fergusson,
Lynskey, and Horwood (1996) found that poor
parental supervision, lack of knowledge about
sexual abuse risk factors, and child exposure to
risky social environments increased odds of sex-
ual abuse.

In line with intergenerational theories of
child abuse, maternal history of childhood sex-
ual abuse has been linked with increased risk of
problematic parenting, child adjustment prob-
lems, and risk of sexual abuse and other forms
of child maltreatment. Parenting issues are
apparent even during pregnancy. Smith,
Poschman, Cavaleri, Howell, and Yonkers
(2006) reported greater alcohol use during
pregnancy among women with posttraumatic
stress disorder (PTSD); although the sample ex-
perienced different forms of traumas, CSA was
the most commonly identified trauma. A num-
ber of studies have found that mothers with
sexual abuse histories tend to lack confidence
and competence in their parenting skills and
abilities (Banyard, 1997; DiLillo & Damashek,
2003; Ruscio, 2001; Zuravin & Fontanella,
1999). Maternal mental health, particularly
PTSD and depression, along with low levels of
maternal social support and high levels of
stress, appear to mediate the links between ma-
ternal CSA history and their children’s adjust-
ment problems, including both internalizing
and externalizing behavior problems and child

social competence (Banyard, Williams, &
Siegel, 2003; Koverola et al., 2005; Pianta
et al., 1989; Wright, Fopma-Loy, & Fischer,
2005). In their national survey of children and
adolescents, Finkelhor and colleagues (1997)
found that parents with a history of childhood
sexual victimization were 10 times more likely
to have a child who experienced sexual abuse
compared to parents without such a history.
Zuravin and Fontanella (1999) also found that
adolescent mothers with a sexual abuse history,
compared to other adolescent mothers, were
more likely to neglect their children.

Community/Social Risk Factors

Studies that have examined race, culture, and
ethnicity as risk factors for sexual abuse have
been inconclusive (Kenny & McEachern,
2000). However, there is some evidence that
sexual abuse is more common among lower
SES families (Costello, Erkanli, Fairbank, &
Angold, 2002; Finkelhor et al., 1997; Sedlak,
1997; Manion et al., 1996). Living in high-risk
communities also appears to increase CSA risk.
Drake and Pandey (1996) found that commu-
nities with higher percentages of families in
poverty (> 41%) had significantly higher rates
of child sexual victimization compared to other
communities. As well, Boney-McCoy and
Finkelhor (1995) found that children from
dangerous communities were at increased risk
for child sexual victimization (odds ratio [OR]
= 1.5) compared to other communities.

Postdisclosure Stressors

Who Discloses Abuse?

Despite widespread efforts to encourage early
disclosure (Finkelhor & Dziuba-Leatherman,
1995; Wurtele, 2002), 50–70% of children and
adolescent sexual abuse victims do not disclose
their abuse to anyone during childhood (Arata,
1998; Finkelhor, 1990; Usher & Dewberry,
1995). As noted earlier, even fewer cases are
reported to official agencies (Arata, 1998;
Fergusson, Lynskey, & Horwood, 1996;
Hanson et al., 2003; Smith et al., 2000; Usher
& Dewberry, 1995). Among those who dis-
close their abuse during childhood, less than
33% disclose shortly after the incident (Arata,
1998; Smith et al., 2000) and another 33%
within 6 months (Smith et al., 2000), with 42%
disclosing within 1 year (Finkelhor, 1990). For
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those who disclose during childhood, delays
average at least 1.5 to 3.0 years (Goodman
et al., 1992; Henry, 1997; Oxman-Martinez,
Rowe, Straka, & Thibault, 1997; Sas, Cun-
ningham, Hurley, Dick, & Farnsworth, 1995).

Failure to disclose and delays in disclosure
pose serious problems for victims and society.
The most serious outcome of delayed disclo-
sure is the risk of further abuse. Sas and col-
leagues (1995) reported that among those who
did not immediately report their abuse, 44%
were abused again by the same perpetrator.
Failure to disclose also places other children at
risk, because many offenders have multiple
victims, including incestuous offenders (Abel,
Becker, Cunningham-Rathner, Mittelman, &
Rouleau, 1988). Delays in disclosure diminish
prospects for prosecution when the abuse
is eventually disclosed (Goodman-Brown,
Edelstein, Goodman, Jones, & Gordon, 2003;
Myers, 1992). As well, disclosures delayed by 1
month or more are associated with increased
risk of developing PTSD and major depressive
disorder (MDD) (Ruggiero et al., 2003), and
delay access to mental health services that can
address early-onset symptoms.

Children’s decisions to disclose sexual abuse
should be viewed within a developmental
framework, influenced by issues relevant to the
abuse itself, the perpetrator, the family, and
personal characteristics of the child. Older chil-
dren are more likely to disclose their abuse
in a planned and purposeful way (Mian,
Wehrspann, Klajner-Diamond, LeBaron, &
Winder, 1986), whereas younger children are
often prompted to disclose after an adult sus-
pects abuse, often due to inappropriate sexual-
ized behaviors, changes in personality, detec-
tion of a sexually transmitted disease, or learns
that a child spent time with someone suspected
of abusing others (Kelley, Brant, & Waterman,
1993; Sorenson & Snow, 1991). Even after an
initial disclosure, young children are less likely
than older children to disclose in the context of
formal investigations (DiPietro, Runyan, &
Frederick, 1997), though additional interviews
may aid the disclosure process (Gries, Goh, &
Cavanaugh, 1996). School-age children tend to
confide their abuse experiences to a parent or
primary caregiver (Arata, 1998; Lamb & Ed-
gar-Smith, 1994), but adolescents are more
likely to confide in a peer (Everill & Waller,
1995; Henry, 1997; Kellogg & Huston, 1995;
Lamb & Edgar-Smith, 1994).

There are many reasons why children avoid
disclosure; they may fear retaliation from the
perpetrator or others, may wish to avoid the
stigma and family turmoil that might ensue, or
may worry that they will be blamed or pun-
ished. Unfortunately, these fears are often justi-
fied, in that disclosures are often met with dis-
belief, do not lead to protection, and result in
significant family upheaval and victim blaming
(Sauzier, 1989; Sorenson & Snow, 1991). Al-
though children sometimes deny abuse even
when faced with compelling evidence (DiPietro
et al., 1997; Lawson & Chaffin, 1994), in cases
with strong corroborating evidence, 84% of
children disclose abuse when interviewed or
shortly thereafter (London, Bruck, Ceci, &
Shuman, 2005). Stressors associated with dis-
closure increase the possibility of recantation,
including disbelief by mothers (Elliott &
Briere, 1994) and court proceedings (Gonzalez,
Waterman, Kelly, McCord, & Oliveri, 1993).
As well, abuse-related PTSD avoidance symp-
toms may serve as a catalyst to recant abuse al-
legations, particularly when children are faced
with situations that require them to remember
and talk about what happened (Gonzalez et al.,
1993; Koverola & Foy, 1993).

Several additional predictors of disclosure in
childhood have been identified. Boys are less
likely to disclose their sexual abuse than girls
(Hanson et al., 2002; Lynch, Stern, Oates, &
O’Toole, 1993; Stroud, Martens, & Barker,
2000; Violatao & Genius, 1993), in part due to
the stigmatization of male-perpetrated abuse,
and also because some boys may not define
sexual acts by older girls or women as abuse
(Hecht & Hansen, 1999). Disclosures are more
common when the perpetrator is a stranger
rather than a family member (Hanson et al.,
2003; Smith et al., 2000), and delays in disclo-
sure tend to be longer for intrafamilial than for
extrafamilial abuse (Sas et al., 1995; Usher &
Dewberry, 1995). Despite higher prevalence of
sexual abuse among children with disabilities,
disclosure rates are disproportionately small,
and disclosures are often not reported to child
protective service agencies (Kvam, 2000).

Some victims report that school-based per-
sonal safety programs or conversations with
their parents influenced their decisions to dis-
close. Children’s motivations also influence dis-
closure, including need for protection and emo-
tional support, and feelings of anger and desire
for revenge (Lamb & Edgar-Smith, 1994; Sas et
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al., 1995; Sorenson & Snow, 1991). Children
who experience severe forms of maltreatment
(e.g., sexual penetration), physical coercion,
and threats tend to have one of two reactions
(Gomes-Schwartz, Horowitz, & Cardarelli,
1990). For some, the severity of the abuse facil-
itates disclosure, because the children may fear
for their lives. However, other children may de-
lay their disclosure until they feel safe from ret-
ribution. Paine and Hansen (2002) reported
that delays in disclosure were twice as lengthy
when perpetrators were violent with either the
children themselves or with members of their
families. Kogan (2004) found that children
were most likely to delay disclosures when
family members had been threatened.

The Justice System for Juvenile Victims

INVESTIGATIONS

Finkelhor, Cross, and Cantor (2005) coined the
term “justice system for juvenile victims” in
reference to the complex set of agencies and in-
stitutions that serve child victims and their
families, which includes police, prosecutors,
child protection agencies, mental health ser-
vices, and criminal, civil, and family courts.
Collaboration among professionals and agen-
cies facilitates thorough investigations, protects
children from unnecessarily redundant inter-
views, and helps to ensure child safety. Among
the system-induced stressors associated with
children’s disclosures, having to endure multi-
ple investigative interviews by various inter-
viewers with different agencies has repeatedly
been demonstrated to have negative effects on
children (Berliner & Conte, 1995; Goodman et
al., 1992; Henry, 1997). To avoid the problems
associated with multiple interviews and to en-
courage interagency cooperation, many com-
munities conduct joint police–child protective
service investigations, whereas other communi-
ties pool resources to create child abuse mul-
tidisciplinary teams. Some multidisciplinary
teams have a designated workspace such as a
child advocacy center (CAC) or a child abuse
assessment center (CAAC), whereas others
meet informally to plan investigation strategies
and review evidence. The National Child Ad-
vocacy Center in Huntsville, Alabama, serves
as a prototype for multiagency cooperation. It
provides office space for professionals involved
in investigations and treatment, comfortable

interviewing rooms for children, and a Court
Prep Group (Pence & Wilson, 1994; Whit-
comb, 2003). There are now at least 724 such
centers in all 50 states and the District of Co-
lumbia (National Children’s Alliance, 2006).
Programs typically have multidisciplinary
teams and case review procedures that include
law enforcement, child protective services,
prosecutors, health care, mental health care,
and victim advocates. Most have trained inter-
viewers on site and provide ongoing staff train-
ing. Emerging evidence indicates that these
programs are rated more positively by children,
and require fewer child interviews by fewer in-
terviewers in fewer locations (Saywitz, Good-
man, & Lyon, 2002). Multidisciplinary teams
also tend to facilitate access to investigative
and treatment services, enhance the efficacy of
court-related decision making and substantia-
tion of allegations, promote more confessions
and guilty pleas by perpetrators, and increase
criminal charges and conviction rates (Joa &
Edelson, 2004; Smith, Witte, & Fricker-Elhai,
2006).

In the United States, approximately 30% of
reported maltreatment cases are substantiated,
with 12% of those involving sexual abuse
(Golden, 2000). From the Canadian Incidence
Study, which surveyed child protective service
agencies across Canada, 38% of sexual abuse
allegations were substantiated, 20% were sus-
pected (evidence that allegations are true, but
insufficient to substantiate), 36% were unsub-
stantiated, and 6% were considered intention-
ally false (Trocmé & Bala, 2005). These find-
ings are similar to earlier studies that found
that half of allegations tend to be substantiated
or suspected (Everson & Boat, 1989; Jones &
McGraw, 1987). Studies indicate that only
about 2.5% of allegations are deliberately false
(Oates et al., 2000; Trocmé, McPhee, & Tam,
1995). The Canadian Incidence Study found
that false reports of sexual abuse by children
were very rare (none were identified); other-
wise, false reports tended to come from custo-
dial parents (19%), noncustodial parents
(16%), relatives, neighbors, and acquaintances
(14%), and anonymous reporters (16%).
When maltreatment allegations were made in
the context of custody and access allegations,
12% of allegations were deemed false, mostly
by anonymous reports and noncustodial fa-
thers. However, evidence suggests that only a
small percentage (0.3%) of custody and access
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disputes involve allegations of sexual abuse
(Thoennes & Tjaden, 1990; Trocmé & Bala,
2005).

CRIMINAL PROSECUTION AND COURTROOM TESTIMONY

Compared to other forms of maltreatment,
sexual abuse is more likely to result in criminal
charges (Sedlak et al., 2005), and sexual abuse
cases are the most common type of trial that
involves child witnesses (Goodman, Quas,
Bulkley, & Shapiro, 1999). However, only
about half of substantiated cases of sexual
abuse result in criminal charges, and up to half
of those are dropped or dismissed following
preliminary hearings (Cross, Whitcomb, & De
Vos, 1995; Martone, Jaudes, & Cavins, 1996;
Stroud et al., 2000). Cases that involve latency-
age female victims, older male perpetrators,
and multiple victims are more likely to be pros-
ecuted. On the other hand, prosecution is less
likely when a child is preschool age or male,
when the mother does not support prosecution,
and when the accused individual is a family
member (Cross, De Vos, & Whitcomb, 1994;
Cross et al., 1995; Stroud et al., 2000).

Of those cases that remain viable following
preliminary hearings, most take at least 1 year
to resolve. To address the problem of excessive
delays, 12 states and the District of Columbia
have statutes mandating speedy trials that
involve children as victims and/or witnesses
(American Prosecutors Research Institute, Na-
tional District Attorneys Association, 2007).
On the whole, cases slated for trial are success-
ful for the prosecution. Fifty to 85% of defen-
dants plead guilty prior to trail, and of the
small number of cases proceeding to trial,
roughly 67% result in guilty verdicts (Cross et
al., 1995; DeJong & Rose, 1991; Faller &
Henry, 2000; Martone et al., 1996; Stroud
et al., 2000). Sentencing varies considerably
across jurisdictions. For example, Stroud and
colleagues (2000) reported that convicted per-
petrators (guilty pleas and guilty verdicts) aver-
aged 11-year jail terms, but most sentences
were suspended. Parole sentences averaged just
less than 4 years. On the other hand, Martone
and colleagues (1996) found that most perpe-
trators served time, with average sentences of
6.8 years. Cross and colleagues (1995) re-
ported that 38% were incarcerated more than
1 year, 40% were incarcerated less than 1 year,
and 22% were placed on probation.

Approximately 50% of cases referred for
prosecution require that children testify at
some legal proceeding, such as a preliminary
hearing (Goodman et al., 1992); if cases pro-
ceed to trial, at least 80% of child victims tes-
tify (Cross et al., 1995). However, because of
the small number of cases that proceed to trial,
this accounts for only 1–4% of sexually abused
children known to official agencies (Saunders,
Kilpatrick, Resnick, Hanson, & Lipovsky,
1992; Stroud et al., 2000). Most children find
testifying in court to be very stressful
(Lipovsky, Tidwell, Kilpatrick, Saunders, &
Dawson, 1991; Sas et al., 1995). Prior to testi-
fying, children identify a number of fears, in-
cluding fears of the testimony itself, of the de-
fense attorney, and of seeing the defendant;
after testifying, children report that the most
distressing aspects were seeing the defendant
and not having their parents in the courtroom
(Goodman et al., 1992). Children also fear that
the defendant will retaliate and that they will
not be believed.

INVOLVEMENT WITH CHILD PROTECTIVE SERVICES

Child protective services (CPS) tend to limit
their continued involvement to cases in which
parents or caregivers are implicated in the
abuse, or when concerns are raised that parents
cannot protect the children from further harm
by the perpetrators or other potential offend-
ers. In most cases, CPS monitor “at-risk” chil-
dren in their home through voluntary agree-
ments or through court-imposed supervision
orders. However, approximately 17% of sexu-
ally abused children go into foster care
(Finkelhor, 1983), often because of concerns
about the mother’s ability to protect the child
from further abuse (Ryan, Warren, & Weincek,
1991). Indeed, sexually abused children who
go into foster care are more likely to come from
low-SES families, to have experienced multiple
abuse episodes, and to have mothers who did
not support their allegations (Hunter, Coulter,
Runyan, & Everson, 1990; Leifer, Shapiro, &
Kassem, 1993). Placement outside the home
following sexual abuse allegations is associated
with greater mental health concerns, particu-
larly when children experience multiple place-
ments (Gomes-Schwartz et al., 1990; Melton et
al., 1995); however, because of the close con-
nection between foster placement, poor mater-
nal support, and preexisting behavioral and
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emotional problems, it is difficult to determine
whether foster placement has an additive effect
on adjustment problems. Compared to other
reasons for foster placement (e.g., neglect,
physical abuse), sexually abused children tend
to remain in foster care for shorter durations
(approximately 8 months shorter; Lie &
McMurtry, 1991). Thus, because reintegration
with families is highly likely for CSA victims in
foster care, efforts to resolve family problems
and facilitate successful reunification are very
important.

Family Reactions

FAMILY SUPPORT REGARDING ABUSE ALLEGATIONS

Drawing from the Adolescent Health Survey,
Chandy, Blum, and Resnick (1997) found that
one of the strongest predictors of resilience
subsequent to sexual abuse was children’s per-
ception that their parents cared about them.
Although maternal support has received con-
siderable attention, supportive reactions from
other family members have also been identified
as a resilience factor (Garbarino, Dubrowi,
Kostelney, & Pardo, 1992). Several studies
have investigated mothers’ reactions to their
children’s abuse allegations. Gomes-Schwartz
and colleagues (1990) described four types of
maternal responses: (1) a decisive, nonam-
biguous, protective response, with responsibil-
ity attributed to the accused; (2) ambivalent
loyalties between child and perpetrator, requir-
ing support from CPS to ensure adequate pro-
tection; (3) an immobilization response, re-
sulting in a failure to protect the child, but
moderate support and no overt blame of the
child; and (4) rejection of the child, alignment
with the perpetrator, and no child protective
action. However, Elliott and Carnes (2001)
note that maternal reactions of belief and sup-
port tend to be fluid and change over time with
different circumstances. Nonetheless, evidence
suggests that parental support and protection
subsequent to abuse allegations are a function
of the quality of the preexisting parent–child
bond (Bolen & Lamb, 2002). Although most
mothers are decisive, supportive, and protec-
tive in response to their children’s allegations,
16–50% of mothers do not support their chil-
dren’s allegations (Pierce & Pierce, 1985; Sas et
al., 1995; Tufts New England Medical Center,
1984). Belief in a child’s allegations does not

necessarily result in protective action, however.
Pintello and Zuravin (2001) found that, on the
one hand, 20% of mothers who believed their
children’s allegations failed to take protective
actions. On the other hand, they also found
that 52% of mothers who were ambivalent
about their children’s allegations nonetheless
took protective action. Although one might an-
ticipate that previous involvement with CPS
might sensitize parents to concerns about abuse
and neglect, this does not appear to be the case.
Previous involvement with CPS has been found
to have either no relationship to parental belief
and protection (Pintello & Zuravin, 2001) or a
negative relationship (Bolen & Lamb, 2002).

The more seriously the abuse allegations af-
fect a mother’s lifestyle and sense of self, the
less likely the mother is to believe the allega-
tions (Elliott & Briere, 1994; Gomes-Schwartz
et al., 1990; Lawson & Chaffin, 1992; Sirles &
Franke, 1989). Mothers tend to have more dif-
ficulty believing allegations against their cur-
rent partners, particularly when allegations are
against stepfathers and common-law partners
with whom the mother has either a new, in-
tense, or financially reliant relationship (Elliott
& Briere, 1994; Everson, Hunter, Runyan,
Edelsohn, & Coutler, 1989; Faller, 1984;
Gomes-Schwartz et al., 1990; Leifer, Kilbane,
& Grossman, 2001). Alaggia and Turon (2005)
examined the impact of spousal abuse on re-
sponses to child sexual abuse allegations. Inter-
estingly, mothers who were abused in nonphys-
ical, psychological, or emotional ways were
less supportive of their child’s sexual abuse alle-
gations compared to those who experienced
physical spousal violence. When mothers are
faced with the difficult choice between their
spouses and their children, approximately one-
fourth of them opt to stay with their spouses
(Everson et al., 1989; Gomes-Schwartz et al.,
1990). In contrast, mothers are often quite sup-
portive when allegations occur in the midst of
preexisting spousal problems or when the
spouses have already separated (Faller, 1984;
Sirles & Franke, 1989).

Mothers are also less likely to believe their
children’s allegations when alternative explana-
tions are available (Sirles & Franke, 1989).
Young children are perceived as having little
sexual knowledge and little motive for making
false allegations, and are therefore most often
believed. As children grow older, allegations
are less likely to be believed, particularly when
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the allegations include very serious forms of
abuse or when a child’s story indicates that the
mother was home when the abuse occurred.
Sadly, children with unsupportive mothers tend
to suffer more episodes of abuse and are ulti-
mately more likely to recant their allegations
(Elliott & Briere, 1994; Leifer et al., 1993).
Mothers also tend to have more difficulty be-
lieving their children when their partners have
substance use problems or when their partners
also physically abuse the children. Apparently,
in these circumstances, mothers are more likely
to find a reason for the children to lie about the
abuse (e.g., retaliation for the physical abuse),
or are more accustomed to making excuses for
the partners’ inappropriate behavior (Elliott &
Briere, 1994).

ONGOING CONTACT WITH THE OFFENDER
AFTER ABUSE ALLEGATIONS

In paternal and sibling abuse cases, many chil-
dren continue to have contact with their inces-
tuous relative following disclosure, although
this contact is usually supervised by a CPS
agency, a supervised access program, or a fam-
ily member (Hamilton, 1997). Supervised ac-
cess with an incestuous relative can serve sev-
eral positive functions (Straus, 1995): It can (1)
help the child gain a realistic assessment of the
person and their relationship; (2) serve as a
stepping-stone to less restricted access; and (3)
allow the child to maintain a relationship with
the family member in a safe situation. On the
negative side, a child may fear this relative, and
visits may stimulate PTSD symptoms. When le-
gal proceedings are in progress, a child’s access
may introduce divided loyalties between want-
ing to please the perpetrator and following
through with prosecution. Tebbutt, Swanston,
Oates, and O’Toole (1997), in their longitudi-
nal study of abuse-related sequelae, found that
contact between intrafamilial perpetrators and
victims between the 18-month and the 5-year
follow-up period was predictive of long-term
depressive symptoms. In an exploratory study,
Hamilton (1997) reviewed 40 CPS files to ex-
amine factors associated with father–child ac-
cess and with positive adjustment to access.
Access supervisors were more likely to note
positive adjustment to access when the father
(1) had admitted to the abuse, (2) emotionally
supported the child, (3) abided by supervision
rules, (4) was highly involved in treatment ser-

vices, and (5) demonstrated positive parenting
behaviors during access visits.

IMPACT OF ABUSE ALLEGATIONS ON MATERNAL MENTAL HEALTH

Mothers of sexual abuse victims tend to have
relatively high rates of psychopathology. As
noted earlier, in some cases the mothers may
have had mental health problems prior to their
child’s sexual abuse; however, for many, their
child’s disclosure of sexual abuse can lead to
great psychological distress, increasing the
odds of mothers’ developing their own post-
traumatic stress symptoms and/or depression
(Davies, 1995; Deblinger, Hathaway, Lippman,
& Steer, 1993; Elliott & Carnes, 2001; Hooper,
1992; Manion et al., 1996). In many cases,
mothers of sexual abuse victims are victims
of domestic violence by the same offender
(Bowen, 2000; Kellogg & Menard, 2003). In
addition to concerns about their child’s well-
being, many mothers often feel guilt and self-
blame after learning about their child’s sexual
abuse. As well, the aftermath of the disclosure
can lead to serious financial, occupational, and
residential setbacks (Hooper, 1992; Massat &
Lundy, 1998). Parental psychopathology tends
to interfere with parenting in general, and may
interfere with caregivers’ ability to provide the
nurturance needed to support children follow-
ing sexual abuse (Kelly, Faust, Runyon, &
Kenny, 2002). Indeed, the level of distress
shown by sexually abused children often mir-
rors their parents’ level of distress (Avery,
Massat, & Marta, 1998; Lipton, 1997;
Newberger, Gremy, Waternaux, & Newberger,
1993). Research indicates that depressed moth-
ers tend to be less responsive and more help-
less, hostile, critical, disorganized, and in-
consistent in their parenting compared to
nondepressed mothers (Gelfand & Teti, 1990;
Goodman, 1992). Parental depression in-
creases the odds of a number of child mental
health problems, including depression, anxiety,
somatic complaints, and behavior problems
(Downey & Coyne, 1990; Gelfand & Teti,
1990). Depressed mothers of sexual abuse vic-
tims, compared to nondepressed mothers of
sexual abuse victims, are more likely to de-
scribe their children as having externalizing
behavior problems, attentional problems, and
as being immature and showing extreme forms
of pathology, such as delusions and hallucina-
tions (Kelly et al., 2002).
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MATERNAL HISTORY OF MALTREATMENT

To complicate matters, mothers of sexually
abused children often have their own history of
childhood sexual abuse and/or other forms of
maltreatment (Collin-Vézina & Cyr, 2003).
Preliminary evidence indicates mothers who
experienced childhood maltreatment find par-
enting more stressful, report less effective par-
enting styles, find parenting less rewarding,
and report less spousal support than mothers
without abuse histories (Cole, Woolger, Power,
& Smith, 1992; DeOliveira, Bailey, Wolfe, &
Evans, 2006; DiLillo & Damashek, 2003;
Douglas, 2000; Fitzgerald, Shipman, Jackson,
McMahon, & Hanley, 2005; Ruscio, 2001).
Although the literature is quite underdeveloped
at this point, different types of childhood mal-
treatment appear to have different effects on
subsequent parenting. Lyons-Ruth and Block
(1996), in one of the few studies to examine the
impact of childhood maltreatment on parent-
ing behaviors, found that a history of physical
abuse was associated with mothers’ increased
hostile–intrusive behavior toward their infants,
whereas a history of sexual abuse was associ-
ated with decreased involvement and restricted
maternal affect. Mental health issues such as
depression, dissociative tendencies, and avoid-
ant coping likely mediate the relationship be-
tween maternal history of childhood maltreat-
ment and parenting outcomes (Banyard et al.,
2003; Koverola et al., 2005; Schuetz & Eiden,
2005; Wright et al., 2005). DeOliveira et al.
(2006) found that maternal history of maltreat-
ment affected parenting in different ways based
on the child’s gender. Mothers with trauma-
related intrusive symptoms were less likely to
engage in emotion-focused dialogues with their
sons, whereas mothers who experienced either
emotional neglect or physical abuse showed
more hostility in their interactions with girls.

Implications of Epidemiological Findings
on Clinical Assessment

Epidemiological findings provide an important
framework for identifying the types of back-
ground and contextual information relevant to
clinical assessment. Most importantly, how-
ever, extant epidemiological data highlight the
broad extent of CSA and other life adversities,
and relatively low rates of disclosures. Al-
though considerable attention has been given

to false CSA reports, underreporting of CSA is
more common and its detection is essential for
proper diagnosis and treatment. Thus, all clini-
cians working with children and youth, not just
those who specialize in CSA and childhood
trauma, should be mindful that many children
who are identified for mental health service
have undisclosed histories of CSA and life ad-
versities. Underreporting of CSA is most com-
mon among males, children with disabilities,
and children who perceive either negative or in-
effectual consequences to their disclosures. Ad-
olescents tend to disclose to their peers rather
than to adults. In many cases, CSA is reported
to caregivers, but caregivers do not inform offi-
cial agencies. At the very least, it is important
to screen for known histories of CSA, other
forms of maltreatment, and other negative life
events and adversities, through CPS records
and/or caregiver reports. Consideration should
also be given to routinely asking children about
maltreatment experiences. Recent large-scale
surveys with children and youth have demon-
strated the feasibility of collecting such infor-
mation from children. Research demonstrates
that most children do not disclose CSA unless
prompted, so well planned, nonsuggestive in-
terviews can provide a catalyst for disclosures
that might not otherwise occur.

When screening for CSA, clinicians need to
discard some common myths. Although most
consider sexual abuse to be perpetrated by
adults, particularly parents and caregivers,
abuse by siblings, older youth, and peers is
quite common. For disabled youth, attention
should be paid to institutional caregivers and
to whether institutional policies are in place to
protect and monitor children. The way ques-
tions are asked about history of CSA is also im-
portant. Simply asking about CSA may not be
sufficient, because some children and parents
may have a limited understanding of what CSA
includes. Thus, more detailed questions with-
out reference to “abuse” likely prompt more
accurate information.

Epidemiological studies have also revealed
the sad fact that for many CSA victims, when it
rains, it pours. CSA often occurs in the midst of
dysfunctional and inadequate caregiving that
falls short in monitoring and protecting chil-
dren, lacks the emotional sensitivity needed to
detect child problems, and fails to nurture ade-
quate communication needed to promote early
disclosures. CSA victims often experience other
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forms of childhood maltreatment, witness do-
mestic violence, live in violent and impover-
ished communities, and experience other life
adversities. They are also at increased risk of
subsequent sexual victimization during their
childhood, adolescence, and adult years. Thus,
in addition to documenting CSA and other ad-
versities, it is important to obtain historical and
current information about parenting, with the
goal of identifying past and current risk fac-
tors. Given the high risk of revictimization, as-
sessment strategies must identify current child,
family, and community risks risk factors.

Disclosure of CSA exposes children and
youth to a host of family and system stressors.
Family reactions to the disclosure are among
the most potent predictors of child adjustment
subsequent to CSA. Caretakers’ inability to
provide protection from further maltreatment
leads to children’s placement outside of the
home with relatives or in foster or group
homes. Alternative care can be stressful for
youth, who may perceive these protective ac-
tions as punishment for their disclosure. Even
when in alternate care, most youth continue to
have contact with their families, and in some
cases have ongoing contact with the accused.
Furthermore, most CSA victims in CPS care
eventually return home. In many cases, CSA
leads to a number of criminal and child protec-
tion legal proceedings. Although most children
do not testify in criminal or child welfare pro-
ceedings, those who do often find the experi-
ence very stressful. Even when the child is not
directly involve in the process, criminal and
child protection legal proceedings create stress
for those involved in the child’s care, which is
often communicated to the child. Thus, the as-
sessment process should include an examina-
tion of how family, alternative care, and system
stressors have affected the child, and how the
family, child, and system adapt to these stress-
ors.

IMPACT OF SEXUAL ABUSE ON CHILD VICTIMS

Sexual abuse is not a disorder with a clearly de-
lineated list of symptoms. Rather, sexual abuse
is best considered a negative life event that
poses significant risk for the development of a
broad spectrum of behavioral and emotional
problems. Because of the magnitude of prob-
lems that often result from sexual abuse, and
because of the associated familial and social

contexts, sexual abuse has the potential to af-
fect a number of developmental processes
negatively, setting the stage for a lifetime of
sequelae. In some cases, the sexual abuse was a
defining event that led to abuse-related mental
health concerns. However, many sexual abuse
victims had behavioral, emotional, and devel-
opmental problems before the abuse occurred,
or live within familial and/or community con-
texts that likely would have led to mental
health problems even if the sexual abuse had
not occurred. Thus, evaluating the impact of
sexual abuse per se can be quite complex, par-
ticularly given developmental issues that affect
manifestation of symptoms for preschoolers,
latency-age children, and adolescents.

For the purposes of this chapter, sexual
abuse effects are conceptualized at three levels.
Abuse-specific symptoms are specifically linked
with sexual abuse experiences, characterize a
significant proportion of sexual abuse victims,
and differentiate between sexual abuse victims
and their nonabused peers, and other clinic-
referred children. Abuse-related symptoms
are linked with the sexual abuse experience,
characterize a significant proportion of sexual
abuse victims, and differentiate between sexual
abuse victims and their nonabused peers, but
either do not differentiate between sexual
abuse victims and other, clinic-referred children
or are likely not caused by the sexual abuse,
but rather by individual, family, and commu-
nity risk factors associated with sexual abuse
(e.g., family dysfunction, increased negative af-
fect). Pathological changes in psychological
processes refer to changes resulting from expo-
sure to sexual abuse that have implications
for adjustment problems in general, such as
changes in affect regulation ability, cognitive
style, or coping reactions.

In the past, it was difficult to assess the im-
pact of sexual abuse during childhood and ado-
lescence due to ethical and methodological
difficulties associated with surveying large pop-
ulations of children and adolescents on the
topic. As a result, up until the past decade,
most studies that investigated the impact of
CSA on children and adolescents relied upon
assessment of sexual abuse victims identified
through CPS agencies or clinical services, and
were thus based on small, nonrepresentative
samples. Several large-scale representative sur-
veys of children and adolescents that are now
available provide evidence of the impact of sex-
ual abuse in the general population of children,
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particularly for those 10 years of age and older.
These include the National Youth Victimi-
zation Prevention Study (n = 2,000; Boney-
McCoy & Finkelhor, 1996), the Developmen-
tal Victimization Survey (n = 2,030; Turner,
Finkelhor, & Ormrod, 2006); the National
Survey of Adolescents (n = 4,023; Danielson,
de Arellano, Kilpatrick, Saunders, & Resnick,
2005; Kilpatrick et al., 2003), the Youth Risk
Behavior Survey (n = 13,601; Howard &
Wang, 2005), and a large survey of U.S. high
school students in the Midwest (n = 17,465;
Luster, Small, & Lower, 2002). As well, several
large-scale longitudinal studies have surveyed
children and adolescents over time and linked
mental health adjustment with history of sex-
ual abuse and other forms of maltreatment.
These include a New Zealand high school sam-
ple (n = 1,019; Fergusson, Horwood, & Lynsky,
1996), a South Carolina high school sample (n
= 3,283; Cuffe et al., 1998), and a New York
sample followed from age 5 through adulthood
(n = 776; Brown, Cohen, Johnson, & Smailes,
1999). One additional study surveyed a large,
multisite sample of clinic-referred children and
adolescents (n = 3,479; Walrath et al., 2003).

Abuse-Specific Symptoms

Posttraumatic Stress Disorder

The literature on posttraumatic stress disorder
(PTSD) (see Fletcher, Chapter 9, this volume)
provides an important research and clinical
framework for conceptualizing sexual abuse
sequelae. The fourth, text revision edition of
the Diagnostic and Statistical Manual of Men-
tal Disorders (DSM-IV-TR; American Psychiat-
ric Association [APA], 2000) supports consid-
eration of PTSD as a possible diagnosis for
CSA victims; in fact, in defining trauma, it in-
cludes “developmentally inappropriate sexual
experiences with or without threatened or ac-
tual violence or injury” (p. 464). A diagnosis of
PTSD requires four conditions: (1) experience
of an event posing serious threat, to which
the individual responds with great helpless-
ness, fear, or horror (criteria A1 and A2, re-
spectively); (2) three sets of symptoms—
reexperiencing aspects of the trauma (criterion
B), avoidance strategies that serve as a means
to escape from trauma-related stimuli (crite-
rion C), and increased autonomic arousal (cri-
terion D); (3) duration of symptoms for at least
a 1-month period beyond the initial 3-month

posttrauma period (criterion E); and (4) signifi-
cant interference with the ability to function
effectively at home, with friends, and/or at
work or school (criterion F). DSM-IV-TR notes
that young children may differ from older chil-
dren and adults in the manifestation of PTSD
symptoms. Young children may express intru-
sive thoughts through thematic, repetitive play.
They may complain of frightening dreams but
be unable to describe or recognize the content
as trauma-related. Finally, rather than describ-
ing flashbacks, young children may reenact
their trauma through play or art (APA, 2000).

In a prevalence study with a community
sample of older adolescents, experiencing rape
or CSA increased the odds of developing PTSD
by 49% (Cuffe et al., 1998). Several additional
studies with large, representative samples of
older children and adolescents have also dem-
onstrated relatively high levels of PTSD symp-
toms among sexually abused boys and girls
compared to their nonabused peers (Bal, Van
Oost, de Bourdeaudhuij, & Crombez, 2003;
Boney-McCoy & Finkelhor, 1995, 1996;
Danielson et al., 2005; Kilpatrick et al., 2003).
Other studies of identified sexual abuse victims
indicate that between 36 and 60% meet
diagnostic criteria for PTSD (Bal, de
Bourdeaudhuij, Crombez, & van Oost, 2004;
Dubner & Motta, 1999; Kendall-Tackett, Wil-
liams, & Finkelhor, 1993; McLeer et al., 1998;
Wolfe & Birt, 2005a; Wolfe, Sas, & Wekerle,
1994). Research with clinical and CPS samples
have demonstrated relatively high rates of
PTSD compared to nonabused controls via a
number of assessment strategies, including par-
ent reports (e.g., Wells, McCann, Adams,
Voris, & Ensign, 1995); child reports (e.g.,
Dubner & Motta, 1999; Friedrich, Jaworski,
Hexschl, & Bengston, 1997; Wolfe & Birt,
2005a), social worker checklists (e.g., Mennen
& Meadow, 1993), chart reviews (e.g., Kiser,
Heston, Millsap, & Pruitt, 1991), and diagnos-
tic interviews (e.g., McLeer, Deblinger, Henry,
& Orvaschel, 1992; McLeer et al., 1998).
Compared with other negative life events in
childhood and adolescence, such as serious ac-
cidents, natural and man-made disasters, and
even physical abuse, sexual abuse is particu-
larly potent in provoking PTSD symptom-
atology (Bal, Crombez, Van Oost, &
Debourdeaudhuij, 2003; Bal et al., 2003;
Boney-McCoy & Finkelhor, 1996; Cuffe et al.,
1998; Dubner & Motta, 1999). Despite rela-
tively high rates of negative life events among
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clinic-referred children, PTSD is more preva-
lent among CSA victims than among other
clinic-referred children and adolescents
(McLeer et al., 1998; Wolfe & Birt, 2005a) and
as compared to those who experience other
types of maltreatment (Runyon & Kenny,
2002). Even when prior mental health and
quality of parent–child relationships were con-
trolled, Boney-McCoy and Finkelhor (1996)
found that sexually abused youth reported
more PTSD symptoms than their nonabused
peers, revealing a medium effect size.

A number of factors have been related to the
development of PTSD among sexually abused
children and adolescents. Younger children and
girls appear to be at increased risk of develop-
ing PTSD subsequent to sexual abuse (Dubner
& Motta, 1999; Feiring, Taska, & Lewis,
1999, 2002; Kaplow, Dodge, Amaya-Jackson,
& Saxe, 2005; Wolfe & Birt, 2005a; Wolfe,
Gentile, & Wolfe, 1989). Young children may
have limited ability to cope effectively with
stressors and may be more negatively affected
than older youth by sexually abusive acts, the
aftermath of disclosure, and involvement in the
legal system (Quas et al., 2005). Because of de-
velopmental issues, young children may experi-
ence more system-induced stressors associated
with abuse verification, pretestimony inter-
views, and court-related adverse experiences,
such as continuances, lack of corroborative evi-
dence, defendant acquittal, case being dropped,
and having to testify repeatedly (Quas et al.,
2005).

Surprisingly, despite considerable variability
in individual experiences considered under the
umbrella of sexual abuse, most studies have
found that these variations add little to the pre-
diction of PTSD symptoms (e.g., Bal et al.,
2004, 2005; Feiring, Taska, & Lewis, 2002;
Kaplow et al., 2005; Naar-King, Silvern, Ryan,
& Sebring, 2002; Spaccarelli, 1995; Wolfe &
Birt, 2005a). Indeed, although some studies
have identified some aspects of sexual abuse as
predictors of PTSD (e.g., age at onset, sexual
abuse frequency and duration, and relationship
to perpetrator; Ruggiero, McLeer, & Dixon,
2000), no single abuse characteristic, or set of
characteristics, has shown a consistent pattern
of predicting PTSD across studies. Instead, ex-
periencing other negative life events appears to
increase the risk of developing PTSD subse-
quent to sexual abuse (Cuffe et al., 1998). This
is particularly true for youth who experience
both sexual and physical abuse (Kiser et al.,

1991; Wolfe & Birt, 2005a). As noted earlier,
multiple forms of maltreatment are indicative
of serious family dysfunction (Fleming et al.,
1999). Indeed, experiencing both sexual and
physical abuse has been linked with family al-
cohol and other problems, and more severe
forms of abuse (Stevens et al., 2005).

Goodman and colleagues (1992) and Quas
and colleagues (2005), studying a large sample
of sexually abused children slated for court-
room testimony, found that the strongest pre-
dictor of PTSD-related symptoms in both the
short run (subsequent to disclosure and legal
proceedings) and the long run (on average 10
years later) was testifying in multiple court pro-
ceedings, particularly when victims had to tes-
tify repeatedly about very serious forms of sex-
ual abuse. In addition, testifying only once and
waiting in court to testify (but not actually tes-
tifying) were also associated with long-term
PTSD symptoms. Quas and colleagues specu-
lated that such events are not only traumatic
but also promote self-perceptions of being a
victim. Not testifying in court can be detrimen-
tal as well, particularly when offenders do not
plead guilty or when they receive a lenient sen-
tence, leading to perceptions that the legal sys-
tem is unfair.

One reason that abuse-specific factors do
not add to the prediction of PTSD may be that
even within specific researcher-defined catego-
rizations there may be considerable untapped
variation in abuse severity. For example, intra-
familial abuse typically includes abuse by resi-
dent father figures, but also often includes fam-
ily members who have limited contact with the
victims (e.g., estranged father figures), and in-
dividuals who are not emotionally close with
the victim (e.g., nonresident uncle). In some
studies the severity of the abuse is captured by
penetration, which sometimes includes penile–
vaginal penetration, as well as fellatio and digi-
tal penetration. However, even fine gradations
of trauma dimensions do not necessarily en-
hance the predictive power of abuse variables
(Spaccarelli, 1995; Wolfe & Birt, 2005a), a
finding that is mirrored in research with other
types of violence exposure (Jaycox, Marshall,
& Orlando, 2003).

It is possible that subjectively reported peri-
traumatic reactions and retrospective cognitive
appraisals more accurately reflect the stress as-
sociated with negative life events such as sexual
abuse, and are thus more closely linked with
the development of PTSD. However, appraisals
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of events may reflect not only the stressfulness
of the trauma but also individual differences
in cognitive and coping styles, and trauma-
related sequelae. Peritraumatic reactions are
the thoughts, emotions, and behaviors experi-
enced at the time of the trauma. DSM-IV-TR
PTSD criterion A2 refers to the peritraumatic
reactions of feeling great horror, fear, and help-
lessness at the time of the traumatic event, and
dissociative peritraumatic reactions are part of
the diagnostic criteria for acute stress disorder.
Nonetheless, peritraumatic reactions have gen-
erally not been formally assessed until recently,
and even when assessed, only a limited range of
peritraumatic response options, such as peri-
traumatic dissociation, has been tapped. For
sexual abuse, studies have thus far only as-
sessed peritraumatic reactions retrospectively;
as such, recollections of past peritraumatic re-
actions may be affected by current cognitive
style and abuse-related symptomatology. Even
so, with nonabusive traumatic events such as
vehicle accidents and disasters, evidence sug-
gests that peritraumatic reactions are more po-
tent predictors of PTSD than specific trauma
factors (Ehler, Mayou, & Bryant, 2003; Shan-
non, Lonigan, Finch, & Taylor, 1994; Stallard,
Velleman, & Baldwin, 1998). Likewise, Wolfe
and Birt (2005b) found that children’s retro-
spective recollections of their peritraumatic re-
actions to their sexual abuse experiences were
more powerful predictors of PTSD than spe-
cific abuse characteristics, such as abuse sever-
ity, force, frequency, duration, and relationship
to the perpetrator. Interestingly, peritraumatic
reactions were not predicted by abuse char-
acteristics. Negative cognitive appraisals of
stressors can have implications for long-term
adjustments. In the Quas and colleagues (2005)
10-year follow-up of child victims–witnesses,
emotional reactions to the courtroom experi-
ence predicted later PTSD, greater internalizing
symptoms, and more negative attitudes toward
the legal system.

In addition to event appraisals and peri-
traumatic reactions, PTSD has been linked
with both general and abuse-specific attribu-
tions and coping. Two studies have linked gen-
eral attributional style for negative events with
PTSD (Feiring, Taska, & Lewis, 2002; Runyon
& Kenny, 2002). Specifically, the risk of devel-
oping PTSD has been linked with general
tendencies to attribute negative life events to
factors that are internal, global, and stable.
Abuse-specific attributions of self-blame, guilt,

and shame have also been linked with PTSD
(Feiring, Taska, & Chen, 2002; Feiring, Taska,
& Lewis, 2002; Negrao, Bonanno, Noll,
Putnam, & Trickett, 2005; Spaccarelli &
Fuchs, 1997; Wolfe et al., 1994; Wolfe, Gentile,
Michienzi, Sas, & Wolfe, 1991). Furthermore,
positive changes in abuse-related attributions
have been linked with improvements in PTSD
symptoms (Feiring, Taska, & Lewis, 2002).

Attributional style may affect adjustment in
part by affecting the ways that individuals cope
with stressors (Muris, Schmidt, Lambrichs, &
Meesters, 2001). Several studies have demon-
strated links among sexual abuse trauma, emo-
tional distress, and ineffective coping strate-
gies, such as wishful thinking, inappropriate
tension reduction strategies (eating, drinking,
drug use, sex), emotion-focused coping, and
avoidant coping (Bal, Crombez, et al., 2003;
Bal, Van Oost, et al., 2003; Chaffin, Wherry, &
Dykman, 1997; Tremblay, Hebert, & Piche,
1999). Furthermore, Bal, Crombez, and col-
leagues (2003) found that avoidant coping me-
diated the relationship between sexual abuse
and psychological distress. Similar mediating
effects have been demonstrated with adult CSA
survivors (Merrill, Thomsen, Sinclair, Gold, &
Milner, 2001; Runtz & Schallow, 1997).
Browne, Cloitre, and Linehan (2002) found
that perhaps as a reflection of interpersonal
trust issues adolescents in foster care with sex-
ual and/or physical abuse histories were more
likely to cope with stressful situations indepen-
dently (without seeking social support or assis-
tance from others), whereas their nonabused
peers in foster care were more likely to seek
support from peers.

As noted earlier, family support is one of the
strongest predictors of resilience subsequent to
sexual abuse (Chandy et al., 1997; Garbarino
et al., 1992). For both intrafamilial and
extrafamilial abuse, both preabuse and concur-
rent family functioning, particularly family co-
hesiveness, have been linked with PTSD symp-
toms (Bal et al., 2004; Boney-McCoy &
Finkelhor, 1995, 1996).

COMPLEX TRAUMA AND COMPLEX OR TYPE II PTSD

Early efforts to conceptualize sexual abuse
sequelae as PTSD were criticized for failing to
account for the full range of symptoms de-
scribed for sexually abused children (Finkelhor,
1990) and for adult survivors of abuse
(Herman, 1992). Terr (1987) recognized that
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CSA differs from many forms of trauma, in
that it is often repeated over long periods in se-
cret, thereby requiring victims to adapt to their
abusive situation via strategies that are either
developmentally or psychologically inappro-
priate or damaging, particularly when these
strategies are generalized beyond the abusive
situation. Terr described these adaptations as
psychogenic numbing, dissociation, distrust,
relationship problems, suicidal ideation, rage,
and “unremitting sadness.” Terr (1987, 1991)
proposed a dual classification for trauma-
related disorders: Type I disorders follow expo-
sure to a single traumatic event, whereas Type
II disorders result from multiple or long-
standing experiences with extreme stress (e.g.,
sexual abuse). Although patients with both
types of PTSD are thought to experience core
PTSD symptoms (reexperiencing, avoidance,
and hyperarousal), those with Type II PTSD
also develop atypical coping patterns and psy-
chological symptoms that eventually become
integrated into their personalities. Similar dual
conceptualizations of PTSD emerged simul-
taneously within the adult literature (e.g.,
Herman, 1992).

Over the years, the term “complex trauma”
has been used to describe the experience of
multiple, chronic, and prolonged traumatic cir-
cumstances, typically within the realm of child-
hood maltreatment. As such, these events are
often interpersonal in nature, begin in early
life, and have the potential to disrupt normal
developmental pathways (van der Kolk, 2005).
The complex and intertwined combination of
early life traumas, and emotional maltreatment
and neglect, has been linked with multiple ad-
verse outcomes. Indeed, Cook and colleagues
(2005) identified seven areas of impairment
linked with childhood complex trauma: attach-
ment problems, psychophysiological concerns
(e.g., medication problems, somatization),
affect regulation, dissociation, and poor be-
havioral control, cognition, and self-concept.
Given the unique characteristics and outcomes
of complex trauma, van der Kolk (2005) sug-
gested a new diagnostic classification, develop-
mental trauma disorder.

Nonetheless, the idea of an alternative di-
agnostic classification requires considerable
study. Currently, symptom variations are often
treated diagnostically and therapeutically as
comorbid conditions; some patients with PTSD
have concurrent diagnoses such as MDD, dis-
sociative identity disorder, and/or borderline

personality disorder (Shalev, Friedman, Foa, &
Keane, 2000). This approach has considerable
validity, because several of the common comor-
bid diagnoses have well developed conceptual
underpinnings and empirically supported treat-
ment strategies that inform the study and treat-
ment of trauma effects. Some symptoms identi-
fied for developmental trauma disorder may be
conceptualized as extreme manifestations of
PTSD, and may simply require the addition of
refinements to the description of symptom cri-
teria. For example, affect dysregulation and so-
matization symptoms might be considered part
of the PTSD hyperarousal domain, and some
dissociative symptoms might be considered ex-
treme manifestations of the avoidance domain.
Some symptoms of complex PTSD may be as-
sociated with conditions other than trauma,
such as dysfunctional family backgrounds and
premorbid propensities to cope with life stress-
ors in ineffective ways.

Dissociation

Dissociation is an ephemeral phenomenon that
has been difficult to study. Because it is an in-
trapsychic event that affects one’s ability to
self-monitor internal states, dissociation is dif-
ficult to document by self-report, particularly
by children, and only the behavioral manifesta-
tions of dissociation are observable by others.
In the face of trauma, dissociation can be con-
sidered a defensive process that enables a child
to avoid mentally the ongoing trauma that he
or she cannot avoid physically (Terr, 1991; van
der Kolk, van der Hart, & Marmar, 1996). If
traumatic events and dissociative reactions oc-
cur repeatedly or continuously, dissociation
can become a habit-like, unconscious and auto-
matic response triggered by less severe day-to-
day stressors, thereby affecting everyday in-
formation processing and functioning (Liotti,
1999; Post et al., 1998).

Dissociation is thought to have its roots in
early childhood trauma, particularly sexual
abuse, physical abuse, and neglect (Briere &
Runtz, 1989; Chu & Dill, 1990; Hornstein &
Putnam, 1992; Ogawa, Sroufe, Weinfield,
Carlson, & Egeland, 1997; Sanders & Giolas,
1991; Yeager & Lewis, 1996). In fact, one
meta-analytic study demonstrated a strong re-
lationship between sexual trauma and dissocia-
tive symptoms, with an effect size of 0.42 (van
IJzendoorn & Schuengel, 1996). Family factors
such as parental dissociation and lack of family
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cohesion appear to contribute to the develop-
ment of childhood dissociation (Bal et al.,
2004; Coons, 1985), perhaps due to psycho-
logical unavailability of the parent or because
the parent and child experienced simultaneous
traumas (e.g., child and spouse abuse). Alterna-
tively, parental dissociation has been linked
with increased probability of child maltreat-
ment (Egeland & Sussman-Stillman, 1996).
Research into possible genetic contributions
are limited, though it is possible that genetic
predispositions (e.g., autohypnotic tendencies)
define the boundaries of dissociative states
available to a particular individual (Putnam,
1997).

Early childhood trauma may set the stage for
dissociative disorders because of the extreme
vulnerability of young children, who are more
likely to experience extreme distress under
frightening circumstances, or because young
children appear to have innate dissociative
abilities that dissipate as more effective coping
strategies develop. For instance, Perry, Pollard,
Blakley, Baker, and Vigilante (1995) described
infantile dissociation as occurring when a care-
giver is not available to rescue an infant from a
fear-producing situation. If crying fails to sum-
mon support, the infant moves from a hyper-
aroused condition to dissociation, reflecting ei-
ther a “freeze” or “surrender” response.

The perpetuation and exacerbation of early
dissociative processes disrupt normal processes
that integrate different aspects of experience,
resulting in the three main components of dis-
sociation: memory disturbance, distortion of
perceptions, and failure to develop a consistent
and integrated sense of “self” and “identity”
(Macfie, Cicchetti, & Toth, 2001; Waller,
Putnam, & Carlson, 1996; Zayed, Wolfe, &
Birt, 2006). Dissociative individuals often ex-
perience lapses in memory for personally expe-
rienced events, become so engrossed in an in-
trapsychic activity that awareness of ongoing
events and surroundings is lost, and show vari-
ations in personality and behavior patterns
across time and situation, as well as failure to
integrate thoughts, sensations, and feelings as-
sociated with experiences. Dissociation is gen-
erally considered to fall along a continuum
from typical everyday occurrences (e.g., intense
thought absorption, lapses in memory when
driving) to the most extreme form of dissocia-
tion, dissociative identity disorder (Ross &
Joshi, 1992). In contrast, Waller and colleagues
(1996) proposed that some dissociative symp-

toms are inherently pathological. Based on
taxometric analyses of the Dissociative Experi-
ences Scale with adults (Bernstein & Putnam,
1986), eight items were identified as pathologi-
cal dissociation: finding oneself in a place and
not knowing how one got there; finding new
things among one’s belongings that cannot be
accounted for; feeling as if one is standing next
to oneself; not recognizing friends or family
members; other people and objects not feeling
real; feeling that one’s body does not belong to
oneself; acting differently in different situa-
tions; and hearing voices.

Although the onset is believed to occur in
early childhood, dissociative disorders are
rarely diagnosed in children, perhaps because
our current nosologies are based more on the
adult than on the child literature. Indeed,
Putnam, Hornstein, and Peterson (1996) noted
that young children with dissociative symp-
toms typically do not meet diagnostic criteria
for disorders such as dissociative identify disor-
der; they are more often given the diagnosis of
dissociative disorder not otherwise specified.
Children’s dissociative symptoms are often at-
tributed to other causes. For instance, trance-
like behaviors may be misdiagnosed as truancy,
conduct problems, or moodiness (McElroy,
1992). Some dissociative symptoms, such as
imaginary friends, may be interpreted as typi-
cal (McElroy, 1992). Often dissociation goes
undiagnosed, because either symptoms are not
evident at the time of assessment (Kluft, 1985)
or other diagnoses are given, such as PTSD,
MDD, schizophrenia, or borderline personality
disorder (Coons, Bowman, & Milstein, 1988).
Because children’s sense of self evolves and be-
comes more cohesive with age, the self aspect
of dissociation may not be evident until adoles-
cence or young adulthood. Perhaps with the
development of more reliable and valid tools
for defining and assessing dissociation in chil-
dren, diagnostic practices will improve as well.

Depression, Learned Helplessness, and Cognitive Style

The most commonly investigated mental health
problem subsequent to sexual abuse is depres-
sion. Because history of negative life events has
long been linked with increased risk of de-
pression (e.g., Ge, Lorenz, Conger, Edler, &
Simmons, 1994; Nolen-Hoeksema, Girgus, &
Seligman, 1992), it is not surprising that re-
search has demonstrated increased risk of de-
pression for sexual abuse victims. Numerous
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studies have found higher prevalences of de-
pressive symptoms and mood disorders among
sexually abused youth compared to nonabused
community controls (Boney-McCoy & Finkel-
hor, 1996; Brant, King, Olson, Ghaziuddin, &
Naylor, 1996; Bryant & Range, 1996;
Fergusson, Horwood, & Lynskey, 1996;
Garnefski & Diekstra, 1997; Howard &
Wang, 2005; Kilpatrick et al., 2003; Kiser et
al., 1991; Koverola, Pound, Heger, & Lytle,
1993; Ligiezinska et al., 1996; Luster et al.,
2002; Mannarino & Cohen, 1996b; Runyon,
Faust, & Orvaschel, 2002). Even after control-
ling for prior adjustment and parent-child rela-
tionship, sexual abuse victims show a four-fold
increase in risk for depression subsequent to
sexual abuse (Boney-McCoy & Finkelhor,
1996). As well, even when controlling for other
types of adversities, including physical abuse,
history of sexual abuse is linked with increased
risk for depression (Fergusson, Horwood, &
Lynskey, 1996; Luster et al., 2002). Indeed, like
PTSD, history of child sexual abuse puts indi-
viduals at risk for depression more so than
other negative life events, including history of
neglect and physical abuse (Brown et al.,
1999). In their longitudinal study of child sex-
ual abuse victims, Brown and colleagues
(1999) reported that one-third of sexual abuse
victims met criteria for a depressive disorder in
either adolescence or adulthood or both. One-
third also had a suicide attempt. ORs for
dysthymia and MDD for CSA victims were
9.74 and 3.17, respectively, whereas ORs were
5.71 for suicide attempt and 15.78 for repeated
suicide attempts. Furthermore, compared to
other clinic-referred youth, CSA victims are
more likely to have a diagnosis of depression
(Deblinger, McLeer, Atkins, Ralphe, & Foa,
1989; Kolko, Moser, & Weldy, 1988; Walrath
et al., 2003).

PTSD subsequent to sexual abuse tends to be
comorbid with other disorders, particularly ma-
jor depressive episodes (Kilpatrick et al., 2003).
Having experienced multiple forms of maltreat-
ment increases the odds of having comorbid
depression and PTSD. Using data from the Na-
tional Survey of Adolescents, Danielson and col-
leagues (2005) found that 11% of depressed
youth who had experienced sexual abuse had a
comorbid diagnosis of PTSD, whereas among
youth who experienced both sexual and physical
abuse, comorbidity with PTSD was 34%.
Comorbidity of PTSD and depression appears to
be particularly common for girls and is charac-

terized by the depressive symptoms of
anhedonia, worrying, loneliness, sleep and ap-
petite disturbance, and difficulty making deci-
sions, and by the PTSD symptoms of flashbacks
and sleep disturbance (Runyon et al., 2002).

A number of factors have been linked to in-
creased risk of depression among sexually
abused youth. Unlike children, adolescents tend
to have more depressive symptoms than PTSD
symptoms (Feiring, Taska, & Lewis, 2002;
Tebbutt et al., 1997). However, as in PTSD, girls
show more symptoms of depression than do
boys (Danielson et al., 2005; Feiring et al., 1999;
Feiring, Taska, & Lewis, 2002; Runyon et al.,
2002). A number of abuse-related factors have
been linked to increased risk of depression, in-
cluding abuse severity, physical coercion and as-
sault during the sexual abuse, repeated episodes,
and abuse by a family member (Danielson et al.,
2005; Feiring, Taska, & Lewis, 2002; Garnefski
& Diekstra, 1997). Having experienced other
negative life events and/or additional forms of
maltreatment, particularly physical abuse, has
also been linked with increased depressive symp-
toms and suicidal ideation (Boney-McCoy &
Finkelhor, 1995; Danielson et al., 2005;
Garnefski & Diekstra, 1997; Naar-King et al.,
2002). Furthermore, continued contact with the
offender, which is more common with
intrafamilial cases, is associated with long-term
problems with depression and self-esteem
(Tebbutt et al., 1997).

As with other populations, research with
sexual abuse victims has demonstrated a link
between depression and attributional style
(Feiring, Taska, & Chen, 2002). Abuse-specific
appraisals, including shame, have also been
linked with depression (Danielson et al., 2005;
Feiring, Taska, & Lewis, 2002; Spaccarelli &
Fuchs, 1997). Family dysfunction, particularly
maternal depression, has been linked with risk
of depression and low self- esteem, in both the
short and long run (Bal et al., 2004; Kelly et al.,
2002; Meyerson, Long, Miranda, & Marx,
2002; Swanston et al., 2003; Tebbutt et al.,
1997).

Sexual abuse victims show elevated risks for
suicidal ideation and gestures, as well as com-
pleted suicides (Fergusson et al., 2000). Sex-
ually abused boys are twice as likely as sexually
abused girls to report suicidal ideation
(Garnefski & Diekstra, 1997). Risk factors for
suicidal ideation and behaviors among sexual
abuse victims include family dysfunction and
socioeconomic adversity (Fergusson et al.,
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2000). Danielson and colleagues (2005) found
that 70% of depressed youth with a history of
both sexual and physical abuse experienced
suicidal ideation.

Sexual Problems

Unlike most of the other problems associated
with CSA, childhood sexuality problems have
not been identified by DSM-IV-TR as constitut-
ing a specific disorder, possibly because there
was relatively little research on the topic prior
to the 1990s. However, considerable research
has since documented the frequencies of vari-
ous sexual behaviors across childhood and ad-
olescence that now serve to help delineate be-
tween typical and atypical and problematic
childhood sexual interests and behaviors. For
children age 12 years and younger, sexual
problems can be sorted into several categories
(Friedrich et al., 1992): personal boundary de-
viations, exhibitionism, general role diversions,
self-stimulation, sexual anxiety, excessive or
precocious sexual interest, sexual intrusiveness,
sexual knowledge, and voyeuristic behavior.
For adolescents age 13 and older, other issues
emerge (Friedrich, Lysne, Sim, & Shamos,
2004): excessive sexual interest and preoccupa-
tion, early onset of sexual activity, multiple sex-
ual partners, sexual anxiety, excessive concern
about appearance, divergent sexual interests,
prostitution, sexual aggression, and behaviors
that place them at risk for pregnancy, sexually
transmitted diseases, including HIV infection,
and victimization.

SEXUAL PROBLEMS DURING CHILDHOOD

Childhood is typically considered a period of
relatively little sexual interest or sexual activi-
ties. However, surveys in the United States,
Sweden, and Finland reveal that some sexual
behaviors are fairly common in children,
though the frequencies of various sexual be-
haviors vary with age (Friedrich, Fisher,
Broughton, Houston, & Shafran, 1998). For
example, among preschoolers, 44% of girls
and 60% of boys engage in genital self-
touching, up to 44% of boys and girls touch
women’s breasts, and 27% of boys and girls try
to look at people when they are nude. Among
children ages 6–9, it is still fairly common for
boys and girls to engage in genital self-touching
(40% and 21%, respectively) and to try to look
at people when they are nude (20% for both

genders). From ages 10–12, common sexual
behaviors include interest in looking at nudity
in pictures or on TV (8.5% to 15% for boys
and girls, respectively), and both genders show
increased interest in the opposite sex (24–
29%). Most sexual behaviors decrease across
the span of childhood, including genital self-
touching, attempts to look at people when they
are nude, and touching women’s breasts; how-
ever, interest in looking at nudity in media (TV,
pictures) and interest in the opposite sex tend
to increase with age. Several behaviors are un-
usual regardless of age, particularly overt sex-
ual acts that involve others, such as invitations
to engage in sexual acts, French kissing, oral–
genital contact, touching animal genitalia, un-
dressing playmates, making sexual sounds, pre-
tend sexual play, and trying to have sexual
intercourse. Other unusual sexual behaviors
across all childhood ages are drawings that in-
clude sex parts, pretending that toys are having
sex, and inserting objects in the vagina or rec-
tum.

Chaffin, Letourneau, and Silovsky (2002)
defined child sexual problem behaviors by the
following conditions: (1) occur at greater fre-
quency than developmentally expected; (2) in-
terfere with child’s development; (3) occur with
coercion, intimidation, or force; (4) occur in as-
sociation with emotional distress; (5) occur be-
tween children of divergent ages or develop-
mental abilities; and (6) repeatedly recur in
secrecy after intervention by caregivers. Re-
search has clearly linked child sexual behavior
problems to a history of child sexual abuse.
Kendall-Tackett and colleagues (1993) esti-
mated that approximately one-fourth of sexu-
ally abused children display such problems.
However, the link between sexual behavior
problems and CSA appears to be strongest
among preschool-age children. Johnson (1988)
reported that 72% of 4- to 6-year-olds with
sexual behavior problems had a history of be-
ing sexually abused, compared with 42% of 7-
to 10-year-olds and 35% of 11- to 12-year-
olds. Numerous studies have documented
sexual behavior differences between sexually
abused children and their nonabused peers (see
Friedrich [1993] for a review). More recently,
Friedrich and colleagues (2001) demonstrated
differences on the Child Sexual Behavior Inven-
tory between sexually abused children and
both normative and psychiatric controls.

In the Friedrich and colleagues (2001) study,
sexual behavior problems were related to sev-
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eral sexual abuse characteristics: penetration
abuse by a family member, multiple perpetra-
tors, and frequent and longer-term abuse. Fam-
ily sexuality and child life stress (e.g., events
such as parental separations, illnesses, and fos-
ter care) also contributed to predictions of sex-
ual behavior problems. Others have linked
child sexual problems to child characteristics
such as impulsivity, aggression, poor interper-
sonal skills, and lack of empathy for others
(Johnson & Felmeth, 1993; Rasmussen, Bur-
ton, & Christopherson, 1992). Several parental
characteristics have also been identified: poor
monitoring, family violence, life stress, and
poor parent–child attachment (Pithers, Gray,
Busconi, & Houchens, 1998; Rasmussen et al.,
1992). Friedrich and colleagues (2005) found
significant continuity of problematic sexual-
ized behaviors over a 1-year period, which was
most pronounced for children living in residen-
tial treatment centers (perhaps because these
were the most disturbed children in the study).

Pithers and colleagues (1998), using cluster
analyses with a sample of 6- to 12-year-old
children with sexual behavior problems, identi-
fied five types of childhood sexual problems.
Sexually aggressive children were characterized
by being male, having conduct disorders, using
aggression to gain victim submission, and per-
petrating serious sexual offenses that included
sexual penetration. Compared to other types of
children with sexual behavior problems, sexu-
ally aggressive children were less likely to have
been sexually or physically abused and, if they
had been abused, had fewer abuse episodes.
Abuse reactive children were also characterized
by being male and as not only having high lev-
els of externalizing problems but also parent-
reported internalizing problems. They often
had a high level of sexual and physical mal-
treatment, often displaying sexual problems
soon after their own abuse. Abuse reactive
children were distinguished by the frequency
of their sexually abusive acts against others,
which often included penetration and aggres-
sion to gain compliance. The highly trauma-
tized group included both boys and girls who
experienced extensive sexual and physical mal-
treatment. In many cases their first victimiza-
tion occurred at a young age, and several chil-
dren were abused by multiple perpetrators.
Compared to the other groups, this group had
the highest number of psychiatric diagnoses,
including PTSD. Children in the highly trauma-
tized group did not penetrate their victims. The

two remaining groups were overrepresented by
girls, rule breakers and nonsymptomatic. Rule
breakers tended to have high levels of ex-
ternalizing behavior problems, but parents also
reported high levels of internalizing symptoms.
Although their histories reflected moderate lev-
els of sexual and physical victimization, this
group had a high proportion of extended fami-
lies members identified as being a sexual of-
fender. Although they often used aggression to
gain victim submission, penetration was not
common. For the nonsymptomatic group, most
did not have psychiatric diagnoses, though
one-fourth of children had attention-deficit/hy-
peractivity disorder (ADHD). Most did not
have a history of physical abuse, though the
group was mixed in terms of sexual abuse his-
tory. Half were reported to have additional sex-
ual offenders within their extended families.
Their sexual behavior problems typically did
not include aggressive behavior or penetration,
and they tended to have relatively few victims.
Nonsymptomatic, highly traumatized, and
abuse reactive children were the most respon-
sive to a modified relapse prevention program,
and rule breakers were responsive to a combi-
nation of modified relapse prevention and ex-
pressive therapy. However, the sexually aggres-
sive children did not show benefits from either
type of treatment approach.

SEXUAL PROBLEMS DURING ADOLESCENCE

Sexual Offending. Unfortunately, adoles-
cent sexual offending is not uncommon. Ado-
lescent offenders under age 18 are responsible
for up to 41% of sexual assaults against
children under age 12 (Finkelhor & Dziuba-
Letherman, 1995; Snyder & Sickmund, 1999;),
with the peak rate of offending between the
ages 13 and 14 years (Canadian Centre for Jus-
tice Statistics, 1999; Snyder, 2000). Juvenile ar-
rest records indicate that in a 1-year period,
0.19% of males between the ages 11 and 18 are
arrested for a sexual offense (Federal Bureau of
Investigation, 2000). Even in community sam-
ples, up to 2.6% of adolescent males report
having used some form of physical force or
threat in a sexual act (Ageton, 1983). The most
frequently identified risk factors for adolescent
and adult sexual offenses are being male and
having been a victim of sexual abuse in child-
hood (Salter et al., 2003). Very little is known
about adolescent female sexual offenders, pri-
marily because they comprise only 5% of
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adolescent offenders (Fehrenbach et al., 1986).
Although sexual abuse is common among ado-
lescent offenders, many have experienced other
forms of maltreatment as well. Way, Satwah,
and Drake (1999) found that 35% of adoles-
cents who were reported to child welfare agen-
cies for sexually abusing a child had docu-
mented histories of themselves being the victim
of CSA, physical abuse, or neglect. Among
those involved in a specialized treatment for
adolescent offenders, 67.7% reported a his-
tory of sexual abuse, 72.3% reported physical
abuse, and 39.6%, neglect (Way et al., 1999).

It should be noted, however, that only a small
percentage of sexually abused children go on to
engage in sexually abusive behavior. Salter and
colleagues (2003) identified the following risk
factors, evident at a postdisclosure sexual abuse
assessment, that predicted subsequent sexual of-
fenses: female perpetrator (OR = 3.03), wit-
nessed to severe forms of domestic violence (OR
= 3.1), physical and supervisory neglect (ORs =
3.4 and 2.0, respectively), history of cruelty to
animals (OR = 7.9), and history of encopresis
(OR = 2.8). These results replicate those of other
researchers, who also identified witnessing do-
mestic violence, neglect, and abuse by a female
relative as risk factors for sexual offending
among sexually abused boys (Butler & Seto,
2002; Glasser et al., 2001; Widom & Ames,
1994). The pathway between CSA and later of-
fenses as adolescents and adults may in part be a
history of childhood sexual behavior problems.
Burton (2000) found that among adolescents
with an admitted history of sexual offending,
47% reported a history of childhood sexual
problems. Those with offenses spanning child-
hood and adolescence had more extensive sex-
ual abuse histories. Once adolescents are identi-
fied as sexual offenders, between 9 and 26% of
them will have another sexual offense charge be-
fore age 18 (Caldwell, 2002; Hagan & Gust-
Brey, 1999; Nisbet, Wilson, & Smallbone,
2004). Studies that have examined risk factors
for reoffending have produced mixed results,
but the evidence in general suggests that sexual
recidivism is linked with evidence of sexual
deviancy (e.g., phallometrically measured pref-
erence for prepubescent stimuli) and is more
common among those who committed high-
frequency and/or violent offenses (Caldwell,
2002).

Risky Sexual Behaviors. Both longitudinal
and cross-sectional studies of sexual abuse vic-

tims indicate that sexual abuse prematurely
sets in motion a series of sexual experiences
that have serious lifelong consequences. Sexual
abuse victims tend to be younger both when
they begin consensual sexual activities and
when they have their first consensual sexual in-
tercourse experience (Fergusson, Horwood, &
Lynskey, 1997; Miller, Monson, & Norton,
1995; Noll, Trickett, & Putnam, 2000; Wyatt,
1985), which places them at risk for early preg-
nancy (Woodward, Fergusson, & Horwood,
2001). Indeed, up to 66% of pregnant teens re-
port a history of childhood sexual abuse (Boyer
& Fine, 1991; Gershenson et al., 1989). Early
teenage pregnancy has important implications
of intergenerational transmission of child
maltreatment. Teenage mothers tend to leave
school early, to have fewer social and economic
opportunities in life, to suffer greater social dis-
advantage, to be less competent and more pun-
itive as parents, to suffer more depression, and
to be more often the victims of spousal violence
(Bardone, Moffitt, Caspi, & Dickson, 1996;
Brooks-Gunn & Chase-Landsale, 1995; Wood-
ward et al., 2001).

CSA victims are at increased risk for a num-
ber of sexually transmitted infections includ-
ing chlamydia, gonnorhea, human papilloma-
virus (HPV), and HIV infection, as a result
of both the abuse (Beck-Sague & Solomon,
1999; Gutman, St. Claire, Herman-Giddens,
Johnston, & Phelps, 1992; Lindegren et al.,
1998), and risky sexual behaviors (Saewyc et
al., 2006; Steel & Herlitz, 2005). Adolescents
who report a history of CSA and/or family vio-
lence are four times more likely than their peers
to engage in sex without condoms, to have sex
after drug use, and to have sex with multiple
partners (Voisin, 2005). Furthermore, these
risky behaviors are twice as prevalent among
those who perceive that their peers engage in
similar, risky sexual practices. Girls with a his-
tory of sexual abuse may find it particularly
difficult to assert themselves in sexual situa-
tions, either to resist sexual advances or to en-
sure safe sexual practices (Brown, Kessel, Lou-
rie, Ford, & Lipsitt, 1997; Johnsen & Harlow,
1996).

Sexual risk taking tends to occur within a
broader constellation of risky adolescent be-
haviors that includes smoking, substance use,
and involvement with a deviant peer culture
(Breitenbecher, 2001; Donovan & Jessor, 1985;
Willoughby, Chalmers, & Busseri, 2004). Drug
dependence increases the risk of engaging in
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risky sexual practices, due to both impaired
decision-making and issues such as running
away, homelessness, and prostitution associ-
ated with both substance use and sexual vic-
timization. In a study of women engaged in
prostitution, approximately 60% reported a
history of CSA prior to entering prostitution,
and 73% indicated that they began prostituting
while they were still minors (Fraser, 1985). In a
longitudinal investigation of sexual abuse vic-
tims, both childhood sexual abuse and neglect
were linked with subsequent prostitution
(Widom & Kuhns, 1996).

Noll and colleagues (2000) identified three
trajectories for sexual development among ad-
olescents/young women with prior histories of
sexual abuse. Those who had been abused by
their biological fathers, compared to other sex-
ual abuse survivors, tended to be more preoc-
cupied with sex, felt more pressure to have sex,
were less effective in their birth control prac-
tices, and were more likely to have given birth
at least once. These young women reported
more male friends and fewer female friends,
fewer nonpeer male relationships (father,
grandfathers, etc.), and low satisfaction with
male nonpeers. Concerns were raised that girls
who were abused by their fathers were predis-
posed to be overly sexual in their relationships
with boys, perhaps due to socialization within
the father–daughter relationship. In contrast,
those who were abused by multiple, non-
parental family members and who experienced
physical coercion showed less sexual preoccu-
pation, had more negative attitudes toward
sex, felt little pressure to engage in sex, and re-
ported more responsible birth control use.
Young women who had experienced abuse by
one nonparental family member were no differ-
ent than the comparison group in sexual atti-
tudes and behaviors.

Sexual Revictimization. As noted previ-
ously, several literature reviews have high-
lighted the link between childhood and adoles-
cent sexual abuse, and sexual assaults and
subsequent assaults during adult years (Classen
et al., 2005; Muehlenhard, Highby, Lee, Bryan,
& Dodrill, 1998; Roodman & Clum, 2001). In
addition to the invasiveness of the sexual acts,
a number of other abuse and trauma variables
have been linked with increased risk of subse-
quent victimization, including closer relation-
ship to the perpetrator, abuse that was more
frequent and of longer duration, use of force,

and experiencing other childhood traumas,
particularly childhood physical abuse (Classen
et al., 2005). Several family variables have also
been linked with revictimization, including
parent–child conflict, spousal violence, changes
in caregivers, and drug and alcohol problems
(Classen et al., 2005). Fergusson et al. (1997)
found that family-related factors such as disad-
vantaged home environments, family dysfunc-
tion, and parental drug and alcohol problems
partially mediated the link between child sex-
ual abuse and subsequent victimization during
late adolescence. Lifestyle factors appear to
place sexual abuse victims at risk for revic-
timization (Breitenbecher, 2001). Consensual
sexual intercourse at an early age, drug and al-
cohol problems, and depression also increase
risk for revictimization during later adoles-
cence (Breitenbecher, 2001; Fergusson et al.,
1997). Wilson, Calhoun, and Bernat (1999)
provided experimental evidence that risk of
revictimization may be due in part to dimin-
ished perception of threat in high-risk situa-
tions.

Abuse-Related Symptoms

Externalizing Problems

Across childhood and adolescence, sexual
abuse has been linked with increased risk of an-
ger, aggression, and conduct problems. During
the preschool and early primary school years,
sexually abused children show increased anger
and aggression, particularly among children
who were very young when the abuse first oc-
curred, and among those who experienced
multiple types of maltreatment (English, Gra-
ham, Litrownik, Everson, & Bangdiwala,
2005; Lau et al., 2005). Externalizing behavior
problems exhibited by sexually abused children
can be quite serious. For example, Martin,
Bergen, Richardson, Roeger, and Allison
(2004) reported that history of sexual abuse is
a significant risk factor for firesetting. It is un-
clear, however, whether these externalizing
problems arise specifically from the abuse ex-
periences or from the types of family stressors
typical of children who show externalizing
problems in general. In their nationally repre-
sentative survey of children ages 2–11, Turner,
Finkelhor, and Ormrod (2006) documented
relatively high rates of externalizing problems
for sexual abuse victims. However, the increase
in externalizing problems was accounted for by
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family dysfunction and other types of nega-
tive life events and adversities. Furthermore,
Tebbutt and colleagues (1997), in their 5-year
follow-up of sexual abuse victims, found that
increased externalizing problems were primar-
ily linked with family dysfunction.

During adolescence, the externalizing prob-
lems displayed by sexual abuse victims graduate
to more serious conduct problems in the form of
increased aggression, criminal behavior, and
addiction-risk behaviors (Bagley & Mallick,
2000; Dube et al., 2006; Fergusson, Horwood,
& Lynskey, 1996; Garnefski & Diekstra, 1997;
Howard & Wang, 2005; Kilpatrick et al., 2003;
Luster & Small, 1997; Luster et al., 2002; Turner
et al., 2006). Garnefski and Diekstra (1997)
found that history of sexual abuse increased the
odds of these externalizing problems for girls 2.5
and 2.3 times, respectively, and for boys, 1.7 and
1.6. Sexually abused boys were particularly
likely to report a combination of aggressive/
criminal behavior and addiction-risk behavior
compared to nonabused boys (OR = 20). Unlike
children under age 11, increased problems with
anger and aggression among adolescents appear
to have direct links with the sexual abuse itself,
even when family dysfunction and other life ad-
versities are controlled (Quas et al., 2005;
Spaccarelli&Fuchs, 1997;Turner et al., 2006).

Adolescent Substance Use

The link between substance use problems and
history of sexual abuse is most pronounced for
girls. As a whole, studies do not show elevated
substance use problems for sexually abused
boys compared to boys in the general popula-
tion. In their review of this issue, Simpson and
Miller (2002) found that adolescent girls who
were victims of sexual abuse were overrep-
resented among females with alcohol and drug
problems, regardless of whether the research
was conducted with treatment seekers, medical
clinic attenders, elementary or high school stu-
dents, or general community dwellers. Even
when other childhood adversities and family
dysfunction were considered, history of sexual
abuse continued to be a significant predictor of
substance use problems for girls.

Eating Disorders

Despite some inconsistent findings across stud-
ies, both a literature review (Jacobi, Hayward,
de Zwaan, Kraemer, & Agras, 2004) and a

meta-analysis of 53 studies (Smolak &
Murnen, 2002) confirmed that CSA is a signifi-
cant risk factor for both subclinical and clinical
eating disorder symptomatology. However, it
appears that eating disorder symptoms are not
an abuse-specific outcome, but the relationship
is mediated through abuse-related negative af-
fect (depression, PTSD) and ineffective coping
mechanisms (Hund & Espelage, 2005; Thomp-
son & Wonderlich, 2004). Hund and Espelage
(2005) found that both emotional distress and
alexithymia mediated the relationship between
history of sexual abuse and eating disorder
symptoms in a sample of university women.
Alexithymia reflects deficits in identifying, ver-
balizing, and understanding emotions, and in-
abilities in identifying emotional and physical
sensations.

Self-Harm Behaviors

Self-harm behaviors refer to intentional self-
injury without the direct intention to commit
suicide (Briere & Gil, 1998) and often include
repetitive behaviors that inflict superficial
wounds, such as making cuts on the arms and
other body parts. Superficial self-harm appears
to have increased over the past decade (Boyce,
Oakley, Brown, & Hatcher, 2001), with up to
15% of adolescents (Laye-Gindhu & Schonert-
Reichl, 2005; Ross & Heath, 2002), 12% of
university students (Favazza, DeRosear, &
Conterio, 1989), and 4% of the general adult
populations reporting a history of self-
mutilating behavior (Briere & Gil, 1998). Re-
search with adults has demonstrated a link be-
tween history of sexual and physical abuse and
intentional self-harm behaviors (Low, Jones,
MacLeod, Power, & Duggan, 2000; van der
Kolk, Perry, & Herman, 1991; Yates &
Carleson, 2003), relationships that continue to
be apparent even after other negative child-
hood life events are controlled. However, at
this point, the connection between intentional
self-harm and history of child sexual or physi-
cal abuse has not been demonstrated with child
or adolescent populations. With adults, inten-
tional self-harm is often comorbid with a num-
ber of mental health problems, including bor-
derline personality disorder, PTSD, depression,
and dissociation, which in turn are all linked
with histories of child sexual abuse. Surveys of
self mutilators reveal that the most common
reason for intentional self-harm behavior is to
gain emotional relief and to regulate emo-
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tions (Browne et al., 2002), which may be
maintained through the negative reinforcement
associated with the subsequent reduction or
termination of unwanted emotional states
(Chapman, Gratz, & Brown, 2006; Nock &
Prinstein, 2004).

Pathological Changes in Psychological Processes

Affect Dysregulation and Emotional Competence

Ford (2005) described childhood maltreatment
as a “developmentally adverse interpersonal
trauma,” noting that maltreatment may not
only be traumatic but also may have the poten-
tial to alter biological, psychological, and inter-
personal regulatory capacities that contribute
to a host of child and adolescent problems.
Psychophysiological research indicates that
childhood maltreatment may negatively affect
central nervous system development and func-
tioning, impacting the ability to regulate emo-
tional states (Glasser, 2000; Teicher, Yutaka,
Glod, & Anderson, 1997)). Affect regulation
requires competence in coordinating responses
across three systems—physiological, cognitive,
and behavioral. Three components of emo-
tional competence have been identified: (1) the
ability to recognize emotions and communicate
emotional states effectively; (2) the ability to
understand the causes and consequences of
emotional expressions, and the ability to re-
spond effectively to one’s own emotions, as
well as the emotional displays of others; and
(3) the ability to regulate emotional expression
and emotional experience within differing so-
cial and cultural contexts. Within the realm of
typical social development, these skills have
been linked to children’s social competence and
psychological adjustment (Garber, Braafladt,
& Weiss, 1995; Rubin, Coplan, Fox, &
Calkins, 1995).

Concerns have been raised that child sexual
maltreatment, particularly abuse that occurs
within the context of family relationships, may
disrupt children’s emotional development, as a
function of not only the trauma associated with
the abuse but also the family context in which
abuse occurs (Cole & Putnam, 1992). From a
functionalist perspective, atypical social con-
texts such as sexually abusive relationships and
family environments associated with risk for
sexual abuse result in atypical emotion man-
agement skills (Campos, Mumme, Kermoian,

& Campos, 1994); that is, emotion manage-
ment strategies that effectively modulate affect
in the abusive environment (e.g., decreased
emotional awareness, suppression of emotional
expression), may subsequently interfere with
successful adaptations in other, nonabusive
contexts. Research indicates that physically
abused children are less able than their non-
abused peers to encode and decode facial ex-
pressions, understand the dynamics behind
emotionally arousing situations, or regulate
emotions within the context of peer relation-
ships (Camras et al., 1988; Rogosch, Cicchei,
& Aber, 1995). Shields, Ryan, and Cicchetti
(2001) studied a group of children who had ex-
perienced mixed forms of maltreatment (sexual
abuse, physical abuse, and/or neglect) and a
comparison sample during a summer camp
experience. Camp counselors rated the mal-
treated children as more emotionally dysregu-
lated, and peers rated them as less cooperative,
and more disruptive and aggressive. The rela-
tionship between maltreatment and social ad-
justment was partially mediated by the chil-
dren’s negative representations of caregivers
and by their emotion regulation abilities.

One study specifically examined emotion
management skills among intrafamilially
abused girls in comparison to a nonabused
control group (Shipman, Zeman, Penza, &
Champion, 2000). Sexually maltreated girls
had poorer understanding of emotions, more
difficulty accurately appraising the causes and
consequences of emotionally arousing situa-
tions, and more negative expectations about re-
actions to their own emotional expressions.
They were less aware of their own emotions,
showed more emotion dysregulation, and
failed to respond to others’ emotional displays
in a culturally appropriate manner. The results
suggested that sexually maltreated girls may
fail to attend to, process, and interpret emo-
tional information, and that this failure then
interferes with their ability to establish and
maintain positive interpersonal relationships.
For example, in response to questions about
how to respond to negative emotional displays
in others, maltreated girls were more likely to
say that they would ignore the emotional dis-
plays or leave the situation. In contrast, their
nonmaltreated peers were more likely to indi-
cate that they would provide assistance or sup-
port. Thus, although avoidance strategies may
protect an intrafamilially maltreated girl in the
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course of conflict with her parents (i.e., it might
be unsafe for her to confront either the perpe-
trator or the nonabusing parent), similar avoid-
ance patterns with peers may interfere with her
ability to establish relationships outside the
maltreatment context.

Cognitive Style

As noted earlier, cognitive style has important
implications for the development of a number
of mental health problems, including PTSD
and depression (Joiner & Wagner, 1995). Cog-
nitive style appears to develop during the la-
tency years and is influenced by the experience
of both high- and low-magnitude negative life
events (Compas, Ey, & Grant, 1993; Garber &
Flynn, 2001; Gibb et al., 2001; Gibb, Alloy,
Abramson, & Marx, 2003; Hankin,
Abramson, & Siler, 2001; McGinn, Cukor, &
Sanderson, 2005), and parenting style (Garber
& Flynn, 2001; Stuewig & McCloskey, 2005).
Even over the course of adolescence, negative
life events continue to mold cognitive style
(Garber & Flynn, 2001; Spence, Sheffield, &
Donovan, 2002). Research with adults indi-
cates that a history of childhood abuse, includ-
ing sexual abuse, is particularly linked to nega-
tive cognitive style and risk for depression
(Rose, Abramson, Hodulik, Halberstadt, &
Leff, 1994).

Coping

Coping has been defined as “any and all re-
sponses made by an individual who encounters
a potentially harmful outcome” (Silver &
Wortman, 1980, p. 281). Causey and DeBow
(1992) identified six coping factors. Two fac-
tors are considered effective (problem solving
and seeking social support), and three are con-
sidered ineffective (distancing, internalizing,
and externalizing). The sixth factor assesses
perception of the event as controllable or un-
controllable. Causey and DeBow also highlight
that coping is situation-specific, and that no
single coping strategy is appropriate for every
situation. For example, when a stressor is mod-
erate and controllable, strategies intended to
alter the situation are associated with lower
levels of distress and fewer negative emotions
(Hubert, Jay, Saltoun, & Hayes, 1988; Hyson,
1983). However, when a person is faced with
high-stress, uncontrollable stressors, coping

strategies that reduce emotional distress or en-
able the person to avoid the stressors appear to
be most effective (Altshuler & Ruble, 1989;
Band & Weisz, 1988; Spirito, Stark, & Wil-
liams, 1988). For instance, distraction is a com-
monly used coping strategy when stressors are
perceived as uncontrollable (David & Suls,
1999). Coping may also differ depending on
the magnitude of the stressor. High-magnitude
stressors, compared to low-magnitude stress-
ors, tend to evoke more negative coping re-
actions (internalizing and externalizing) and
fewer problem-solving reactions (Fair et al.,
2006; Wolfe & Birt, 2003). Evidence also sug-
gests that changes in coping over time, particu-
larly utilization of social supports, are related
to interim levels of adversity (Fair et al., 2006).
Leitenberg, Gibson, and Novy (2004) exam-
ined differences in coping among undergradu-
ate women as a function of childhood maltreat-
ment. Women who reported more extensive
childhood adversity (sexual abuse, physical
abuse, witnessing domestic violence, having an
alcoholic parent, and/or parental rejection) re-
ported an increased reliance on disengagement
methods of coping (wishful thinking, prob-
lem avoidance, social withdrawal, and self-
criticism).

Implications for Clinical Assessment

As is evident from this review, CSA has numer-
ous affects throughout the lifespan. Thus the
assessment of CSA must be developmentally
informed, multidimensional, and integrate his-
torical and current contextual information
with an array of emotional and behavioral
symptoms and psychological processes. CSA
sets in motion a number of negative mental
health processes that have the capacity cumula-
tively to affect a broad range of adjustment
concerns. Compared to other serious negative
life events, CSA is strongly linked to the devel-
opment of depression and PTSD, and early
childhood abuse appears to sow the seeds of
dissociative processes and disorders. CSA is
linked with a number of sexuality problems,
ranging from increased risk of sexual victimiza-
tion to age-inappropriate interest in sexual ac-
tivities, to sexual offending. These problems
are exacerbated by disturbances in a number of
psychological processes, including affect regu-
lation skills, cognitive style, and coping strate-
gies. In the following section, assessment strat-
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egies are reviewed for each of these issues, with
the goal of identifying important assessment
strategies, methods, and tools.

ASSESSING SEXUAL ABUSE AND OTHER FORMS
OF MALTREATMENT AND ADVERSITY

Inherent in conducting an assessment of a child
who has been sexually abused is obtaining ac-
curate background information relevant not
only to the sexual abuse but also to other forms
of maltreatment, trauma, and adverse child-
hood events, along with other types of family-
based adversities. Given that many sexual
abuse victims experience multiple types of mal-
treatment and adversity, broad-based assess-
ment of negative life events is important to gain
an understanding of factors that might contrib-
ute to child adjustment problems and have
bearing on service delivery. Although there is
growing awareness of the need to assess multi-
ple forms of adversity, little attention has been
paid to the development of psychometrically
sound assessment tools for these purposes, par-
ticularly tools that are appropriate and feasible
for clinical settings (Hanson, Smith, Saunders,
Swenson, & Conrad, 1995). Indeed, given the
complexity of child maltreatment and adver-
sity, and the difficulty in obtaining such sensi-
tive information on a large sample of children
and youth, the task of developing these tools
has been quite daunting, particularly because
large sample sizes are required to address the
many relevant issues adequately.

Due to unique risk factors and psychological
outcomes, types of maltreatment need to be
considered separately for both research and
clinical purposes (Egeland & Sroufe, 1981;
Higgins & McCabe, 2000); however, the real-
ity is that many maltreated children experience
multiple forms of abuse and adversity, and var-
ious combinations of different forms of abuse
and adversity appear to have unique outcomes
that are not accounted for by simply summing
forms of maltreatment. Thus, when assessing
the effects of a specific form of maltreatment, it
is necessary to assess and consider the impact
other forms of maltreatment and adversity. As
well, it is important to assess the specific as-
pects of that particular form of maltreatment,
and to consider how that form of maltreatment
interacts with other forms of adversity to pre-
dict unique outcomes. Broad-based assessment
strategies typically assess five types of maltreat-

ment: sexual abuse, physical abuse, emotional
abuse, exposure to family violence, and neglect
(see Crooks & Wolfe, Chapter 14, this vol-
ume). For each type of maltreatment, impor-
tant details include the acts involved, the of-
fender, the age when the events occurred and
ended, the frequency and duration of the
events, and whether there were any injuries and
health, or developmental consequences directly
linked with the maltreatment (Barnett, Manly,
& Cicchetti, 1993; Hanson et al., 1995; Wolfe
& Birt, 1997).

Developmental issues should also be consid-
ered, such as age of first abusive episode and
continuity of abuse across the preschool, la-
tency, and adolescent years. For sexual abuse,
details about the disclosure process are impor-
tant, including how the abuse was discovered,
to whom the child disclosed (if at all), and
whether any CPS, family, and/or criminal legal
matters have occurred, are planned, or are in
progress. To assess and control comprehen-
sively for other forms of adversity, exposure to
nonmaltreatment negative life events should be
assessed, as well as family-based risk factors.
Many sexually abused children have complex
and chaotic backgrounds that necessitate care-
ful history taking; details about biological par-
ents and stepparents, parental separations, past
and current living arrangements, and school
placements should all be assessed. As noted
earlier, caregiver mental health, substance
abuse problems, and history of maltreatment
have important implications for the adjustment
of sexual abuse victims and should also be as-
sessed.

Whenever possible, it is wise to solicit histor-
ical data, and maltreatment and adversity in-
formation, from multiple sources. In most
cases, abuse-related information reported by
parents, medical personnel, CPS, and children
themselves is consistent and reliable (Kaufman,
Jones, Stielglitz, Vitulano, & Mannarino,
1994; McGee, Wolfe, Yuen, Wilson, &
Carnochan, 1995). However, Kaufman and
colleagues (1994) found that medical records
and parent reports often yielded information
about abuse severity and other forms of abuse
that was not available in CPS files. For exam-
ple, CPS files revealed that 77% of their sample
of sexually abused children and adolescents
had experienced emotional maltreatment;
when medical, parent, and CPS records were
all surveyed for each case, 98% of cases re-
vealed evidence of emotional maltreatment.
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Broad-Based Assessment of Child Maltreatment

Chart Reviews

The History of Victimization Form (HVF;
Wolfe, Gentile, & Bourdeau, 1986) was de-
signed for completion through CPS chart re-
views, supplemented with information from
other sources, such as parents, mental health
agencies, and children and adolescents, as ap-
propriate. The format was designed to provide
the greatest level of detail possible about his-
tory of maltreatment, with the idea that users
can identify dimensions of abuse relevant for
particular purposes. The HVF assesses six sex-
ual abuse dimensions: Severity of Sexual Acts,
Use of Coercion or Force, Relationship to the
Perpetrator, Number of Perpetrators, and Esti-
mates of Frequency and Duration. Severity of
Sexual Abuse, Use of Coercion or Force, and
Relationship to the Perpetrator are rated on a
Gutman-type scale, with the most serious level
of abuse recorded. The number of perpetrators
is recorded, along with estimates of the dura-
tion and frequency. Frequency of abuse is par-
ticularly difficult to ascertain from chart re-
views, so estimates are gathered by determining
the duration of abuse multiplied by an estimate
of frequency within a time period. For exam-
ple, a child may have said it occurred for a 3-
month period when her mother went to play
bingo once a week, so the estimate for fre-
quency would be 12. Physical abuse, neglect,
emotional maltreatment, and exposure to fam-
ily violence are also assessed in a similar fash-
ion, with some slight variations relevant to the
type of maltreatment considered. In addition to
detailed information about each form of mal-
treatment, the HVF also solicits background
information about the child’s disclosure and le-
gal status, and the family’s involvement with
CPS.

Complex measurement systems such as the
HVF yield a lot of information, but reduction
of variables into meaningful constructs has
been a challenge. The majority of research us-
ing the HVF has focused on sexual abuse vic-
tims, as have psychometric analyses. Based on
two separate samples, principal component
analyses have yielded two theoretically mean-
ingful factors (Birt, 1996; Gentile, 1988): Se-
verity (a combination of severity, coercion, and
number of perpetrators) and Course (a combi-
nation of duration, frequency, and relationship
to perpetrator). Relationship to perpetrator ap-
pears to link with duration and frequency, be-

cause familial abuse tends to occur more fre-
quently over longer durations. These two di-
mensions have important theoretical relevance,
since PTSD and other abuse-related sequelae
appear to be related to both the intensity of the
trauma and the duration and course of the
abuse. Although detailed background informa-
tion is important for clinical purposes, con-
cerns have been raised about the efficiency of
detailed chart reviews to gather abuse informa-
tion systems for research purposes. Relative to
the extensive time required to review files, the
incremental predictive power of fine-grain de-
tails appears to be limited. Indeed, research
with the Record of Maltreatment Experiences
(ROME; McGee, Wolfe, & Wilson, 1990), an
abbreviated version of the HVF, found that
simple ratings of maltreatment severity were as
predictive of outcomes as the detailed ROME
recordings (McGee et al., 1995).

The most researched maltreatment assess-
ment tool for children under 12 is the Maltreat-
ment Classification Scheme (MCS; Barnett et
al., 1993), which has been adapted for use by
LONGSCAN, a consortium of five longitudi-
nal studies of child abuse and neglect con-
ducted at several sites across the United States
(Runyan et al., 1998). At all sites, assessments
are planned for ages 4, 6, 8, 12, 14, 16, and 20
years; for the most recent publications, the
sample totaled 1,435 children and their fami-
lies (English et al., 2005). The MCS was origi-
nally developed to collect information from
CPS records; LONGSCAN’s adapted version is
referred to as the Modified Maltreatment Clas-
sification Scheme (MMCS). The MCS assesses
severity of incidents within each subtype of
maltreatment, frequency and chronicity, length
of CPS involvement, developmental period
during which the events occurred, type and
number of placements outside the home, and
the perpetrators of the incident. Within the ma-
jor forms of maltreatment, different subtypes
are recorded. For example, the Neglect scale is
subdivided into Lack of Supervision, Moral/Le-
gal/Educational Maltreatment, and Failure to
Provide subscales; within Failure to Provide,
details are provided as to whether the concern
is related to food, clothing, or shelter. At each
level of maltreatment, severity is rated on a 5-
point, Gutman-like scale based on a combina-
tion of caretaker actions (or lack thereof) and
impact on child (e.g., weight loss for neglect).
The Sexual Abuse subscale has the following
hierarchical designations: (1) Child is exposed
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to explicit sexual stimuli or activities but not
directly involved (e.g., child is exposed to por-
nography, sexual activity, sexual talk in his or
her presence); (2) child is invited to engage in
sexual activity and/or exposed to caretaker’s
genitals; (3) offender fondles the child or has
the child sexually touch him or her; (4) at-
tempts and actual penetration of child, includ-
ing coitus, oral sex, anal sex, or any other form
of sodomy; and (5) intercourse involving re-
straint, weapons, brutality, or physical force;
prostitution of child. The MCS is available in
Barnett and colleagues (1993), and the MMCS
LONGSCAN version is available at www.iprc.
unc.edu/longscan.

As noted earlier, these complex systems are
difficult to reduce to parsimonious, meaningful
constructs. In a special issue of Child Abuse
and Neglect (English, Bangdiwala, & Runyon,
2005), several articles addressed questions re-
lated to calculation of abuse type, severity, and
chronicity using LONGSCAN data for assess-
ment of children at ages 4 and 8. Overall, de-
spite concerns to the contrary (e.g., McGee et
al., 1995), findings supported the importance
of preserving fine gradations in abuse informa-
tion when examining the links between mal-
treatment and outcome. Lau and colleagues
(2005) found that differentiation among multi-
ple maltreatment type combinations was par-
ticularly effective in predicting multiple child
outcomes (e.g., Child Behavior Checklist
[CBCL] total, Internalizing, and Externalizing
scores [Achenbach & Rescorla, 2001]; Trauma
Symptom Checklist for Children [TSCC;
Briere, 1996, 2006a] Posttraumatic Stress and
Anger scores). Specifically, the co-occurrence of
multiple types of maltreatment was robustly
related to multiple outcomes, particularly
when sexual abuse was involved. Furthermore,
Litrownik and colleagues (2005) found that
preserving severity ratings within different
types of maltreatment was the most effective
strategy for predicting a broad range of out-
comes (e.g., CBCL broad-band scores,
Vineland Adaptive Behavior Scales [Sparrow,
Balla, & Cicchetti, 1985] Socialization scores;
TSCC Anger scale]) compared to both an amal-
gamated score that combined severity rating
across maltreatment types or the highest rating
received across different maltreatment types.
The maximum severity by type strategy yielded
five maltreatment severity scores, based on the
highest severity rating of reports within the five
maltreatment domains during a specified pe-

riod of time. This strategy has a conceptual
advantage, because different forms of maltreat-
ment are likely to have different types of out-
comes (e.g., the ultimate effect of physical
abuse is death, whereas the ultimate effect of
emotional maltreatment is psychological trau-
ma; Manly, 2005).

In contrast, it appears that chronicity of mal-
treatment is best considered by combining dif-
ferent abuse subtypes to form one chronicity
variable. English and colleagues (2005) identi-
fied five progressively detrimental levels of
chronicity: situational, limited episodic, limited
continuous, extended episodic, and extended
continuous). They found that the more devel-
opmental periods with any form of maltreat-
ment reported, the more child externalizing
behavior problems. Likewise, anxiety and an-
ger were less pronounced for children with
developmental periods that were free from
maltreatment. These findings mirror those
of Bolger, Patterson, and Kupersmidt (1998;
Bolger & Patterson, 2001), who found that
chronically maltreated children are less popu-
lar with peers, regardless of subtype or severity.
Evidence also links chronic maltreatment to ag-
gression, and aggression mediated the link be-
tween chronic maltreatment and peer rejection
(Bolger & Patterson, 2001; Manly, Cicchetti,
& Barnett, 1994).

Parent Reports

The Abuse Dimensions Inventory (ADI;
Chaffin, Wherry, Newlin, Crutchfield, &
Dykman, 1997) was designed to be completed
by caregivers in a semistructured interview for-
mat, though it has subsequently been used to
gather information from CPS workers
(Silovsky & Niec, 2002). The ADI has six sec-
tions: physical abuse (12 items), sexual abuse
(13 items), force or coercion used to gain sub-
mission to sexual abuse (9 items), force or coer-
cion used to gain secrecy about either physical
or sexual abuse (6 items), role relationships be-
tween child and abuser (9 relationships iden-
tified), and postdisclosure reactions abusers
might express regarding admission and blame
(5 items). Rank ordering of items for severity
was based on a survey of mental health profes-
sionals with specialization in child abuse, with
the following rank order from least to most se-
rious for sexual abuse: (1) sexually suggestive
talk, hugs, or kisses; (2) exposure to pornogra-
phy, exposure of genitals, or voyeurism; (3)
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fondling of child over clothes; (4) fondling of
child under clothes; (5) simulated intercourse
over clothes; (6) simulated intercourse under
clothes with no penetration, having child mas-
turbate abuser; (7) abuser oral contact with
child genitals; (8) child required to have oral
contact with abuser’s genitals; (9) digital or ob-
ject penetration; (10) vaginal or anal inter-
course, including unsuccessful attempts; (11)
paraphilic sex (e.g., urine, feces, bondage) or
prostitution; and (12) ritual or satanic abuse or
sexualized torture. Interrater agreement was
calculated based on 25 interviews that were
audiotaped for coding by four independent rat-
ers. The overall mean kappa was .80, ranging
across scales from .65 to 1.00. Factor analyses
of 136 ADIs yielded four factors: Sexual Abuse
Severity and Coercion, Sexual Abuse Duration
and Number of Events, Physical Abuse Sever-
ity and Coercion, and Physical Abuse Duration
and Number of Events. Role relationship
and abuser’s reaction did not load heavily on
any factor. In a subsequent study, ADI sexual
abuse severity ratings correlated with child-
reported PTSD symptoms (Chaffin & Shultz,
2001).

Child and Adolescent Self-Reports

Large-scale epidemiological studies have neces-
sitated the development of assessment tools for
children and adolescents to determine preva-
lence of maltreatment, victimization, and ad-
versity. The Juvenile Victimization Question-
naire (JVQ; Finkelhor et al., 2005; Hamby &
Finkelhor, 2001, 2004) has been used as a self-
report measure for children and youth age 8
years and older. A caregiver version uses simi-
lar wording, so that it is directly comparable to
the youth report version, and can be used for
children under the age of 8. The JVQ assesses
34 offenses against youth in five areas: Con-
ventional Crime (assaults, property crimes),
Child Maltreatment (physical, sexual, and
emotional abuse, neglect, family abduction/
custodial interference), Peer and Sibling Vic-
timization (assaults and property offenses),
Sexual Assault (rape and sexual assaults at-
tempted or completed, flashing, sexual harass-
ment, and statutory sexual offenses), and Wit-
nessing and Indirect Victimization (domestic
violence, abuse of a sibling, community vio-
lence, civil disturbances and riots, and war-
zone violence). Thus far, the JVQ has only been
used to assess 1-year incidence data, so it is un-

clear how it would work assessing lifetime mal-
treatment experiences. The JVQ takes 20–30
minutes to complete, depending on the number
of victimizations reported. Following screener
questions, more in-depth information is ob-
tained, including perpetrator characteristics,
use of a weapon, injuries, and co-occurrence of
the event with another reported event (in case
one event falls into more than one category).

The Child Trauma Questionnaire (CTQ),
perhaps the most commonly used self-report
measure of childhood victimization, is a 70-
item, Likert-like self-report inventory (Bern-
stein & Fink, 1998; Bernstein et al., 1994) that
yields five subscales: Emotional Abuse, Physi-
cal Abuse, Emotional Neglect, Sexual Abuse,
and Physical Neglect. Although originally
developed for adults, it has been used with
youth as young as 12 years. The five subscales
are based on two factor analyses, one with
adults and a second with adolescents. For the
adolescent study, the CTQ demonstrated good
sensitivity and specificity with known maltreat-
ment information (Bernstein, Ahluvalia, Pogge,
& Handelsman, 1997). Bernstein and col-
leagues (2003) created a shortened, 28-item
version of the CTQ. Using confirmatory factor
analyses, results revealed that the five scales
were a good fit for the data, which was true
with several samples, including adolescent in-
patients, adult substance users, and a commu-
nity sample that provided normative data. As
well, the shortened version demonstrated good
convergent and discriminant validity, with cli-
nician ratings based on known information
about patients.

The Traumatic Events Questionnaire—
Adolescents (TEQ-A; Lipschitz, Bernstein,
Winegar, & Southwick, 1999), a 46-item self-
report questionnaire, uses a multiple-choice
format to elicit details about six forms of trau-
matic experiences: Witnessing Home Violence,
Witnessing or Being the Victim of Community
Violence, Accidental Physical Injuries, Physical
Abuse, and Sexual Abuse. The TEQ-A defines
“sexual abuse” as sexual contact between a mi-
nor and an adult 5 years older or a peer 2 years
older. A two-level gating system is used, with
two initial sexual abuse questions: “When you
were growing up, did anyone try to have some
kind of sexual contact with you in a way that
made you feel uncomfortable?” and “If so,
how old was the person who did this?” Details
of each sexual incident are then obtained, in-
cluding the age of onset, duration, identity of
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perpetrators, use of force, and exact nature of
each traumatic experience. When adolescents’
responses on the TEQ-A were compared to a
best-estimate source (based on information
from therapist interviews, chart reviews, and
child welfare agencies), the agreement for sex-
ual abuse was 88% (kappa = .75) and physical
abuse was 84% (kappa = .66). Comparisons
between the TEQ-A and the CTQ revealed that
71% of respondents who reported sexual
abuse on the CTQ also reported sexual abuse
on the TEQ-A; however, 35% of those above
the clinical cutoff on the CTQ did not report
sexual abuse on the TEQ-A (kappa = –.41).
Discrepancies between the two measures in re-
ports of sexual abuse were more common
among males, who reported less severe abuse
experiences and fewer mental health problems.
Thus, the CTQ is more sensitive than the TEQ-
A in detecting sexual abuse of lesser severity.
Lipschitz and colleagues (1999) suggested that
the differences in format might account for the
differences in reporting, in that the Likert-like
format might facilitate reporting of less fre-
quent and less distressing events, possibly in-
cluding events that technically meet criteria for
sexual abuse but are not considered by the re-
spondent to have been abusive (e.g., sexual
“initiation” of adolescent boys by an older fe-
male).

Several available life events checklists in-
clude items reflecting childhood maltreatment,
as well as other types of negative life events and
adversities. The Child and Adolescent Psychiat-
ric Assessment (CAPA) Life Events Module
(Costello, Angold, March, & Fairbank, 1998)
was developed for use with the Great Smoky
Mountain Epidemiological Study. Both high-
and low-magnitude negative life events are as-
sessed. The 15 high-magnitude events are death
of close relative or friend; witnessing a trau-
matic event; natural disaster; diagnoses of a
life-threatening or disabling physical illness; se-
rious accident, fire, or exposure to a toxic
agent; learning of a traumatic event affecting a
close family member or friend; war, terrorism,
or death or serious harm to someone else; phys-
ical violence by someone other than a family
member; physical abuse by a family member;
being kidnapped or held hostage; and sexual
abuse, rape, and sexual abuse with coercion.
Low-magnitude events include new child in
home (if unwelcome); pregnancy (own or part-
ner’s—learned of, premature termination,
childbirth, placement of child); parental sepa-

ration; parental divorce; new parental figure;
moving recently or repeatedly; change of
school other than normal promotion; loss of
best friend through move; breakup with best
friend; breakup with boyfriend or girlfriend;
parental arrest; serious reduction in standard
of living; forced separation from home; other
event. Comparisons of parent and child com-
pleted versions yielded good intraclass correla-
tions (.72 [child] and .83 [parent] for high-
magnitude events, and .62 [child] and .58 [par-
ent] for low-magnitude events). Kappa coeffi-
cients ranged from high for violence and sexual
abuse to low for child reports of serous acci-
dents and natural disasters. This format has
been adapted as a preface for the Children’s Im-
pact of Traumatic Events Scale–II (CITES-II;
Wolfe, 2002), which is used to identify negative
life events, past (greater than 2 years) and cur-
rent (within the past 2 years), and has been
used in gathering normative data as a tool for
participants to identify a negative life event, for
which they then complete the event-related
questions of the various CITES-II sections.

Unidimensional Detailed Assessment
of Specific Traumatic Events

In some cases, a researcher or clinician may
prefer to assess the details of a specific identi-
fied event rather than survey the full range of
negative life events that occurred for a particu-
lar individual. The Dimensions of Stressful
Events (DOSE; Fletcher, 1996) rating scale is
applicable to a broad-range of specified nega-
tive life events. The DOSE includes 25 general
trauma items and 24 items specific to sexual
abuse. A scoring template available for the ini-
tial 25 items yields a total DOSE score, and a
recommended procedure is provided for ob-
taining a total score for sexual abuse victims.
Fletcher (Chapter 9, this volume) reports a
number of studies with diverse populations
linking DOSE scores to PTSD symptoms.

Measures That Tap Abuse-Related Stressors

Quas and colleagues (2005) described a long-
term follow-up (10 years) of child and adoles-
cent victims of CSA involved in the legal sys-
tem. They developed a system for quantifying
four types of adversity: sexual abuse, family, le-
gal, and other traumas. For the CSA Index,
three abuse characteristics were identified from
a literature search for those that were robustly
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associated with mental health outcomes: sever-
ity of the sexual acts (penetration vs. no pene-
tration), closeness in relationship to the perpe-
trator (parent vs. not a parent), and duration of
the abuse (1 day vs. more than 1 day). The CSA
Index was the average of the three items. A
Trauma Risk Index included additional adverse
experiences at long-term follow-up: victim of
a crime (with each type of crime coded
separately—physical assault, burglary, physical
abuse, other crime), death of loved one, foster
or group home care, changes in foster/group
homes, serious accident, school failure, un-
wanted pregnancy, rape as a adult, and sexual
assault. Again, each was dichotomized and the
index was the average of the items. The Legal
Risk Index included the following: trial being
canceled and rescheduled at least once, case
lasting at least 1 year, lack of maternal support
following disclosure or during legal trial, case
lacking corroborating evidence, child testified
in trial, and defendant not serving prison/jail
term.

Spaccarelli developed two questionnaires
that specifically assess aspects of the sexual
abuse experience. The Abusive Sexual Expo-
sure Scale (ASES; Spaccarelli, 1993), developed
for use with girls ages 11–18, includes 28 ques-
tions about the occurrence of 14 types of sex-
ual abuse and identity by relationship of all
perpetrators for each type of abuse. In addition
to two noncontact forms of abuse (peeped at,
photographed when nude), six other contact
forms of abuse are assessed: breast or genital
fondling of victim, or victim required to fondle
perpetrator; oral copulation of victim, or vic-
tim doing same to perpetrator; digital penetra-
tion of victim’s anus or vagina, and genital
penetration of victim’s anus or vagina. The
Checklist of Sexual Abuse and Related
Stressors (C-SARS; Spaccarelli, 1995) includes
70 items designed to assess stressors commonly
associated with sexual abuse experiences,
falling into three theoretically devised scales:
abuse-specific stressors, abuse-related events,
and public disclosure events, such as repeated
interviews. Abuse-specific stressors included
several subscales: Negative Coercion, Induce-
ments in the Form of Bribes or Rewards, Mis-
representation of Issues Related to the Sexual
Abuse, Seduction, Violation of Trust, Stig-
matizing Messages, and Victim Denigration.
Abuse-related events included three subscales:
Increased Family Conflict/Dysfunction, Loss of
Social Contacts, and Nonsupportive Reactions.

As evidence of convergent validity, C-SARS
scales correlated significantly with therapists’
ratings of abuse-specific and abuse-related
stressors. Internal consistency for the entire
scale was .93, and the three scales ranged from
.66 to .91.

Subjective Appraisals of Sexual Abuse

The Children’s Impact of Traumatic Events
Scale–II: Peritraumatic Reactions Scales
(CITES-II) is a self-report measure that assesses
negative life events, peritraumatic reactions,
PTSD symptoms, attributions, perceptions of
social reactions following abuse discovery/dis-
closure, and sexuality. It is appropriate for chil-
dren and adolescents ages 8–16, and depending
on reading level, can be administered as a
structured interview or as an independently
completed questionnaire. A number of psycho-
metric evaluations have been completed with
the CITES. A factor analysis of the initial 54-
item version of the CITES (Wolfe et al., 1991)
supported a two-tiered scale structure of four
broad-band categories (PTSD, Attributions,
Social Reactions, and Sexuality) and 11
narrow-band scales associated with the
broader domains. A multitrait–multimethod
analysis supported the convergent and diver-
gent validity of the CITES scales. The original
CITES was designed to assess PTSD symptoms
and related constructs for sexual abuse victims
(Wolfe et al., 1991; Wolfe & Birt, 2004a). The
CITES-II has been reworded so that it can now
be used to assess PTSD-related constructs with
any negative life event. As well, previous ver-
sions of the CITES randomly interspersed
PTSD, Attributional, and Social Support items
throughout the questionnaire. The CITES-II
now comprises five sections: Negative Life
Event Checklist, Peritraumatic Reactions,
PTSD, Attributions/Social Reactions, and two
experimental sections, Posttraumatic Growth
and Sexuality Issues (divided into child and ad-
olescent sections). Thus, clinicians can admin-
ister the entire questionnaire or select particu-
lar sections as appropriate for an individual
clinical case or research need. The diverse con-
structs assessed by the CITES-II are discussed
within the various sections of the chapter that
address different assessment issues relevant to
sexual abuse victims (i.e., peritraumatic reac-
tions [PR], PTSD symptoms, abuse-specific at-
tributions, abuse-specific social support, and
sexuality issues).
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The CITES-II PR scales were developed in
the absence of other measures to assess peri-
traumatic experiences with children. The items
were originally a separate questionnaire called
the Children’s Peritraumatic Reactions Ques-
tionnaire (Wolfe & Birt, 2005b). The CITES-II
PR includes 38 items and forms five scales
based on a principal component analysis: Ex-
treme Reactions (8 items; e.g., Like I might die;
Like I might faint; Like I wanted to kill the per-
son who did this); Fear and Anxiety (5 items;
e.g., Scared; Shaky; Worried); Dissociation (9
items, e.g., Like I left my body; Like I wasn’t
there; Like I lost sense of time); Anger and
Negative Affect (10 items; e.g., Mad; Dis-
gusted; Upset); and Guilt/Self-Blame (5 items;
e.g., Like I caused it; Guilt; Like it was my
fault). Respondents are asked to consider their
thoughts and feelings at the time of sexual
abuse (or another identified negative life event)
and identify their reactions on a 3-point scale
of None, Some, or A lot. All of the scales have
good internal consistency alphas (> .80), with
the exception of the three-item Guilt scale (al-
pha = .54), which has since been expanded to
include five items. With the exception of the
Guilt scale, youth who completed the CITES-II
PR scales with regard to sexual abuse experi-
ences reported more intense peritraumatic re-
actions on all scales compared to youth who re-
sponded with regard to other negative life
events. For the five scales, Extreme Reactions
showed the strongest relationships with PTSD
symptoms, whether reported by the child or the
parent (Wolfe & Birt, 2005b).

Abuse-Related Attributions

The CITES-II Attributional Scales were origi-
nally developed to reflect the three attribu-
tional dimensions associated with the revised
learned helpless model of depression (internal,
global, and specific attributions for negative
events), as well as the traumagenic factors
(guilt, betrayal, sexualization, and stigmati-
zation) identified by Finkelhor and Browne
(1985). Two principal component analyses of
two datasets have shaped the content and focus
of the Attributional Scales, yielding the follow-
ing four subscales: Guilt/Self-Blame (7 items;
alpha = .81; e.g., “I feel guilty about what hap-
pened”), Empowerment (3 items; alpha = .78;
e.g., “I know enough about sexual abuse now
that I can protect myself in the future”), Dan-

gerous World (7 items; alpha = .67; e.g., “Peo-
ple often take advantage of children”), and
Distrust (4 items; alpha = .65; e.g., “Something
like this might happen to me again”). A recent
psychometric analysis of the revised CITES
(CITES-R; Wolfe & Birt, 2005a) resulted in
some minor changes to a previous subscale,
Personal Vulnerability, with a name change to
Distrust. The three more negatively valenced
scales correlated moderately (Guilt/Self-Blame,
Dangerous World, Distrust; r’s = .26–.29), but
Empowerment did not correlate with the other
Attributional Scales. Guilt/Self-Blame, Dis-
trust, and Dangerous World correlated with
PTSD Reexperiencing and Hyperarousal scales
(r’s = .28–.52), and Distrust also correlated
with PTSD Avoidance (r = .32). As well, Guilt/
Self-Blame and Distrust correlated with PTSD
Sexual Anxiety (r’s = .62 and .25, respectively).
Empowerment did not correlate with any of
the PTSD scales. However, Empowerment cor-
related significantly with both of the Social
Reaction scales (r’s = .37 for Social Support and
–.22 for Negative Reactions). Of the four
attributional scales, only Distrust distinguished
between sexual abuse victims and both
community controls and other clinic-referred
youth. As well, both Distrust and Dangerous
World had higher scores among sexual abuse
victims with PTSD compared to those without
PTSD.

Research from other studies has also sup-
ported the psychometric properties of the
CITES Attributional Scales. Crouch, Smith,
Ezzell, and Saunders (1999) found that Guilt/
Self-Blame, Personal Vulnerability, and Em-
powerment all correlated with the TSCC
(Briere, 1996) PTSD scale (r’s = .47, .65, and
–.53, respectively). Chaffin and Shultz (2001)
found that Guilt/Self-Blame was sensitive to
treatment-related changes. Taska and Feiring
(1995) found that all four attributional scales
correlated with both abuse-related and general
measures of shame.

The Children’s Attributions and Perceptions
Scale (CAPS; Mannarino, Cohen, & Berman,
1994), an 18-item, self-report questionnaire for
children ages 7 to 12, was designed for admin-
istration in an interview format that uses a 5-
point Likert-like scale ranging from Never (1)
to Always (5). The CAPS yields four conceptu-
ally derived scales: Feeling Different from Peers
(4 items; alpha = .68; e.g., “Do you feel differ-
ent than other girls your age?”); Personal Attri-
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butions for Negative Events (4 items; alpha =
.65; e.g., “Do you blame yourself when things
go wrong?”); Perceived Credibility (5 items; al-
pha = .73; e.g., “Do you think people believe
you when you tell them something?”); and In-
terpersonal Trust (5 items; alpha = .64; e.g.,
“Do you ever feel that people whom you trust
do things to hurt you?”). Test–retest
reliabilities after 2 weeks were .82, .70, .62, .60
for the individual scales, respectively, and .75
for the total scale. The items do not refer spe-
cifically to sexual abuse, so the CAPS can be
used with normal comparison samples.
Mannarino and colleagues (1994) found that
sexually abused children endorsed more items
for the total CAPS score and three of the four
scales compared to nonabused controls (Feel-
ing Different from Peers, Personal Attributions
for Negative Events, and Interpersonal Trust.
CAPS scales correlated with measures of de-
pression, anxiety, and PTSD (Cohen &
Mannarino, 2000; Mannarino et al., 1994). As
well, scores from the CAPS predicted treatment
outcome for sexually abused children (Cohen
& Mannarino, 2000).

The Negative Appraisals of Sexual Abuse
Scale (NASAS; Spaccarelli, 1995; Spaccarelli &
Fuchs, 1997) is a 56-item self-report of percep-
tions of threat or harm related to sexual victim-
ization. The scale yields a total score, as well
as eight theoretically based subscales: Phys-
ical Pain/Damage, Negative Self-Evaluation–
Global, Negative Self-Evaluation–Sexuality,
Negative Evaluation by Others, Loss of Desired
Resources, Harm to Relationships/Security,
Harm to Others, and Criticism of Others. Each
item begins with the stem “Because of what hap-
pened with (offender’s name), did it make you
think or feel. . . . ” Responses are rated on a 4-
point scale, from Not at all to A lot. Spaccerelli
(1995) recommended using the full scale rather
than individual scales because of high
intercorrelations among the individual scales.
The total score also had a strong internal consis-
tency alpha value of .93. Scores from the NASAS
correlated significantly with higher numbers of
sexual acts, as assessed by the ASES, and with
scores from the C-SARS. Whereas abuse result-
ing from stress accounted for only 2% of the
variance in PTSD scores, negative appraisals sig-
nificant predicted PTSD and accounted for 25%
of the variance. Negative appraisals also signifi-
cantly predicted depression scores, accounting
for 29% of the variance.

Measures of Shame

The concepts guilt/self-blame and shame differ
primarily in the focus of the emotional attri-
bution, with guilt/self-blame focusing on the
event and actions taken or not taken, and
shame focusing on the negative emotions ori-
ented toward oneself in relation to an event
(Berliner, 2005). Shame is considered an impor-
tant emotional reaction to abuse because of
its implication for PTSD; that is, shame is
thought to motivate avoidance of self-exposure
(Barrett, Zahn-Waxler, & Cole, 1993; Feiring
& Taska, 2005; Tangney, 1995; Zupanic &
Kreidler, 1998), thus inhibiting the healing pro-
cesses needed to adjust following negative life
events. As an example, Bonanno and col-
leagues (2002) asked CSA victims to talk about
their most negative life event as part of an as-
sessment procedure. Victims who selected an
event other than their sexual abuse (presum-
ably indicating avoidance of talking about their
sexual abuse), showed more nonverbal indica-
tors of shame while discussing their event.
Shame also has implications for depression.
Concerns have been raised that shame
engenders a wide array of negative self-
representations that are consistent with the
negative thinking characteristics of depression,
and that shame interferes with the development
of positive self-traits such as self-agency and
self-affectivity (Alessandri & Lewis, 1996).

Feiring, Taska, and Lewis (2002) followed
sexual abuse victims from disclosure across
several years. At each assessment point, abuse-
related shame was linked with PTSD symp-
toms, demonstrating that shame has significant
predictive power for PTSD even years after dis-
closure. In fact, changes in shame over time
were linked with concomitant changes in
PTSD. Feiring and colleagues have used several
different strategies to assess shame. For two
studies, they used four items: I feel ashamed be-
cause I think that people can tell from looking
at me what happened; When I think about
what happened I want to go away by myself
and hide; I am ashamed because I feel I am the
only one in my school who this has happened
to; and What happened to me makes me feel
dirty. Each item was rated on a 3-point scale
(Not true to Very true). Despite the small num-
ber of items, internal consistency of the scale
was good (alpha = .85). As well, test–retest reli-
ability with a small sample of 10 over a 2-week
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period was good (r = .78). At the third assess-
ment, four more items were added to the scale:
When I think about what happened, I feel like
covering my body; When I think about what
happened, I wish I were invisible; When I think
about what happened, I feel disgusted with my-
self; and When I think about what happened,
I feel exposed. For the eight items, inter-
nal consistency continued to be good (alpha =
.86).

Feiring, Taska, and Lewis (2002) also devel-
oped a nonverbal assessment tool with line
drawings that depicted various postures associ-
ated with shame. Participants were asked to
rate each drawing for the extent to which it de-
scribed how they felt when thinking about their
sexual abuse, using the same 3-point scale used
for the verbal shame scale described previously.
The internal consistency for the drawing mea-
sure was also high (alpha = .92), and the mea-
sure correlated with the concurrently adminis-
tered verbal items described earlier. As well, the
drawing measure results were predicted by
prior administrations of the verbal items.

Negrao and colleagues (2005) used facial ex-
pressions to examine shame, which were coded
from videotapes of CSA victims as they
described their most negative life event.
The Emotional Facial Action Coding System
(EMFACS), which is based on the Facial Action
Coding System (FACS; Ekman & Friesen,
1976, 1978), assessed only emotionally rele-
vant facial muscle movements identified in pre-
vious research with the FACS. Using the
EMFACS, anger, shame, and embarrassment
were coded with a 5-point scale, ranging from
Minimum intensity to Extreme intensity.
Interrater agreement averaged .80. Interest-
ingly, whereas facial expressions tended to be
congruent with verbal content for a nonabused
sample, for CSA victims, facial expressions
were not necessarily congruent with verbal
content. Victims who chose to discuss their sex-
ual abuse tended to express shame and humili-
ation through words but not facial expressions.
However, those who chose not to disclose their
abuse history did not display verbal evidence of
shame, but instead displayed nonverbal evi-
dence of shame (Bonanno et al., 2002; Negrao
et al., 2005).

Other studies have focused more on a gen-
eral attribute of shame proneness rather than
shame that is specific to sexual abuse or mal-
treatment. The Adolescent Shame Measure
(ASM; Reimer, 1995) assesses shame proneness

by presenting 13 brief scenarios (e.g., You say
something mean about a friend. Your friend
overhears you), to which respondents rate the
likeliness of four reactions that reflect Shame,
Guilt, Anger/Blame, and Detachment (e.g., the
shame statement is “I would feel totally awful
about myself”; the guilt statement is “I would
be sorry that I hurt their feelings”). Internal
consistency for Shame ranged from .77 to .81,
and for Guilt, .72 to .78 (Reimer, 1995;
Stuewig & McCloskey, 2005). Reimer (1996)
linked these concepts with self-esteem, self-
consciousness, and depressed mood in adoles-
cents. With a mixed sample of adolescents who
experienced various forms of maltreatment,
shame proneness was linked with parental crit-
icism and depression. Interestingly, guilt was
negatively associated with delinquent behavior.
Some evidence has linked the experience of
guilt with empathetic abilities (Tangney, 1991),
perhaps enhancing one’s ability to see the
harmful consequence of behavioral offenses
(Stuevig & McCloskey, 2005).

Bennett, Sullivan, and Lewis (2005) assessed
shame proneness with a sample of physically
abused and neglected preschool children using
success–failure tasks. Conditions were manipu-
lated so that the child experienced either suc-
cess or failure on timed color-matching and
puzzle completion tasks. Facial, body, and vo-
cal behaviors were used to code shame, anger,
and sadness from videotapes. “Shame” was de-
fined as collapsed body, turned down corners
of mouth, tucked up lower lip, eyes lowered or
askance, withdrawal from the task, and nega-
tive self-evaluations, such as “I’m too slow.”
Average interrater reliability across the three
emotions’ codes was 93%, ranging from 85–
97%, with kappas averaging .73, ranging from
.62 to .82. Physical abuse, but not neglect, was
related to increased shame responses, and
shame was linked with anger.

Social and Family Supports and Stressors

The CITES-II Social Reactions Scales are two
factor-derived scales that tap reactions to the
disclosure and postdisclosure support: Social
Support (Cronbach’s alpha = .72) and Negative
Reactions (Cronbach’s alpha = .81). The mod-
est negative correlation between the two scales
(–.31) suggests that these scales are not oppo-
site ends of one construct, but rather tap differ-
ent aspects of postdisclosure social reactions.
Negative Reactions items include concerns that
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people disbelieve the allegations, blame the vic-
tim, or no longer care about the child. Social
Support items reflect a perception that people
believed the allegations, protected the victim
from further maltreatment, and were helpful
and supportive. The Negative Reactions scale
appears to tap an important construct related
to postabuse adjustment problems. Negative
Reactions correlates positively with CITES-II
PTSD Reexperiencing (r = .36) and Hyper-
arousal scales (r = .53), and differentiates be-
tween those who meet PTSD symptom criteria
from those who do not (Wolfe & Birt, 2005a).
As well, Crouch and colleagues (1999) found
significant correlations between the Negative
Reactions scale and several TSCC scales, in-
cluding Posttraumatic Stress (r = .50), Anxiety
(r = .38), Depression (r = .62), Anger (r = .42),
Dissociation (r = .38), and Sexual Concerns (r =
.49). As evidence of convergent validity,
Chaffin and Shultz (2001) found that the Neg-
ative Reactions scale correlated significantly
with a therapists’ ratings of parental support
using the Parental Response to Abuse Disclo-
sure Scale (PRADS; Runyan, Hunter, Everson,
& De Vos, 1992).

Mannarino and Cohen (1996a) developed
two parent report measures to assess parental
reactions to their child’s sexual abuse. The Par-
ent Emotional Reaction Questionnaire (PERQ)
is a 15-item, Likert-like 5-point scale (Never to
Always) that assesses parental emotional reac-
tions to their child’s sexual abuse, includ-
ing fear, sadness, guilt, anger, embarrassment,
shame, and emotional preoccupation (Mannar-
ino & Cohen, 1996a, 1996b). Psychometric
properties include good internal consistency
for the scale (alpha = .87) and test–retest reli-
ability at a 2-week interval (r = .90). Two stud-
ies have demonstrated a positive relationship
between the intensity of the parent’s emotional
reaction and child adjustment problems, both
before and after treatment, with preschool- and
latency-age children (Cohen & Mannarino,
1998; Mannarino & Cohen, 1996b).

The Parental Support Questionnaire (PSQ)
includes 19 items and yields two scales, Sup-
port (Cronbach’s alpha = .73) and Blame
(Cronbach’s alpha = .70). The PSQ was de-
signed to assess parental perceptions of their
own behaviors in response to their child’s sex-
ual abuse experience. The Support scale in-
cludes items such as parents encouraging the
child to express feelings associated with the
abuse, efforts to enhance the child’s sense of se-

curity, and communication of support to the
child. The Blame scale includes items such
as parental belief that the child could have
stopped the abuse if he or she had wanted to
and criticism and/or punishment of the child
over issues related to the abuse. Like the
PERQ, the PSQ had good test–retest reliability
over a 2-week period (.79 and .83, respec-
tively). Although it did not predict baseline ad-
justment with preschoolers (perhaps because
most of the sample reported strong support for
the children; Mannarino & Cohen, 1996b),
Cohen and Mannarino (1998) found that the
PSQ was a significant predictor of adjustment
at 6- and 12-month posttreatment follow-up
points.

The Parental Reaction to Incest Disclosure
Scale (PRIDS; Everson et al., 1989) is a three-
item scale designed to document parental re-
actions and support following disclosure of
intrafamilial sexual abuse. Professionals rate
three issues along a continuum from +5 (Most
supportive) to –5 (Least supportive), based on
interviews with the family members and reports
from agency staff members involved with the
family. The three items are Emotional Support
(e.g., from Committed to child and provides
meaningful support, to Is threatening or hostile;
has abandoned the child psychologically); Belief
of the Child (e.g., from Makes clear, public state-
ment of belief to Totally denies that abuse oc-
curred); and Action toward Perpetrator (e.g.,
from Actively demonstrates disapproval of per-
petrator’s abusive behavior to Chooses perpe-
trator over child at child’s expense). In Everson
and colleagues’ (1989) sample of 88 families,
interrater agreement was quite high (.95), with
44% of mothers classified as “supportive” (+3
or greater), 32% as “ambivalent” (+2 to –2), and
24% as “unsupportive” (at or below –3). Mater-
nal support on the PRIDS was significantly re-
lated to child distress and psychological adjust-
ment, accounting for more variance than any
abuse-related variable. Interestingly, supportive
mothers and their children had similar reports of
child behavioral and emotional adjustment.
However, CBCL scores from ambivalent and
unsupportive mothers did not correspond to in-
formation obtained in clinical interviews with
their children.

Measures of General Family Functioning

In addition to assessing abuse-specific aspects
of family support, many studies have examined
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overall family functioning in terms of how fam-
ilies of sexual abuse victims differ from other
families, and how family adjustment affects
child psychopathology. Two questionnaires
have been used by several researchers, the Fam-
ily Environment Scale (FES; Moos & Moos,
1986) and the Family Adaptability and Cohe-
sion Scales (FACES; versions II and III; Olson,
Portner, & Bell, 1982; Olson, Portner, &
Lavee, 1985). The FES yields seven scales, but
research with sexual abuse victims has focused
on two scales, Conflict and Cohesion. Families
of sexual abuse victims tend to have low levels
of Cohesion (Bal et al., 2004; Cecil & Matson,
2005; Dadds, Smith, Webber, & Robinson,
1991; Hanson, Saunders, & Lipovsky, 1992),
and two studies have revealed high levels of
Conflict, but only for families of girls (Cecil &
Matson, 2005; Meyerson et al., 2002). The
FACES-II and III both yielded two scores,
Adaptability and Cohesion. Mannarino and
Cohen (1996b) found relatively low Cohesion
for families of sexual abuse victims and linked
low levels of Adaptability to higher rates of
child behavior problems (Mannarino & Co-
hen, 1996b). The FACES-IV (Olson & Gorall,
2006), an expansion of the original form, now
comprises 62 items. The original Cohesion and
Adaptability scales were preserved, but the
Adaptability scale was renamed Flexibility. The
Cohesion and Flexibility scales are considered
balanced, in that higher scores reflect better
family functioning. Four new scales were
added, labeled unbalanced scales, which assess
the low and high extremes of Cohesion (i.e.,
Disengaged and Enmeshed), and the lows and
highs of Flexibility (i.e., Rigid and Chaotic).
The circumplex model is used to interpret the
scales, which are plotted to yield profile types
(Olson & Gorall, 2006). The circumplex
model examines different combinations of high
and low extremes for Cohesion and Adaptabil-
ity, and how the variations reflect different
forms of familial dysfunction.

Assessing PTSD

Over the past decade, there have been tremen-
dous strides in the assessment of PTSD with
children and adolescents (Ohan, Myers, &
Collett, 2002; Strand, Sarmiento, & Pasquale,
2005). Fletcher (Chapter 9, this volume) pro-
vides a review of these measures as a whole. In
this chapter, the discussion is limited to mea-

sures that have been used extensively to assess
PTSD with sexually abused children.

The Trauma Symptom Checklist for Chil-
dren (TSCC; Briere, 1996, 2006a) is a 54-item
self-report measure designed to assess chil-
dren’s reactions to trauma across several symp-
tom areas: Anxiety, Depression, Anger, Post-
traumatic Stress, Dissociation, and Sexual
Concerns (Sexual Preoccupation and Sexual
Distress). A 44-item alternative version does
not include the Sexual Concerns items. The
TSCC also yields two validity scales, Under-
response and Hyperresponse, that have demon-
strated usefulness in detecting response biases
(Davies & Flannery, 1998). Norms are avail-
able for males and females ages 6–17, repre-
senting over 3,000 youth from various loca-
tions across the United States. Each scale has
good internal consistency, with alphas in the
mid to high .80’s; however, the Sexual Con-
cerns scale is somewhat less reliable, with
alphas in the .60’s to .70’s. Several studies have
demonstrated the reliability and convergent,
divergent, discriminant, and construct validity
of the TSCC (Briere, 1996; Elliott & Briere,
1994; Friedrich et al., 1997; Lanktree & Briere,
1995; Sadowski & Friedrich, 2000; Singer,
Anglin, Song, & Lunghofer, 1995). As well, the
TSCC appears to be sensitive to change follow-
ing mental health interventions (Henry, 1997;
Lanktree & Briere, 1995). The TSCC has been
translated into several languages, and the
French Canadian version has demonstrated
positive psychometric properties (Wright et al.,
1998).

The Trauma Symptom Checklist for Young
Children (TSCYC; Briere, 2006b; Briere et al.,
2001) is a caregiver report measure designed to
assess trauma-related symptoms in children
ages 3–12. The 90-item measure, written at a
grade 6 reading level, yields eight clinical
scales: Posttraumatic Stress–Intrusion, Post-
traumatic Stress–Avoidance, Posttraumatic
Stress–Arousal, Sexual Concerns, Dissociation,
Anxiety, Depression, and Anger or Aggression.
The three Posttraumatic Stress scales can be
amalgamated to form a summary PTSD score.
As well, item responses can be used to deter-
mine DSM-IV PTSD diagnostic status for chil-
dren age 5 and older, with a sensitivity of .72
and specificity of .75 (Briere, 2006b). Norms
are based on a stratified sample of 750 chil-
dren. Alpha values for the norm sample aver-
aged .86 per scale, ranging from .78 to .92;
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similar alphas have been reported for clinical
and child abuse samples. Test–retest reliability
ranges between .68 and .96, averaging .88
across scales. Overall, the scales have demon-
strated good discriminant, predictive, and con-
struct validity.

Like the other CITES-II scales, the CITES-II
PTSD scale (Wolfe, 2002) has been shaped by
two previous psychometric evaluations. The
original PTSD items were influenced by the Im-
pact of Event Scale (IES; Horowitz, Wilner, &
Alvarez, 1979), and additional items have been
added to tap issues relevant to children and ad-
olescents, and to cover all the symptoms identi-
fied in DSM-IV-TR. The CITES-II PTSD scales
contain 46 items, reflecting four scales:
Reexperiencing, Avoidance, Hyperarousal, and
Sexual Anxiety. Past studies have indicated that
the CITES-R PTSD scales have good internal
consistency (Chaffin & Shultz, 2001; Crouch
et al., 1999). As well, the CITES-R PTSD scales
have good convergent validity with the TSCC
PTSD scales (Crouch et al., 1999; r = .72) and
with Diagnostic Interview for Children and
Adolescents—Revised (DICA-R) PTSD Child
Report scale (Reexperiencing, r = .50; Avoid-
ance, r = .38; Hyperarousal, r = .45; and Sexual
Anxiety, r = .25—Chaffin & Shultz, 2001). As
well, the CITES-R was sensitive in detecting
pre- to posttreatment changes (Berliner &
Saunders, 1996; Chaffin & Shultz, 2001).
Collin-Vézina and Hébert (2005), using a
French translation of the CITES-R PTSD
scales, reported good internal consistency for
the total PTSD score (alpha = .81), and found
that history of sexual abuse increased the odds
of CITES-R-based PTSD diagnoses fourfold.
They also found that sexual penetration was
associated with higher PTSD scores.

Wolfe and Birt (2005a) conducted a psycho-
metric analysis of the CITES-R with a sample
of sexual abuse victims, clinic-referred youth
without a sexual abuse history, and community
controls without a history of maltreatment or
mental health problems. A principal compo-
nent analysis of the CITES-R supported the ex-
isting factor structure. Alpha values for the
PTSD scales follow: Reexperiencing (12 items;
.88); Sexual Anxiety (.84); Avoidance (18
items, .78); and Hyperarousal (13 items; .63).
Sexual abuse victims reported more total PTSD
symptoms than did the comparison samples,
with the Reexperiencing, Sexual Anxiety, and
Avoidance scales also discriminating among the

groups. The CITES-R covers all the DSM-IV-
TR diagnostic criteria; thus, diagnostic status
can be calculated for the symptom criteria.
Wolfe and Birt found higher rates of PTSD for
sexual abuse victims using the CITES-R com-
pared to both clinic-referred and community
youth. Depending on the level of symptoms re-
quired for a diagnosis, 55% of CSA victims
met the low PTSD criterion (sufficient symp-
toms endorsed, each at least rated as Somewhat
or sometimes true), and 24% met the high
PTSD criterion (sufficient symptoms endorsed,
all rates as Very or often true).

Thus far, my colleagues and I have created
two CITES-II databases, a clinical trauma sam-
ple (n = 60) and a representative sample of high
school girls (n = 151). For the clinical trauma
sample, Cronbach alpha values for the scales
are Reexperiencing (.87); Avoidance, (.76); and
Hyperarousal (.89). For the high school girls
sample, alpha values are Reexperiencing (.86);
Avoidance (.91); and Hyperarousal (.90). In
addition to including all symptom criteria for a
DSM-IV-TR PTSD diagnosis, the CITES-II
PTSD items are followed by three items de-
signed to assess perceived functional impair-
ment of relationships with family and friends,
and school performance.

The CITES-II—Parent Report version
(CITES-II-PR; Wolfe, 2000) comprises the
CITES-II PTSD and Social Reactions items.
The CITES-PR has 24 PTSD items, 6 Social
Support items, and 8 Negative Reactions items.
Based on a sample of children and adolescents
referred to a trauma-focused mental health
clinic (n = 122), internal consistency alpha val-
ues were .91, .80, and .81, respectively. Based
on 52 individuals administered both the
CITES-II and the CITES-PR, the total PTSD
scores correlated significantly (r = .47). As ex-
pected, parent-reported PTSD symptoms corre-
lated significantly with the Negative Reactions
(r = .30) scale. Unexpectedly, parent-reported
PTSD symptoms also correlated positively with
the Social Support scale (r = .28). Perhaps chil-
dren who experience PTSD subsequent to neg-
ative life events are more likely to provide and
to recall social support given to themselves and
to others.

The Child Behavior Checklist (CBCL;
Achenbach & Rescorla, 2001) is a commonly
used parent report questionnaire that assesses
a broad spectrum of child adjustment prob-
lems. Although the CBCL was not designed
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to assess PTSD, many of the items reflect
PTSD symptoms. In an effort to document
PTSD symptoms via parent report, Wolfe and
colleagues (1989) selected 20 CBCL items
that matched PTSD diagnostic criteria.
Compared to the standardization sample,
parents of sexually abused children endorsed
PTSD items five times more frequently. Wolfe
and Birt (1997) compared individual CBCL
items across three samples: sexually abused,
clinic-referred (but not sexually abused), and
the CBCL standardization sample. Nineteen
of the 20 items were more common in the
sexually abused sample compared to the stan-
dardization group, and 11 of the 20 items
differentiated between the sexually abused
and the clinic-referred groups. Ruggiero and
colleagues (2000) investigated the psychomet-
ric properties of the 20 CBCL PTSD items.
The CBCL PTSD scale significantly discrimi-
nated between PTSD and no PTSD sexual
abuse cases. CBCL PTSD scale scores were
higher among sexually abused victims com-
pared to a general school sample but did not
differentiate between the sexual abuse sample
and outpatient psychiatric controls. Fourteen
items either correlated significantly with the
number of PTSD symptoms reported during
diagnostic interviews or significantly differen-
tiated between sexually abused victims who
either met or did not meet PTSD diagnostic
criteria. Wolfe and Birt (2005a) modified the
CBCL PTSD scale to include the 14 items
identified by Ruggiero and colleagues. Thus,
the CBCL PTSD scale now comprises the fol-
lowing items: Argues a lot, difficulty concen-
trating, obsessive thoughts, clings to adults,
too guilty, secretive, moody, unhappy, with-
drawn, fears doing something bad, feels per-
secuted, nervous, nightmares, and too fearful.
Based on a mixed sample of sexual abuse vic-
tims, agency referred youth, and community
controls, Cronbach’s alpha value for the 14
items was .86. For the sexual abuse sample,
the correlation between the CITES-R PTSD
scale and the CBCL PTSD scale was .28 (p <
.001). To examine the discriminative validity
of the PTSD CBCL scale, the CITES-R was
used to determine PTSD status for the sexual
abuse sample. For the sexual abuse sample,
CBCL PTSD scores were higher among those
with PTSD compared to those who scored
low on PTSD symptoms. Furthermore, CBCL
PTSD scores among sexual abuse victims

were predicted by factors that tend to predict
PTSD via other assessment strategies, includ-
ing having experienced physical abuse in ad-
dition to the sexual abuse, and reports of ex-
treme peritraumatic reactions at the time of
the sexual abuse.

Assessing Dissociation

Current assessment strategies for childhood
dissociation are limited (Silberg, 2000). Re-
gardless of age, dissociative symptoms are very
difficult to identify through typical psychologi-
cal assessment strategies, because dissociated
individuals are required to self-report on phe-
nomena that affect their own continuity of con-
sciousness, thus impairing their capacities for
self-awareness and self-monitoring. In addition
to these general difficulties, the assessment of
dissociation in childhood is further com-
plicated by several factors (Friedrich, 2002;
McElroy, 1992; Ogata, Silk, & Goodrich,
1990; Putnam, 1997): (1) Relative to adults,
children have a limited capacity to report on
behavioral, cognitive, and emotional states; (2)
relative to adults, they have a poorer sense of
continuity in their experience, behavior, and
the flow of time; (3) child dissociation presents
subtly in childhood relative to adulthood, per-
haps due to its diagnostically confounded na-
ture with normative childhood dissociative ex-
periences and other childhood disorders (such
as oppositional problems, PTSD, MDD, or
schizophrenia); and (4) given that one’s sense of
self and identity are not formed until late ado-
lescence, dissociative disorders that are more
directly related to identity and self (e.g., disso-
ciative identity disorder [DID]) may manifest
only subtly and progressively during later
childhood and adolescence.

Parent/Caregiver Report

The Child Dissociation Checklist (CDC;
Putnam, 1990; Sidran Traumatic Foundation,
2000b) was developed for use with children
and adolescents ages 5–14. Parents report dis-
sociative symptoms displayed by their child
over the past 12 months, with the response op-
tions Very true, Somewhat or sometimes true,
and Not true. Several dissociative symptoms
are assessed, including imaginary friends,
different identities, moodiness, forgetfulness,
thought absorption, and “spaciness.” Based on
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an initial psychometric evaluation of the CDC,
the 20-item scale yielded one score, with a
Cronbach’s alpha of .91 (Putnam, Helmers, &
Trickett, 1993), and a 1-year test–retest reli-
ability of .84 for sexually abused children and
.79 for controls. The CDC total score discrimi-
nates between maltreated and nonmaltreated
children, and between children with DID and
those with other dissociative disorders and nor-
mal controls (Macfie et al., 2001; Putnam et
al., 1993). Collin-Vézina and Hébert (2005)
found that a history of sexual abuse increased
eightfold the odds of pathological levels of dis-
sociation on the CDC. As well, higher scores
have been associated with more extensive
abuse history (Putnam & Peterson, 1994).
Norms are available based on modest samples
for sexually abused, dissociative, and commu-
nity youth ages 6–14 years. High CDC total
scores have been linked with younger age, fam-
ily dysfunction, and hypnotizability (Ohan et
al., 2002).

Because of the breadth of the symptoms in-
cluded on the CDC, clinical interpretation of
the total CDC score can to be difficult. Six con-
ceptually defined domains have been identified
(Feindler, Rathus, & Silver, 2003; Putnam &
Peterson, 1994): Dissociative Amnesia, Rapid
Shifts in Demeanor and Abilities, Spontaneous
Trance States, Hallucinations, Identity Alter-
ations, and Aggressive or Sexualized Behavior.
Psychometric properties and norms for the in-
dividual scales are not available. To aid in the
clinical interpretation of the CDC, Zayed and
colleagues (2006) conducted a series of psycho-
metric analyses to examine scale content and
structure. Based on group comparisons (sexu-
ally abused, clinic-referred/nonabused, and
community control boys and girls) and a prin-
cipal component analysis, the scale content was
reduced to 14 items that produced three scales:
Forgetful/Confused (Cronbach’s alpha = .67;
e.g., Child is unusually forgetful or confused
about things that he or she should know), Ab-
sorption/Fantasy Proneness ( alpha = .74; e.g.,
Child has vivid imaginary companion or com-
panions; child may insist that the imaginary
companion is responsible for things that he or
she has done), and Identity/Self-Disturbance
(Cronbach’s alpha = .79; e.g., Child refers to
him- or herself in the third person when talking
about self, or at time insists on being called by
a different name). Group comparisons revealed
that all three scales differentiate between sex-

ual abuse victims and community controls, but
not between sexual abuse victims and other
agency-referred youth.

Self-Report of Dissociation

MEASURES SUITABLE FOR CHILDREN

The Child Dissociation Checklist—Child
(CDC-C; Wolfe & Birt, 2002) was developed
as a self-report version of the CDC, with lan-
guage appropriate for children as young as 8
years. Zayed and colleagues (2006) conducted
a series of psychometric analyses that resulted
in a 17-item version that yields three scales:
Forgetful/Confused (Cronbach’s alpha = .67),
Spaciness/Daydreaming/Fantasy (Cronbach’s
alpha = .74), and Identity/Self (Cronbach’s al-
pha = .79). The Identify/Self scale was psycho-
metrically sound only for the adolescent sam-
ple, suggesting that these personality
dimensions are less well formulated or less of-
ten self-identified by children. As with the par-
ent report version, although the scales differen-
tiated between sexually abused and the
community comparison samples, the sexually
abused group did not differ from other agency-
referred youth.

The Children’s Perceptual Alteration Scale
(CPAS; Evers-Szostak, 2002; Evers-Szostak &
Sanders, 1992), drawn from the adult self-
report Perceptual Alteration Scale (Sanders,
1986), is another self-report scale for children
ages 8–12 years. Although the scale yields one
total score, the items reflect six aspects of dis-
sociation: Automatic Experiences, Imaginary
Playmates, Amnesia, Loss of Time, Heightened
Monitoring, and Loss of Control over Behav-
iors and Emotions. Internal consistency was re-
ported to be good for a clinical sample but
moderate for a nonclinical sample (Ohan et al.,
2002). Rhue, Lynn, and Sandberg (1995) com-
pared CPAS results for sexually abused, physi-
cally abused, and nonabused children. Al-
though the total score distinguished between
physically abused and nonabused children, it
did not identify sexual abuse victims. The scale
differentiated between children with and with-
out mental health problems, and also corre-
lated positively with measures of fantasy and
imagination. Ohan and colleagues (2002)
noted that some of the CPAS items are general
and not specific to dissociation (e.g., I am hun-
gry; I cannot sit still; I don’t like going to
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school), and recommended caution in inter-
preting individual items.

MEASURES SUITABLE FOR ADOLESCENTS

The Adolescent Dissociative Experiences Scale
(A-DES; Armstrong, Putnam, Carlson, Libero,
& Smith, 1997; Sidran Traumatic Stress Foun-
dation, 2002a; Smith & Carlson, 1996) is an
adolescent version (ages 11–21 years) of the
adult Dissociative Experiences Scale (DES;
Bernstein & Putnam, 1986; Van IJzendoorn &
Schuengel, 1996). The 28-item A-DES yields a
total score, as well as four conceptually derived
subscale scores: Dissociative Amnesia, Absorp-
tion and Imaginative Involvement, Passive In-
fluence, and Depersonalization/Derealization.
However, a principal component analysis with
a community sample failed to support a four-
factor structure (Farrington, Waller, Smerden,
& Faupel, 2001). Internal consistency for the
total score was .91, and the subscale alpha val-
ues ranged from .64 to .83. Test–retest reliabil-
ity at a 2-week interval was .77. Norms are
available based on a diverse but modest-size
sample (Ohan et al., 2002), and a French Cana-
dian version is available. The A-DES discrimi-
nates between clinically referred traumatized
youth, including samples of physically and sex-
ually abused youth, and nontraumatized youth
(Armstrong et al., 1997; Farrington et al.,
2001; Svedin, Nilsson, & Lindell, 2004). As
well, the A-DES has good sensitivity (80%) and
specificity (74%) in detecting dissociative dis-
orders with both clinic-referred and nonclinical
samples. Interestingly, Prohl, Resch, Parzer,
and Brunner (2001) found that A-DES scores
correlated with declarative memory scores.

Direct Observation for Preschool-Age Children

The Attachment Story Completion Task
(ASCT; Bretherton, Ridgeway, & Cassidy,
1990) was designed to elicit responses reflect-
ing the attachment relationship between child
and parent. Children are told the beginning of
stories, with the aid of dolls and props, and are
asked to complete the story. Five story-stems
are used: (1) parent as an authority figure
(story depicts a child that spilled his or her
juice); (2) parent as comforter (child falls off a
rock and hurts his or her knee); (3) parent as
protector (child calls for parents at night think-
ing he or she has seen a monster); (4) separa-
tion of the child from his or her parents (par-

ents leave for a trip, leaving the children with
their grandmother); and (5) the reunion (child
and parents reunite the next day). The ASCT
takes about 25 minutes to administer and is
videotaped for later coding. Macfie and col-
leagues (2001) developed 15 codes within six
domains designed to capture dissociation in
children’s narrative story-stem completions.
The six domains include Disruptions in Mem-
ory, Disruptions in Perception, Disruptions in
Identity, Inconsistent Parents, Difficulty with
Loss, and Controllingness. Kappas ranged
from .65 to 1.00, with a mean kappa of .86.
Twelve of the 15 codes correlated significantly
with the CDC total score, and were used to
form a total narrative dissociation score. With
a sample of 79 preschool children (ages 3–5),
narrative dissociation correlated significantly
with the parent-completed CDC (r = .68) and
with a CBCL Dissociation scale (r = .46)
(Ogawa et al., 1997). Cronbach’s alpha was
.79. As evidence of discriminant validity, and to
address concerns that measures of dissociation
simply assess proneness toward behavior prob-
lems, the narrative dissociation scores corre-
lated significantly more strongly with the CDC
than with the majority of the CBCL scales. As
well, physically and sexually maltreated chil-
dren demonstrated more dissociation than did
the nonmaltreated group. Maltreated and com-
munity control children were tested twice, with
a 1-year interval. Whereas sexually and physi-
cally abused children showed an increase in
dissociative behaviors over time, neglected and
nonmaltreated children showed no changes.

Assessing Sexual Problems in Children

Sexual behavior is generally private and not
readily reported by children. Thus, assessment
of children’s sexual behavior has typically re-
lied on parent report (Kendall-Tackett et al.,
1993). However, as children grow older, par-
ents know less about their children’s sexual be-
haviors. Thus, parent reports of children’s sex-
ual behaviors typically yields the most accurate
information, whereas adolescent reports are
more reliable and valid.

The Child Sexual Behavior Inventory (CSBI;
Friedrich, 1997), a 38-item, parent report mea-
sure, is designed to assess child sexual behav-
iors such as self-stimulation, sexual aggression,
gender role discrepancies, and personal bound-
ary violations. The CSBI, appropriate for chil-
dren ages 2–12 years, is rated on a 4-point scale
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for the previous 6-month period. In addition to
a total CSBI score, two other scale scores are
provided: Development-Related Sexual Behav-
ior and Sexual Abuse Specific Items (Feindler et
al., 2003). Norms for age and gender are pro-
vided, and the CSBI is available in French,
Spanish, German, and Swedish, in addition to
English. Internal consistencies for the total
score ranged from .82 for a nonclinical sample
and .93 for a clinical sample. Test–retest reli-
ability was .85 for both 1-month and 3-month
intervals. In the normative sample, young chil-
dren were rated as displaying more sexual be-
haviors than older children (Friedrich et al.,
1992). In fact, less sexual behavior is typically
reported for each year after age 5 (Friedrich,
1997). Another study found that 26 of the 35
items were endorsed significantly more often
for sexually abused children than for the nor-
mative sample (Friedrich et al., 1992). The
CSBI discriminates between sexually abused
and nonabused children more reliably than the
CBCL Sexual Problems scale and is more
strongly related to sexual abuse characteristics
(including type of abuse, number of perpetra-
tors, and use of force).

The Adolescent Clinical Sexual Behavior In-
ventory (ACSBI; Friedrich et al., 2004) was de-
signed for clinical use to assess sexual risk
taking, nonconforming sexual behaviors, sex-
ual interest, and sexual avoidance/discomfort.
Items were created to assess high-risk behav-
iors pertinent to adolescent physical and men-
tal health concerns such as early-onset sexual
behavior, unprotected intercourse, sexual vic-
timization, multiple partners, running away
from home, heightened sexual interest, sexual
avoidance, fear or discomfort around the op-
posite sex, sexual aggression, and prostitution
(Friedrich et al., 2004). The 45-item checklist
has three response options (Not true, Some-
what true, and Very true) with consideration of
the previous 12 months. A parent report ver-
sion (ACSBI-P) that mirrors the adolescent self-
report version (ACSBI-S) was also developed.
Based on principal component analyses, the
ACSBI yields five scores: Divergent Sexual In-
terest (5 items; alpha = .65; e.g., owns pornog-
raphy); Sexual Knowledge/Interest (10 items;
alpha = .84; e.g., is very interested in the oppo-
site sex); Sexual Risk/ Misuse (10 items; alpha
= .77; e.g., gets used sexually by others); Con-
cerns about Appearance (4 items; alpha = .68;
e.g., is unhappy with looks); and Fear/Discom-
fort (5 items; alpha = .45; e.g., has no friends of

the opposite sex). The ACSBI-P also yields the
same five scores with some variation in item
content: Divergent Sexual Interest (9 items; al-
pha = .81; e.g., has been accused of sexually
abusing another person); Sexual Knowledge/
Interest (13 items; alpha = .76; e.g., flirts with
other teens or adults); Sexual Risk/Misuse (8
items; alpha = .79; e.g., has unprotected sex);
Concerns about Appearance (4 items; alpha =
.65; e.g., is concerned about looking just right);
and Fear (7 items; alpha = .39; e.g., does not
like to shower or bathe). Internal consistencies
were .86 for the self-report total score and .84
for the parent total score. One-week test–retest
reliability for the ACSBI-S with a sample of ad-
olescent inpatients was .74. The parent and
self-report versions of the ACSBI correlated .50
for the total scores. Both versions significantly
correlated with the Adolescent Sexual Con-
cerns Questionnaire (Hussey & Singer, 1993)
and the TSCC Sexual Concerns scales (Briere,
1996). With some slight variations in predic-
tion patterns across the five scales, both the
parent- and self-report versions were linked
with histories of physical and sexual abuse,
family problems, and negative life events.

BEST PRACTICES FOR ASSESSING
SEXUALLY ABUSED YOUTH

Reason for Referral

The first consideration when assessing CSA
victims is to determine the purpose of the as-
sessment and the questions to be asked. In
many cases, CSA victims are referred to iden-
tify how the abuse affected them and to pro-
vide direction for the types of interventions
needed to help them recover. This typically oc-
curs in the context of mental health services,
but it can also occur in the context of legal pro-
ceedings, such as child welfare matters, custody
and access disputes, civil litigation, and victim
compensation applications. In most cases, ad-
justment problems have instigated the referral,
but in some cases, caregivers and social work-
ers want a “checkup” to determine the impact
of the abuse and explore ways to prevent future
adjustment problems. In some cases, youth are
referred for assessment because of other prob-
lems, such as conduct problems or intentional
self-harm. Because of the child’s CSA history,
questions arise as to whether the abuse contrib-
uted to the development or exacerbation of the
problem. Thus, assessments for CSA may focus
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specifically on the effects of the abuse or be
part of a broader assessment that addresses a
number of adjustment concerns.

Even if the original assessment was not in-
tended for legal purposes, assessment reports
are often requested or subpoenaed for such
proceedings. Prior to initiating an assessment,
all parties should be informed of limits of con-
fidentiality, particularly the possibility that the
report might be subpoenaed by a judge. Other
limits of confidentiality, including report of the
abuse, should also be reviewed. Issues relevant
to legal proceedings should be considered. For
instance, if new details about maltreatment
were reported by the youth during the course
of the assessment, then care should be taken to
document both the context of the disclosure
and the youth’s verbatim statements, and sub-
sequent reports to CPS. This is important to
avoid potential allegations that the disclosures
were in some way “led” by assessment ques-
tions, misinterpreted by the assessor, or in some
way mishandled in terms of child protection
mandates. Care should also be taken to docu-
ment all sources of information, and to in-
terpret assessment information in line with
knowledge of CSA-related research.

Start with Standard Good Assessment Strategies

Psychological assessment of children and youth
require some basic components. Positive rap-
port is essential to all assessments, but is partic-
ularly important for CSA victims and their
families. Families who have undergone CPS
and justice system investigations are often wary
of mental health services, and children may
fear yet another interview about the abuse. Ex-
ploration of child and family concerns, and
their goals at the outset of the assessment, may
be helpful, and assessors should take time to
explain the assessment process and how assess-
ment information is used to assist with plan-
ning services. To understand the impact of CSA
on children, it is best to assess the “whole
child,” not just the sexual abuse; that is, take
time to learn about the children’s interests,
strengths, friends, and family. Although much
of the focus of assessment is on mental health
problems, the goals of mental health interven-
tions include positive adjustment and personal
growth. Knowing the child’s strengths and in-
terests identifies areas on which to build resil-
ience and competence, and helps the child and
family feel hopeful and balanced about mental

health services. This chapter has focused on
CSA-specific types of information. However,
other basic information is required, including
child developmental history, academic adjust-
ment, and family and social relationships. Past
efforts toward resolving problems should be
explored, both within the family and through
mental health services, including methods that
have been successful and unsuccessful, and per-
ceptions of the reasons behind these outcomes.

Build an Assessment Protocol

Individual assessors tend to establish preferred
assessment methods and strategies. The pur-
pose of this chapter is not to recommend spe-
cific assessment tools, but to provide informa-
tion about the assessment methods available
for establishing an assessment protocol. Given
the breadth and complexity of issues inherent
in assessing CSA victims, an assessment ap-
proach is recommended that is multi-gating,
multivariate, multi-informant, and multi-
method. Multi-gating refers to using broad-
band assessment tools to guide more specific
areas of inquiry. Broad-band assessments in-
clude interviews, questionnaires, and personal-
ity measures that span multiple factors. For in-
stance, the CBCL (Achenbach & Rescorla,
2001) provides an excellent overview of both
child competencies and behavioral and emo-
tional problems. As well, diagnostic interviews,
such as the Diagnostic Interview for Children
and Adolescents–IV (Reich, Welner, &
Herjanic; 1997) and the Diagnostic Interview
Schedule for Children (Shaffer et al., 1996),
provide a thorough investigation of common
mental health problems. Available computer-
administered versions of these interviews for
parent and adolescent completion enhance fea-
sibility within clinical settings. Once specific
mental health issues are identified from these
broad-band assessments, more narrow-band
evaluations can be conducted. That said, these
broad-band assessment tools are often not sen-
sitive to some of the specific effects of CSA.
Thus, it is recommended that for identifying
symptoms and for diagnostic purposes, broad-
band assessment tools be supplemented with
measures that independently assess PTSD and
sexual problems.

The multivariate aspects of assessment pro-
tocols refer to four domains: (1) background,
(2) symptoms, (3) psychological processes, and
(4) family and other social supports and stress-

728 PART VI. CHILDREN AT RISK



ors. By assessing these four domains, the child’s
problems may be conceptualized in terms of
antecedents and consequences of the maltreat-
ment and adversity, and identified child and
family factors may serve as objectives and goals
for interventions. The multi-informant and
multi-method aspects of an assessment proto-
col provide a layered strategy for ensuring a
thorough evaluation and guard against biases
stemming from different informants or meth-
ods. Assessment strategies should include the
child and the child’s primary caregivers, and
when possible and relevant, information from
social workers, therapists, and teachers. For
background information, it is often helpful to
gather information from multiple sources
(charts, CPS workers, parents, and sometimes
the children themselves), because it is unlikely
that any single source presents a full account of
all relevant information. As well, inconsisten-
cies from different sources are not uncommon
and may call for clarification. Whenever CPS is
involved in a case, it is often helpful to invite
the primary worker to participate in the assess-
ment process. CPS workers can clarify custo-
dial status and the provisions of supervisory or-
ders, and provide information about past and
ongoing child welfare concerns, often with de-
tail that is not readily available from CPS re-
ports, which may not reflect the most recent
events relevant to the case.

Although parents generally provide a good
assessment of externalizing types of problems,
parents with mental health problems some-
times overreport child problems and may
underreport symptoms in other circumstances
(e.g., during custody and access or child wel-
fare proceedings (Friedrich, 2002; Sourander et
al., 2006). Teacher reports can provide an un-
biased alternative assessment of adjustment
problems and provide additional information
about the child’s academic and social adjust-
ment. For sexual problems, parents are typi-
cally the best informants for sexualized behav-
iors of children (who often deny anything
sexual), but adolescents are typically the better
informants for themselves, because parents are
often unaware of their sexual activities, and ad-
olescents are less hesitant than children to re-
port sexual issues. PTSD symptoms are best re-
ported by the child or adolescent, because
many symptoms are cognitive in nature. How-
ever, some youth may wish to avoid having
their PTSD symptoms detected (as part of the
avoidance aspect of PTSD); thus, parental re-

ports provide an alternative source of informa-
tion, particularly about the more observable
aspects of PTSD. Likewise, youth tend to be the
best informants of other internalizing symp-
toms, but some children may under- or over-
report their symptoms (Friedrich, 2002).
Varying assessment methods can help to ensure
that information drawn from children is
consistent and reliable. Whereas self-report
measures are very helpful, supplementing the
assessment protocol with projective and ob-
servational tools may provide checks against
method biases.

Assessing PTSD and Event-Related Issues
with CSA Victims

One of the three symptoms domains of PTSD is
avoidance, and avoidance of thoughts and con-
versations related to an identified trauma is a
commonly endorsed symptom within that do-
main (Wolfe & Birt, 2005a). Thus, it is impor-
tant to establish rapport before delving into
these sensitive issues. As well, it is often helpful
in the beginning to schedule assessment tasks
with less sensitive measures (e.g., ways of cop-
ing) before moving to more sensitive measures
(abuse-related PTSD). Open-ended questions
about CSA-related issues typically do not yield
detailed responses, because youth are often re-
luctant to discuss CSA, and they generally do
not have a framework to conceptualize their
behavioral and emotional thoughts, feelings,
and symptoms in relationship to their abuse ex-
periences. Therefore, abuse-specific question-
naires can be very helpful. The CITES-II asks
respondents to remember their abuse experi-
ences (but they are not asked to retell what
happened) and to answer the questions with
that set of events in mind. Children and adoles-
cents appear to tolerate the questions well,
though because of the different sections, com-
pletion of the full CITES-II sometimes takes
more than one session. Because the CITES-II
identifies the specific trauma and includes
items that cover all DSM-IV-TR PTSD diagnos-
tic criteria, the diagnostic process is facilitated
(a diagnostic algorithm is provided). Detailed
information about abuse-related attribution,
social reactions, and coping is relevant to inter-
vention. In some cases, children may not have
fully disclosed their abuse, may have recanted
their allegations, or the suspected abuse has not
yet been disclosed. Questionnaires such as the
TSCC (Briere, 2006a) can help to identify
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trauma-related symptoms, because a designa-
tion of a specific event is not required. The
TSCC also provides a broad overview of addi-
tional symptoms often associated with CSA
and other traumatic events, and may serve as a
screening tool for more in-depth assessments.

Assessment throughout the Intervention Process

Like the assessment process, interventions for
CSA victims tend to be multidimensional, to
address multiple problems, and often require
long-term involvement (see Wolfe [2006] for an
overview of interventions with CSA victims).
Assessment information is essential in develop-
ing an effective treatment and intervention
plan, and can help the clinician triage and pri-
oritize treatment objectives. Once a treatment
plan is in place, it is important to monitor
progress of specific objectives on an ongoing
basis, through tailored methods such as parent
or child daily monitoring of symptoms and cli-
nician sessional ratings of progress toward
goals. Once a specific set of goals is met, new
goals and objectives may be set and monitored,
with a continuation of the process until the
child’s mental health difficulties are addressed
in full. For example, for a sexually abused child
with sexual behavior problems, a treatment
priority might be decreasing inappropriate sex-
ual behaviors with other children. Multiple ses-
sions are required to address those problems,
and tailored monitoring strategies may be put
in place until the sexualized problems are
under control. At that point, other problems
may be considered as a second stage of inter-
vention, such as addressing the child’s PTSD
symptoms, which also may be monitored until
symptoms are resolved.

SUMMARY AND CONCLUSIONS

This chapter provides an overview of issues re-
lated to CSA, including epidemiological find-
ings, situational correlates of sexual abuse, and
the impact of sexual abuse on victims. The
findings reviewed provide a framework for as-
sessing sexually abused children for both clini-
cal and research purposes. The research indi-
cates that sexual abuse is a serious negative life
event that has great potential to set in motion a
lifetime of adjustment problems. A number of
mental health problems are clearly linked with
sexual abuse, including PTSD, dissociation, de-

pression, sexuality problems, and risk for sub-
sequent revictimization. Additional problems
are likely not only influenced by the sexual
abuse experience but also linked with the emo-
tional, familial, and social contexts associated
with sexual abuse. For example, eating dis-
orders and intentional self-harm appear to be
disproportionately represented among sexual
abuse victims, but the link with these disorders
is the negative emotional states and dysphoria
associated with the abuse. As well, behavioral
and conduct problems have links with the sex-
ual abuse, but the links are likely through
depression and PTSD symptoms such as
hyperarousal, as well as a dysfunctional family
and social contexts that often accompany sex-
ual abuse.

There are clearly great individual differences
in risk for developing mental problems subse-
quent to sexual victimization. Understanding
the effects of sexual abuse requires consider-
ation of many layers of contributing factors
that are interrelated in complex ways. Sexual
abuse itself constitutes a heterogeneous set of
circumstances, including different acts, perpe-
trators, types of coercion, and frequencies and
durations. Although these factors are related to
sexual abuse sequelae, research suggests that
children’s perceptions of abuse severity have
much more to do with subsequent impact than
specific abuse factors. Furthermore, children’s
perceptions of abuse severity do not necessarily
correspond to the severity dimensions typically
assessed by researchers (i.e., abusive acts, coer-
cion, relationship to perpetrator). This suggests
that either researchers have not yet found a
way to define abuse severity that reflects chil-
dren’s experiences, or that individual differ-
ences in the ways children experience negative
life events such as sexual abuse have much to
do with the child’s resilience. It is possible that
children’s perceptions of their sexual abuse are
influenced by factors other than the abuse it-
self, such as postdisclosure stressors related to
family reactions, involvement with CPS and the
legal system, and the experience of other forms
of maltreatment and subsequent sexual victim-
ization. It is also possible that children’s ways
of coping with sexual abuse reflect premorbid
coping tendencies; that is, well-adjusted chil-
dren who have good coping skills and good
family support may cope more effectively at the
time of the abuse, perceive less threat and help-
lessness, act in effective ways to minimize the
probability of further abuse or negative impact,
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and subsequently experience fewer negative
mental health outcomes. But children with
poor self-esteem, who rely on avoidant, inter-
nalizing, or externalizing forms of coping and
have distant, nonsupportive familial relation-
ships may react at the time of the sexual abuse
with great horror and helplessness, may fail to
disclose their abuse, and may therefore experi-
ence repeated episodes of abuse. Further longi-
tudinal research is needed with large represen-
tative samples to investigate how premorbid
adjustment and coping factors affect the im-
pact of sexual abuse. The good news on this
front is the success of several large-scale re-
search projects that have assessed both mental
health and histories of negative life events, in-
cluding sexual abuse, thus providing method-
ological templates for future prospective longi-
tudinal studies. These findings have important
implications for developing prevention pro-
grams that promote healthy coping when chil-
dren face serious, negative life events, including
but not limited to sexual abuse.

Over the past decade, the field has been en-
hanced by the development and refinement of a
number of tools to assess CSA victims. In par-
ticular, we now have a number of tools that as-
sess PTSD, dissociation, and sexuality prob-
lems at different developmental points. As well,
numerous tools that are now available assess
both details about sexual abuse and details of
other childhood maltreatment, adversities, and
family-related problems. Our tool kit now also
includes measures that assess children’s percep-
tions and attributions about their abuse and
their family situation. Clinically, these tools
may be used as part of a more comprehensive
assessment of victim adjustment that is multi-
gating, multitrait, multimethod, multi-inform-
ant, ensuring that all appropriate symptoms
are assessed, that results do not just reflect
method variance, and that the perspectives of
multiple people involved in a child’s life are
considered.
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Eating Disorders
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Carol B. Peterson

Eating disorders are psychiatric disturbances
involving abnormal eating behaviors, mal-

adaptive efforts to control shape and weight,
and disturbances in perceived body shape.
Three eating disorder syndromes are recog-
nized in the literature: anorexia nervosa, bul-
imia nervosa, and binge-eating disorder. These
eating disorders commonly emerge during ado-
lescence and can result in severe subjective dis-
tress, functional impairment, morbidity, and
mortality.

We first define these eating disorders, with
a focus on diagnostic criteria, associated clini-
cal features, descriptive epidemiology, psychi-
atric comorbidity, etiology, and young adult
outcomes. Next, we discuss the assessment
and diagnoses of eating disorders, including
general assessment considerations, critical as-
sessment domains, and methods for selecting
measurement instruments and integrating as-
sessment data. Finally, we review question-
naire measures and diagnostic interviews that
we believe are most feasible and ecologically
useful in most assessment and clinical set-
tings, as well as those supported by reliability
and validity data.

DEFINITIONS OF THE DISORDERS

Anorexia Nervosa

Diagnostic Criteria

The diagnostic criteria for anorexia nervosa in-
clude extreme emaciation (less than 85% of ex-
pected weight for height and age), intense fear
of gaining weight or becoming fat despite a low
body weight, disturbed perception of weight
and shape, undue influence of weight or shape
on self-evaluation or denial of the seriousness
of the low body weight, and amenorrhea in
postmenarcheal females (American Psychiatric
Association [APA], 1994). Table 16.1 provides
a more detailed operationalization of the diag-
nostic symptoms for anorexia nervosa from the
fourth edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV). A dis-
tinction is made between a restricting type of
anorexia nervosa, in which the person does not
regularly engage in binge eating or purging
(self-induced vomiting or laxative–diuretic
use), and a binge eating–purging type of an-
orexia nervosa, in which the person does en-
gage in these behaviors. This distinction is
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based on the observation that individuals with
the binge–purge type of anorexia nervosa have
elevated personal and family histories of obe-
sity and higher rates of impulsive behaviors, in-
cluding stealing, drug abuse, self-harm, and
mood lability, than individuals with the re-
stricting type of anorexia nervosa (Garner,
Vitousek, & Pike, 1993).

Although the diagnostic criteria for anorexia
nervosa appear straightforward, they can be
challenging to implement (Commission on Ad-
olescent Eating Disorders, 2005). With regard
to criterion A, because children and adoles-
cents are undergoing physical maturation, it
can be difficult to determine whether a particu-
lar individual is actually at or below the 85th
percentile for body weight. The most logical
solution is to use age- and sex-adjusted norms
to determine the weight percentile, but these

can be rather challenging to locate. Compli-
cating matters is the necessity to adjust for
height when considering weight, which is most
typically done by focusing on the body mass in-
dex (BMI = kg/m2). In addition, the weight and
height norms are continuously changing as the
prevalence of overweight and obesity increase
in the general population. With regard to crite-
rion B, younger individuals and those who are
not motivated for treatment may deny that
they fear weight gain, despite engaging in be-
haviors clearly designed to prevent weight gain
and that clearly suggest a fear of gaining
weight. One possible solution to this difficulty
would be to reformulate this diagnostic crite-
rion in terms of typical weight control behav-
iors, so that it would not be necessary to rely
on unobservable cognitions for making diagno-
ses. Criterion D is somewhat controversial, be-
cause several studies have found that individu-
als who meet all of the diagnostic criteria for
anorexia nervosa except amenorrhea do not
differ from those who meet all of the diagnostic
criteria (e.g., Garfinkel et al., 1996). In addi-
tion, the fact that certain forms of birth control
produce seemingly regular menstrual cycles in
those who would not otherwise experience
them, whereas other forms of birth control can
cause functional amenorrhea complicates mat-
ters further. These considerations suggest that
this may be a less useful criterion for anorexia
nervosa.

Associated Clinical Features

There are several common clinical features as-
sociated with anorexia nervosa, including a re-
lentless pursuit of thinness and overvaluation
of body shape that usually result in extreme di-
etary restriction and high levels of physical
activity (Fairburn & Harrison, 2003). Con-
sequent to this state of semistarvation, individ-
uals experience mood disturbances, preoccupa-
tion with food, and ritualistic and stereotyped
eating (Wilson, Becker, & Heffernan, 2003).
Anorexia nervosa is also associated with the
highest rates of suicidal ideation and mortality
of any psychiatric condition (Herzog et al.,
2000; Newman et al., 1996). According to
the clinical literature (Slade, 1982), anorexia
nervosa is also commonly associated with a
need for control and dysfunctional relation-
ships with family members, although it is un-
clear whether this is a cause or consequence of
this eating disorder. Because of the extreme
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TABLE 16.1. DSM-IV-TR Criteria for
Anorexia Nervosa

A. Refusal to maintain body weight at or above a
minimally normal weight for age and height
(e.g., weight loss leading to maintenance of
body weight less than 85% of that expected; or
failure to make expected weight gain during
period of growth, leading to body weight less
than 85% of that expected).

B. Intense fear of gaining weight or becoming fat,
even though underweight.

C. Disturbance in the way one’s body weight or
shape is experienced, undue influence of body
weight or shape on self-evaluation, or denial of
the seriousness of the current low body weight.

D. In postmenarcheal females, amenorrhea, i.e.,
the absence of at least three consecutive men-
strual cycles. (A woman is considered to have
amenorrhea if her periods occur only following
hormone, e.g., estrogen, administration.)

Specify type:

Restricting Type: during the current episode of
Anorexia Nervosa, the person has not regularly
engaged in binge-eating or purging behavior
(i.e., self-induced vomiting or the misuse of
laxatives, diuretics, or enemas)

Binge-Eating/Purging Type: during the current
episode of Anorexia Nervosa, the person has
regularly engaged in binge-eating or purging
behavior (i.e., self-induced vomiting or the
misuse of laxatives, diuretics, or enemas)

Note. From American Psychiatric Association (2000).
Copyright 2000 by the American Psychiatric Association.
Reprinted by permission.



pursuit of thinness that characterizes individu-
als with anorexia nervosa, the eating disorder
is often perceived as a personal accomplish-
ment rather than a psychiatric disorder in need
of treatment. Thus, individuals with anorexia
nervosa are often brought to treatment by con-
cerned family members or friends and are typi-
cally very resistant to treatment, which invari-
ably involves weight restoration.

Common physical presenting symptoms in-
clude yellowish skin (due to hypercaroten-
emia), lanugo (fine, downy hair), hypersens-
itivity to cold, hypotension, bradycardia, and
other cardiovascular problems (Wilson et al.,
2003). Purging behaviors may cause enlarge-
ment of salivary glands and erosion of dental
enamel. Most importantly, dehydration and
electrolyte imbalance resulting from chronic
purging may lead to serum potassium depletion
and consequent hypokalemia, which increases
risk of renal failure and cardiac arrhythmia.
Osteopenia may also result from malnutrition
and decreased estrogen secretion.

Epidemiology, Course, and Periodicity

Epidemiological studies that primarily have re-
lied on diagnostic interviews suggest that be-
tween 1.4 and 2.0% of girls and women expe-
rience anorexia nervosa, and that between 0.1
and 0.2% of boys or men experience this con-
dition during their lifetime (Favaro, Ferrara, &
Santonastaso, 2003; Lewinsohn, Hops, Rob-
erts, Seeley, & Andrews, 1993; Lewinsohn,
Striegel-Moore, & Seeley, 2000; Woodside et
al., 2001). Community-recruited samples indi-
cate that the rates of subthreshold or partial-
syndrome anorexia nervosa range between 1.1
and 3.0% for adolescent girls (Lewinsohn et
al., 2000; Stice, Presnell, & Bearman, 2007).
Point prevalence rates range between 0.3 and
0.7% for full-threshold anorexia nervosa and
between 0.0 and 0.4% for subthreshold an-
orexia nervosa among adolescent females, but
the rates for males were too low to detect in ep-
idemiological samples (Commission on Adoles-
cent Eating Disorders, 2005).

Retrospective data suggest two peak periods
of risk for onset of anorexia nervosa: age 14
and age 18 (APA, 1994). The fact that these
two peak periods of risk correspond to the de-
velopmental transitions from grade school to
high school and from high school to post–high
school roles (e.g., going to college or assuming
full-time jobs) suggests that developmental

stressors may precipitate onset of this condi-
tion among at-risk individuals. In addition, the
fact that eating disorders more broadly tend to
emerge after pubertal development suggests
that there may be something about physical
maturation of secondary sexual characteristics
or concomitant increases in the female gender
role internalization that increases risk for eat-
ing pathology, though the precise mechanisms
that underlie this effect are unclear.

The course and outcome of this condition
are highly variable (Wilson et al., 2003). Some
afflicted individuals stage a complete and last-
ing recovery after only one episode of anorexia
nervosa. Other individuals oscillate between
marked weight loss and hospitalization, and
periods of restoration of normal weight. Still
others show weight restoration but experience
bulimia nervosa or some other eating disorder
not otherwise specified (ED NOS). Finally, a
sizable proportion of afflicted individuals never
recover from this eating disorder.

Although much attention has focused on
ethnic differences in eating disorders, to date
there is little evidence of ethnic differences in
the rates of eating disorder symptoms and only
limited evidence of ethnic differences in risk
factors for eating disorders (Shaw, Ramirez,
Trost, Randall, & Stice, 2004; Striegel-Moore,
Wilfley, Pike, Dohm, & Fairburn, 2000). The
one consistent ethnic difference that has
emerged is that African Americans report less
body dissatisfaction than their European
American counterparts (Smolak & Striegel-
Moore, 2001).

Psychiatric Comorbidity

Very few studies have examined the rates of
comorbid psychiatric disorders among children
and adolescents with anorexia nervosa relative
to those without this eating disorder. In addi-
tion, virtually nothing is known about comor-
bidity in males, because the rates of eating dis-
orders are extremely low. However, one study
that collapsed across the various eating disor-
ders suggested that men with eating disorders
show very similar psychiatric comorbidity to
that of women with eating disorders (Woodside
et al., 2001). Moreover, many studies exam-
ining comorbidity in any age group use
treatment-seeking samples, which are typically
biased toward finding elevated comorbidity
relative to population levels, because each psy-
chiatric condition that an individual has in-
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creases the odds of treatment seeking (Berkson,
1946). Another limitation of our knowledge
base is that many studies have reported lifetime
comorbidity, rather than concurrent comorbid-
ity, and it is not clear that the former really
should be conceptualized as comorbidity. From
a clinical perspective, greater weight should be
given to studies reporting concurrent comor-
bidity because these are the comorbid condi-
tions that should be assessed with the greatest
care among individuals with anorexia nervosa
presenting for assessment or treatment.

Lewinsohn, Hops, Roberts, Seeley and An-
drews (1993), one of the few groups to have
collected psychiatric diagnostic data from a
large cohort of community-recruited adoles-
cents, provided detailed information about the
rates of comorbid conditions among individu-
als with anorexia nervosa (personal communi-
cation with J. Seeley, January 2006). Relative
to the base rates observed in the larger sample
of female adolescents, those with anorexia
nervosa had elevated rates of dysthymia (5 vs.
44%), bipolar disorder (3 vs. 33%), and op-
positional defiant disorder (3 vs. 22%). How-
ever, individuals with anorexia nervosa did not
show elevated rates of bulimia nervosa, major
depression, conduct disorder, attention-deficit/
hyperactivity disorder, substance use disorders,
social phobia, simple phobia, agoraphobia,
posttraumatic stress disorder, panic disorder,
obsessive–compulsive disorder, separation anx-
iety, generalized anxiety disorder, or borderline
personality disorder. Newman and colleagues
(1996), another group that has collected psy-
chiatric diagnostic data from a large cohort of
community-recruited adolescents, also pro-
vided detailed information about the rates of
comorbid conditions in the past year among in-
dividuals with anorexia nervosa (T. Moffitt,
personal communication, October 2001). Rel-
ative to the base rates observed in the larger
sample of female adolescents, those with an-
orexia nervosa had elevated rates of agorapho-
bia (50 vs. 5%), simple phobia (25 vs. 13%),
dysthymia (25 vs. 4%), marijuana dependence
(50 vs. 4%), and antisocial personality disorder
(1 vs. 25%). In comparison to the base rates
observed in the larger sample of female adoles-
cents, those with anorexia nervosa had lower
rates of obsessive–compulsive disorder (0 vs.
7%), social phobia (0 vs. 12%), and alcohol
dependence (0 vs. 5%). It was noteworthy that
the rates of major depression were similar
among the large sample of adolescents relative

to those with anorexia nervosa (21 vs. 25%).
However, these estimates should be interpreted
with care, because there were only four individ-
uals with anorexia nervosa in the past year
from the Newman sample and only nine from
the Lewinsohn sample.

We were able to locate a study on a
community-recruited sample of individuals with
anorexia nervosa that examined the rates of per-
sonality disorders. Although it lacked a weight-
matched control group, there was evidence that
adult females with anorexia nervosa showed ele-
vated rates of narcissistic, dependent, avoidant,
and obsessive–compulsive personality disor-
ders, but did not show particularly elevated rates
of paranoid, schizoid, schizotypal, antisocial,
borderline, or histrionic personality disorders
(Gillberg, Rastam, & Gillberg, 1995).

Although there appear to be no comparable
data from treatment-seeking samples of adoles-
cents with anorexia nervosa, one large study of
adults seeking treatment for anorexia nervosa
likewise suggested that the current rates of sev-
eral disorders were elevated relative to current
prevalence data available from epidemiologi-
cal studies of similar-age participants (e.g.,
Garfinkel et al., 1995). Herzog, Keller, Sacks,
Yeh, and Lavori (1992) found that the rates of
current major depression (37%), obsessive–
compulsive disorder (5%), panic disorder (7%),
and phobic disorder (15%) were substantially
higher than the lifetime prevalence rates ob-
served in epidemiological studies. However,
Herzog and associates found that the rates of al-
cohol and drug use disorders (both were 0% in
this sample) among treatment-seeking adults
were lower than the lifetime prevalence rates ob-
served in epidemiological studies.

Collectively, results suggest that individuals
with anorexia nervosa often show elevated
rates of mood, anxiety, and substance use dis-
orders. However, the inconsistencies across
studies suggest that caution should be used
when interpreting these findings, particularly
because of the low base rate of anorexia
nervosa in the population and the limited data
available from adolescent samples.

Etiology

Although there are numerous theories regard-
ing the etiological processes that promote the
development of anorexia nervosa, almost no
prospective studies have investigated factors
that predict subsequent onset of anorexic pa-
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thology or increases in anorexic symptoms,
and there have been no prospective tests of
multivariate etiological models. Thus, surpris-
ingly little is currently known about the risk
factors for anorexic pathology or how they
work together to promote this pernicious eat-
ing disturbance. Prospective studies are essen-
tial to determining whether a putative risk
factor is a precursor, concomitant, or a conse-
quence of eating pathology.

Theorists have suggested a wide variety of
risk factors for anorexia nervosa, including
norepinephrine abnormalities, serotonergic ab-
normalities, childhood sexual abuse, negative
life events, low self-esteem, perfectionism, need
for control, disturbed family dynamics, inter-
nalization of the thin ideal, dietary restraint,
and mood disturbances (Fairburn & Harrison,
2003; Kaye, Klump, Frank, & Strober, 2000;
Wilson et al., 2003). These findings are largely
based on cross-sectional studies that have com-
pared individuals with and without anorexia
nervosa (Commission on Adolescent Eating
Disorders, 2005). However, because of the
cross-sectional design of most of the studies in
this literature, it is not possible to confirm
whether they temporally preceded the develop-
ment of anorexia nervosa, or whether they
might have been a result of experiencing this
pernicious eating disturbance.

Nonetheless, we were able to locate two pro-
spective studies that examined risk factors for
anorexia nervosa. In one study, which used the
Swedish psychiatric inpatient registry, girls
who were born prematurely (particularly those
who were small for gestational age) and those
born with cephalhematoma (a collection of
blood under the scalp of a newborn) were at el-
evated risk for developing anorexia nervosa
(Cnattingius, Hultman, Dahl, & Sparen,
1999). These particular obstetrical complica-
tions appear to be relatively specific to an-
orexia nervosa, given that they do not predict
onset of schizophrenia or onset of affective or
reactive psychosis (Cnattingius et al., 1999).
The authors suggested that subtle brain injury
at birth might result in feeding difficulties that
increase risk for the onset of anorexia nervosa.
Another possibility is that eating pathology in
the mothers resulted in a premature birth and
small gestational size of the infants because of
malnourishment (Commission on Adolescent
Eating Disorders, 2005). A second prospective
study that tested predictors of subsequent onset
of threshold or subthreshold anorexia nervosa

found that girls with the lowest relative weight
and those with extremely low scores on a di-
etary restraint scale at baseline, when they av-
eraged 13 years of age, were at increased risk
for future onset of anorexic pathology over a 5-
year period (Stice, Presnell, & Bearman, 2007).
In contrast to expectancies, early puberty, per-
ceived pressure to be thin, thin-ideal internal-
ization, body dissatisfaction, depressive symp-
toms, and deficits in parental and peer support
did not predict onset of anorexic pathology;
however, these null findings should be inter-
preted with care because of the low base rate of
this outcome. Unfortunately, we were unable to
locate any additional prospective studies that
focused on predicting onset of anorexic pathol-
ogy or increases in anorexia nervosa symp-
toms: All of the other studies that focused on
this eating disorder collapsed across anorexic
and bulimic pathology (e.g., McKnight Investi-
gators, 2003; Patton, Johnson-Sabine, Wood,
Mann, & Wakeling, 1990; Santonastaso,
Friederici, & Favaro, 1999), rendering it diffi-
cult to determine whether these risk factors are
specific to each of these two eating disorders.

It is probable that genetic factors contribute
to the development of anorexia nervosa, but
twin studies have produced conflicting results,
with heritability estimates ranging from 0 to
70% for anorexia nervosa and from 0 to 83%
for bulimia nervosa (Fairburn, Cowen, & Har-
rison, 1999; Kaye et al., 2000). Other genetic
findings are likewise conflicting. For example,
in one study the concordance rate for mono-
zygotic twins was greater than that for di-
zygotic twins (Treasure & Holland, 1989), but
another observed findings in the opposite di-
rection (Walters & Kendler, 1995). Similarly,
studies that have tried to identify specific recep-
tor genes associated with anorexia nervosa
have produced highly inconsistent results that
have not been replicated (e.g., Hinney et al.,
1998). The large range in parameter estimates
suggests fundamental problems with sampling
error, resulting from small samples, the reliabil-
ity of diagnostic procedures, or statistical mod-
els used to estimate genetic effects. It therefore
appears premature to draw conclusions regard-
ing the degree of genetic heritability of an-
orexia nervosa at this time.

Young Adult Outcomes

Research suggests that among adolescents with
anorexia nervosa, 50–70% will recover, 20%
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will show improvement but continue to exhibit
residual symptoms, and 10–20% will not re-
cover from this eating disorder (Commission
on Adolescent Eating Disorders, 2005). Al-
though these recovery figures appear promis-
ing, it is not uncommon for recovery to take up
to 10 years (Strober, Freeman, & Morrell,
1997). In addition, those showing residual
symptoms often exhibit abnormalities in
weight, eating behaviors, body image, and
menstrual functioning, and disturbances in
psychosocial functioning. Furthermore, relapse
is common after discharge from inpatient treat-
ment, occurring in approximately 30% of the
cases (Strober et al., 1997). There is also evi-
dence that many patients with anorexia
nervosa, particularly of the restricting subtype,
develop binge eating and eventually satisfy cri-
teria for bulimia nervosa after sufficient weight
gain (Eddy et al., 2002). (Few individuals with
bulimia nervosa show subsequent onset of an-
orexia nervosa.)

Anorexia nervosa also has one of the highest
mortality rates of any psychiatric disturbance;
approximately 6% of patients diagnosed with
this disorder die per decade of illness, and an-
orexia nervosa patients are 12 times more
likely to die than women of similar age in the
population (Keel et al., 2003; Sullivan, 1995).
The most common causes of death are acute
starvation and suicide. The suicide rate for an-
orexia nervosa is 57 times greater than that for
the general population (Keel, Fulkerson, &
Leon, 1997).

Bulimia Nervosa

Diagnostic Criteria

The diagnostic criteria for bulimia nervosa in-
clude recurrent episodes (at least two episodes
per week for the previous 3 months) of un-
controllable consumption of large amounts
of food, recurrent use (at least twice weekly
for the previous 3 months) of compensatory
behavior to prevent consequent weight gain
(e.g., self-induced vomiting, laxative abuse, di-
uretic abuse, fasting, or excessive exercise), and
undue influence of weight and shape on self-
evaluation (APA, 1994). Table 16.2 provides a
more detailed operationalization of DSM-IV
diagnostic symptoms for bulimia nervosa. If
these symptoms occur exclusively during a pe-
riod of time in which the individual satisfies di-
agnostic criteria for anorexia nervosa, the lat-

ter diagnosis is given precedence because of the
treatment implications; for those with anorexia
nervosa, weight restoration is a key clinical
goal. During binge episodes, individuals with
bulimia nervosa (and binge-eating disorder)
typically consume between 1,000 and 2,000
calories, which usually involve foods with high
fat and sugar content (Walsh, 1993; Yanovski
et al., 1992). Bulimia nervosa is typically asso-
ciated with marked feelings of guilt and shame
regarding eating behaviors, which are often
kept secret from friends and family (Wilson et
al., 2003). One benefit is that this shame makes
it easier to engage individuals with bulimia
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TABLE 16.2. DSM-IV-TR Criteria
for Bulimia Nervosa

A. Recurrent episodes of binge eating. An episode
of binge eating is characterized by both of the
following:
(1) eating, in a discrete period of time (e.g.,

within any 2-hour period), an amount of
food that is definitely larger than most
people would eat during a similar period of
time and under similar circumstances

(2) a sense of lack of control over eating during
the episode (e.g., a feeling that one cannot
stop eating or control what or how much
one is eating)

B. Recurrent inappropriate compensatory behavior
in order to prevent weight gain, such as self-
induced vomiting; misuse of laxatives, diuretics,
enemas, or other medications; fasting; or exces-
sive exercise.

C. The binge eating and inappropriate compensa-
tory behaviors both occur, on average, at least
twice a week for 3 months.

D. Self-evaluation is unduly influenced by body
shape and weight.

E. The disturbance does not occur exclusively dur-
ing episodes of Anorexia Nervosa.

Specify type:

Purging Type: during the current episode of
Bulimia Nervosa, the person has regularly
engaged in self-induced vomiting or the misuse
of laxatives, diuretics, or enemas

Nonpurging Type: during the current episode
of Bulimia Nervosa, the person has used other
inappropriate compensatory behaviors, such as
fasting or excessive exercise, but has not
regularly engaged in self-induced vomiting or
the misuse of laxatives, diuretics, or enemas

Note. From American Psychiatric Association (2000).
Copyright 2000 by the American Psychiatric Association.
Reprinted by permission.



nervosa in treatment than is the case for indi-
viduals with anorexia nervosa, although the
average patient has bulimia nervosa for 6 years
before seeking treatment (Fairburn & Harri-
son, 2003). Similar to individuals with an-
orexia nervosa, those with bulimia nervosa of-
ten present with rigid rules regarding eating
and an overvaluation of thinness.

The diagnostic criteria for bulimia nervosa
may also be somewhat difficult to interpret
(Commission on Adolescent Eating Disorders,
2005). The diagnostic criteria for binge eating,
criterion A, has specific requirements regarding
the amount of food typically consumed during
a binge episode (larger than most people would
eat), the duration of the binge episode (in a dis-
crete period of time), and subjective experience
of the episode (a sense of a lack of control over
eating). It can be difficult to determine with
certainty whether each of these conditions is
satisfied for a particular individual. For exam-
ple, certain clients may endorse uncontrollable
binge eating in a discrete period of time but re-
port eating a quantity of food that is not larger
than what most people eat (e.g., two medium
bowls of cereal). Because many clients exhibit a
relatively chaotic eating pattern, it is often dif-
ficult to determine whether the reported eating
episodes simply represent meals of a typical
content at atypical times, or whether they truly
represent clinically significant binge eating.
Other clients, particularly males, may endorse
eating an amount of food that is clearly larger
than what most people eat (e.g., two large piz-
zas) but may deny that they experienced a lack
of control over their eating. Criterion B re-
quires that individuals endorse recurrent and
inappropriate compensatory behaviors used to
prevent weight gain. Although certain of these
behaviors are discrete and easy to quantify,
such as self-induced vomiting, others can be
very difficult to operationalize, such as fasting
and excessive exercise. A large proportion of
adolescent girls endorse excessive exercise for
weight control purposes, but on further prob-
ing it becomes clear that the exercise is not par-
ticularly excessive (e.g., doing 50 sit-ups or tak-
ing a 15-minute walk). It can also be difficult to
determine whether the exercise is specifically
used to compensate for overeating or simply
part of a healthy lifestyle. It can also be chal-
lenging to determine when use of laxatives or
diuretics becomes “misuse.” Criterion C re-
quires that individuals report engaging in binge
eating and compensatory behaviors an average

of twice weekly for 3 months, but there is evi-
dence that individuals slightly below this
frequency and duration threshold report simi-
lar impairment and comorbidity to that of per-
sons above this threshold (Garfinkel et al.,
1995). Last, criterion D stipulates that self-
evaluation be unduly influenced by weight and
shape, but this criterion is endorsed by a large
portion of adolescent girls and may be difficult
to separate from body dissatisfaction. These
ambiguities suggest that it might be beneficial
to use more behavioral criteria for bulimia
nervosa, or that clear decision algorithms
should be developed for widescale use.

Clinical Features

There are several common clinical features of
bulimia nervosa. This eating disorder is typi-
fied by rigid rules regarding eating and by
dysfunctional cognitions about body shape
and weight, as is the case with anorexia
nervosa. Individuals with bulimia nervosa are
also often secretive about their eating distur-
bances because of shame and guilt over these
behaviors. It is not uncommon for parents
and peers to be unaware of the disordered
eating. In contrast to anorexia nervosa, indi-
viduals with bulimia nervosa are typically dis-
tressed about their eating behavior and are
receptive to treatment, although approxi-
mately one-third of these individuals are fear-
ful about giving up these behaviors and show
a limited response to treatment. In addition,
individuals with bulimia nervosa are typical-
ly in the average weight range. Laboratory-
based investigations have revealed that during
binge-eating episodes, individuals with
bulimia nervosa primarily consume carbohy-
drates and fats (47 and 40% respectively;
Walsh, 1993). Community-recruited samples
indicate that bulimia nervosa is also associ-
ated with an increased risk for suicide at-
tempt (Newman et al., 1996).

Bulimia nervosa may be associated with
physical complaints, including fatigue, head-
aches, and enlarged salivary glands secondary
to recurrent vomiting, and erosion of dental
enamel from gastric fluids (Wilson et al.,
2003). Electrolyte abnormalities (hypokalemia
and hypochloremia) from frequent purging can
result in cardiac arrhythmias and arrest. Regu-
lar use of laxatives may also result in depend-
ence and withdrawal upon discontinuation,
and also cause colon damage.
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Epidemiology, Course, and Periodicity

Epidemiological studies suggest that between
1.1 and 4.6% of girls and women experience
bulimia nervosa, and between 0.1 and 0.2% of
boys or men experience this condition during
their lifetime (Favaro et al., 2003; Garfinkel et
al., 1995; Lewinsohn et al., 1993, 2000; Wood-
side et al., 2001). Community-recruited sam-
ples indicate that for adolescent females, the
rates of subthreshold or partial-syndrome
bulimia nervosa range between 2.0 and 5.4%
(Lewinsohn et al., 2000; Stice et al., 2007).
Point prevalence rates range between 0.7 and
1.5% for full-threshold bulimia nervosa, and
between 0.0 and 1.2% for subthreshold
bulimia nervosa among adolescent females, but
the rates for males were too low to detect in ep-
idemiological samples (Commission on Adoles-
cent Eating Disorders, 2005). Although eating
disorders such as bulimia nervosa are much
more rare in males, some evidence suggests that
male athletes may be at elevated risk for eating
disorders (Wilson et al., 2003). Prospective epi-
demiological studies indicate that the peak pe-
riod of risk for onset of full- and subthreshold
bulimia nervosa is between 14 and 19 years of
age for females (Lewinsohn et al., 2000; Stice et
al., 2007).

Results in community-recruited samples sug-
gest that bulimia nervosa typically shows a
chronic course characterized by periods of
recovery and relapse, whereas subthreshold
bulimic pathology shows less chronicity
(Bohon, Muscatell, Burton, & Stice, 2005;
Fairburn, Cooper, Doll, Norman, &
O’Connor, 2000). One large study followed a
community-recruited cohort of 102 adolescent
girls and young women with full-threshold
bulimia nervosa for 5 years (Fairburn et al.,
2000). Results indicated that afflicted individu-
als often showed marked initial improvement,
followed by gradual improvement. By the end
of this 5-year study, 15% of the participants
still met diagnostic criteria for full-threshold
bulimia nervosa, 2% met criteria for anorexia
nervosa, and 34% met criteria for ED NOS.
Findings also indicated instability in the course
shown by this cohort; each year approximately
33% showed symptom remission, and 33%
showed relapse. A second study that followed
101 community-recruited adolescent girls with
full- or subthreshold bulimia nervosa indicated
that 54% of the participants with bulimia

nervosa recovered over the 1-year follow-
up, and that 45% of the participants with
subthreshold bulimia nervosa recovered over
this follow-up period (Bohon et al., 2005). In
another community-recruited study, 40% of
women with bulimia nervosa showed recovery
over a 1-year follow-up (Grilo et al., 2003).

Psychiatric Comorbidity

As described previously, limited data are avail-
able regarding psychiatric comorbidity among
adolescents with eating disorders, including
bulimia nervosa. Lewinsohn and colleagues
(1993), one of the few groups with comorbidi-
ty data from a large cohort of community-
recruited adolescents, provided information
about the rates of comorbid conditions among
individuals with bulimia nervosa (J. Seeley,
personal communication, January 2006).
Compared to the base rates observed in the
larger sample of female adolescents, those with
bulimia nervosa showed elevated rates of ma-
jor depression (60 vs. 89%), dysthymia (6 vs.
17%), bipolar disorder (3 vs. 11%), and con-
duct disorder (2 vs. 11%). However, individu-
als with bulimia nervosa did not show elevated
rates of simple phobia, social phobia, agor-
aphobia, overanxious disorder, panic disor-
der, posttraumatic stress disorder, generalized
anxiety disorder, separation anxiety, obsessive–
compulsive disorder, oppositional defiant dis-
order, attention-deficit/hyperactivity disorder,
substance use disorders, or borderline person-
ality disorder. Moffit and associates (Newman
et al., 1996) also provided detailed information
about the past-year prevalence of comorbid
conditions among individuals with bulimia
nervosa from a community-recruited sample of
adolescents (T. Moffitt, personal communica-
tion, October 2001). Relative to the base rates
observed in the larger sample of female adoles-
cents, those with bulimia nervosa had elevated
rates of agoraphobia (22 vs. 5%), social phobia
(22 vs. 12%), major depression (66 vs. 22%),
dysthymia (22 vs. 4%), alcohol dependence (33
vs. 5%), marijuana dependence (22 vs. 4%),
and antisocial personality disorder (11 vs. 1%).
The rates of the remaining major psychiatric
diagnoses were roughly equivalent in young
women with and without bulimia nervosa.
These estimates should be interpreted with
care, because there were only nine individuals
with bulimia nervosa in the past year from the
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Newman sample, and only 18 from the
Lewinsohn sample.

It is noteworthy that in one large,
community-recruited sample of adolescents
and adults (Garfinkel et al., 1995) relative to
comparison participants without bulimia
nervosa, those with current bulimia nervosa
had much higher current prevalence rates of
major depression (2 vs. 20%), any anxiety dis-
order (8 vs. 33%), social phobia (4 vs. 29%),
simple phobia (4 vs. 18%), agoraphobia (2 vs.
13%), panic disorder (1 vs. 11%), generalized
anxiety disorder (1 vs. 4%), and alcohol de-
pendence (1 vs. 4%). More confidence may be
placed in these estimates, because there were
55 individuals with bulimia nervosa in the
Garfinkel and colleagues sample. Although
there appear to be no comparable data from
treatment-seeking samples of adolescents with
bulimia nervosa, one large study of adults seek-
ing treatment for this eating disorder likewise
suggested that current rates of several disorders
were elevated relative to current prevalence
data available from epidemiological studies of
similar-age participants (e.g., Garfinkel et al.,
1995). Specifically, Herzog and associates
(1992) found that the rates of current major
depression (32%) and substance use disorders
(5%) were substantially higher than the life-
time prevalence rates observed in epidemiologi-
cal studies. However, the rates of obsessive–
compulsive disorder (1%), panic disorder
(0%), and phobic disorder (9%) were generally
similar to the rates of these conditions found in
epidemiological studies.

Thus, findings from both community-
recruited and treatment-seeking samples sug-
gest that individuals with bulimia nervosa of-
ten show elevated rates of mood disorders,
anxiety disorders, and substance use disorders.
However, the inconsistency in the findings
across studies suggests that these results should
be interpreted with care.

Etiology

According to the general sociocultural model
of bulimia nervosa, an internalization of the
socially sanctioned thin ideal for females
combines with direct pressures for females
thinness (e.g., weight-related teasing) to pro-
mote body dissatisfaction, which in turn is
thought to increase the risk for the initiation
of dieting and for negative affect and conse-

quent bulimic pathology (Cattarin & Thomp-
son, 1994; Garner, Olmsted, & Polivy, 1983;
Polivy & Herman, 1985; Stice, 2001). This
body dissatisfaction is thought to lead fe-
males to engage in dietary restraint in an ef-
fort to conform to this thin ideal, which par-
adoxically increases the likelihood of the
initiation of binge eating. Dieting also entails
a shift from a reliance on physiological cues
to cognitive control over eating behaviors,
which leaves the individual vulnerable to
overeating when these cognitive processes are
disrupted. Body dissatisfaction is also theo-
rized to contribute to negative affect, which
increases the risk that these individuals will
turn to binge eating to provide comfort and
distraction from negative emotional states.

Consistent with the sociocultural model,
thin-ideal internalization, perceived pressure to
be thin, body dissatisfaction, dietary restraint,
and negative affect have been consistently
found to increase the risk for future onset of
bulimic symptoms and bulimic pathology in
prospective studies (Field, Camargo, Taylor,
Berkey, & Colditz, 1999; Killen et al., 1994,
1996; Stice, Killen, Hayward, & Taylor, 1998).
Experiments have confirmed that a reduction
in thin-ideal internalization, body dissatisfac-
tion, and negative affect have produced the ex-
pected decreases in bulimic symptoms but have
failed to provide support for dietary restraint
(for a review, see Stice, 2002). For example,
randomized trials have found that assignment
to a weight loss diet results in decreases in
binge eating and bulimic symptoms (Klem,
Wing, Simkin-Silverman, & Kuller, 1997;
Presnell & Stice, 2003). A number of other risk
factors have received support in a few prospec-
tive studies, such as deficits in social support,
substance abuse, and elevated body mass, but
other hypothesized risk factors for bulimic pa-
thology have not received support in prospec-
tive studies, including early menarche and tem-
peramental impulsivity (Stice, 2002).

There is also some evidence that early feed-
ing problems may increase the risk for future
binge eating and bulimic symptoms. Marchi
and Cohen (1990) found that digestive prob-
lems and pica in early childhood were associ-
ated with subsequent bulimic symptoms during
adolescence. Another study found that initial
elevations in body mass and longer duration of
infant sucking in the first year of life predicted
emergence of overeating and vomiting during
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middle childhood (Stice, Agras, & Hammer,
1999), although these variables have not been
shown to predict onset of DSM-IV binge eating
or bulimia nervosa.

A variety of hypotheses have been offered re-
garding biological variables that may increase
risk for onset or persistence of bulimia nervosa
(Kaye et al., 2000). However, we were unable
to locate any prospective or experimental tests
of these hypotheses. In addition, it is almost
certain that genetic factors contribute to the de-
velopment of bulimia nervosa, but twin studies
have produced conflicting results, with herit-
ability estimates ranging from 0 to 83% for
bulimia nervosa (Bulik, Sullivan, & Kendler,
1998; Fairburn et al., 1999; Kaye et al., 2000).
Furthermore, studies of specific receptor genes
associated with bulimia nervosa have produced
inconsistent results that have not been repli-
cated (e.g., Hinney et al., 1998). Thus, it ap-
pears premature to draw conclusions regarding
the degree of genetic heritability of bulimia
nervosa at this time.

Young Adult Outcomes

Approximately 40–75% of adolescents and
adults with bulimia nervosa recover within a 5-
year period and the remaining patients of-
ten show improvements in their symptoms
(Commission on Adolescent Eating Disorders,
2005). However, the relapse rates are very
high, with about one-third of patients relapsing
within 1 year of recovery. In addition, many
patients with bulimia nervosa exhibit residual
symptoms after they no longer meet full diag-
nostic criteria for this eating disorder and show
continued impairments in physical and psy-
chosocial functioning (Fairburn et al., 2000).
The mortality rate for bulimia nervosa is less
than 1% (Keel, Mitchell, Miller, Davis, &
Crow, 1999).

Furthermore, prospective studies have found
that threshold and subthreshold bulimia
nervosa increase the risk for future onset of de-
pression, suicide attempts, anxiety disorders,
substance abuse, obesity, and health problems
(Johnson, Cohen, Kasen, & Brook, 2002; Stice,
Cameron, Killen, Hayward, & Taylor, 1999;
Stice, Hayward, Cameron, Killen, & Taylor,
2000; Striegel-Moore, Seeley, & Lewinsohn,
2003). For example, approximately 40% of in-
dividuals with bulimia nervosa will eventually
meet diagnostic criteria for major depression,

even if they recover from their eating disorder
(Fairburn et al., 2000).

Binge-Eating Disorder

Diagnostic Criteria

Binge-eating disorder is listed in DSM-IV
(APA, 1994) as a provisional eating disorder
diagnosis that requires further study, and as an
example of eating disorder not otherwise speci-
fied. This eating disorder involves (1) repeated
episodes (at least 2 days per week for previous
6 months) of uncontrollable binge eating char-
acterized by certain features (e.g., rapid eating,
eating until uncomfortably full, eating large
amounts of food when not physically hungry,
eating alone because of embarrassment, and
feeling guilty or depressed after overeating), (2)
marked distress regarding binge eating, and (3)
the absence of regular compensatory behaviors
(APA, 1994). Table 16.3 provides a more de-
tailed operationalization of the provisional di-
agnostic symptoms for binge-eating disorder
from DSM-IV. If these symptoms occur exclu-
sively during a period of time in which the indi-
vidual satisfies diagnostic criteria for anorexia
nervosa or bulimia nervosa, these latter diag-
noses are given precedence.

The diagnostic criteria for binge-eating dis-
order may also be difficult to apply. As with the
criteria for bulimia nervosa, it can be challeng-
ing to determine whether purported binge epi-
sodes truly involve the consumption of an ob-
jectively large amount of food and truly involve
a subjective loss of control over eating. Also,
similar to bulimia nervosa, certain individuals,
particularly males, may not endorse the fea-
tures that reflect subjective distress regarding
the binge eating, even though the binge eating
may be severe. Also, few data demonstrate that
the particular cutoff points regarding the fre-
quency (twice weekly) or duration (for 6
months) optimally differentiate between indi-
viduals with and without clinically meaningful
binge-eating disorder. In addition, it is often
difficult for individuals to provide an accurate
frequency of binge-eating episodes, because
they are not punctuated by discrete compensa-
tory behaviors (self-induced vomiting). Individ-
uals with binge-eating disorder often report
overeating continuously throughout the day
(i.e., grazing), which is why it is necessary to
focus on the frequency of binge-eating days
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rather than binge-eating episodes for diagnos-
tic purposes.

Clinical Features

Relatively little is known about the common
clinical features of binge-eating disorder, par-
ticularly during childhood and adolescence.
However, studies of adults suggest that this
condition often results in marked weight gain
and onset of obesity (Fairburn et al., 2000).

Thus, binge-eating disorder is often associated
with medical complications related to obesity,
including high blood pressure, adverse lipopro-
tein profiles, diabetes mellitus, atherosclerotic
cerebrovascular disease, coronary heart dis-
ease, colorectal cancer, reduced lifespan, and
death from all causes (Dietz, 1998; Fontaine,
Redden, Wang, Westfall, & Allison, 2003). In
addition, individuals with binge-eating disor-
der often present with marked shame and guilt
about their eating behaviors, which is associ-
ated with significant psychological distress.

Epidemiology, Course, and Periodicity

Epidemiological studies suggest that between
0.2 and 1.5% of girls and women experience
binge-eating disorder, and between 0.9 to 1.0%
of boys and men experience this condi-
tion during their lifetime (Cotrufo, Barretta,
Monteleone, & Maj, 1998; Favaro et al., 2003;
Hoek & van Hoeken, 2003; Kjelsas, Bjorn-
strom, & Gotestam, 2004). Community-
recruited samples indicate that for adolescent
females, the rate of subthreshold binge-eating
disorder is 1.6% (Lewinsohn et al., 2000; Stice
et al., 2007). Point prevalence rates range be-
tween 0.6 and 0.7% for full-threshold binge-
eating disorder, but the rates for males were too
low to detect in epidemiological samples
(Commission on Adolescent Eating Disorders,
2005). To the best of our knowledge, there are
no prospective data on the higher risk periods
for onset of binge-eating disorder, although
prospective studies have found that the peak
period of risk for onset of DSM-IV–defined
binge-eating episodes tends to occur between
ages 16 and 18 years (Stice et al., 1998, 2007).
However, retrospective data from clinical sam-
ples suggest that binge-eating disorder often
shows a somewhat later age of onset relative to
both anorexia nervosa and bulimia nervosa
(Commission on Adolescent Eating Disorders,
2005).

Community-recruited natural history studies
suggest that binge-eating disorder often shows
a high remission rate over time, with nearly
50% of cases showing recovery by 6-month
follow-up (Cachelin et al., 1999) and approxi-
mately 80% of cases showing recovery by 3- to
5-year follow-up (Fairburn et al., 2000; Wilson
et al., 2003). However, some studies revealed
that many of these individuals developed ED
NOS or continued to show some residual
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TABLE 16.3. DSM-IV-TR Research Criteria
for Binge-Eating Disorder

A. Recurrent episodes of binge eating. An episode
of binge eating is characterized by both of the
following:
(1) eating, in a discrete period of time (e.g.,

within any 2-hour period), an amount of
food that is definitely larger than most
people would eat during a similar period of
time and under similar circumstances

(2) a sense of lack of control over eating during
the episode (e.g., a feeling that one cannot
stop eating or control what or how much
one is eating)

B. The binge episodes are associated with three
(or more) of the following:
(1) eating much more rapidly than normal
(2) eating until feeling uncomfortably full
(3) eating large amounts of food when not

feeling physically hungry
(4) eating alone because of being embarrassed

by how much one is eating
(5) feeling disgusted with oneself, depressed, or

very guilty after overeating

C. Marked distress regarding binge eating is pres-
ent.

D. The binge eating occurs, on average, at least 2
days a week for 6 months.
Note: The method of determining frequency
differs from that used for Bulimia Nervosa;
future research should address whether the pre-
ferred method of setting a frequency threshold
is counting the number of days on which
binges occur or counting the number of epi-
sodes of binge eating.

E. The binge eating is not associated with the reg-
ular use of inappropriate compensatory behav-
iors (e.g., purging, fasting, excessive exercise)
and does not occur exclusively during the
course of Anorexia Nervosa or Bulimia
Nervosa.

Note. From American Psychiatric Association (2000).
Copyright 2000 by the American Psychiatric Association.
Reprinted by permission.



symptoms, as is the case with other eating dis-
orders. In addition, Fairburn et al. (2000)
found that the rate of obesity increased from
20 to 39% over this 5-year study.

Psychiatric Comorbidity

To the best of our knowledge, no studies have
examined the rates of psychiatric disorders
among children and adolescents with and with-
out binge-eating disorder, which is perhaps not
surprising given that this most recently recog-
nized eating disorder has a relatively later age
of onset. In the only study of non-treatment-
seeking adult individuals that used a control
group, Telch and Stice (1998) found that
women with binge-eating disorder did not
show significantly higher rates of major depres-
sion, bipolar disorder, dysthymia, substance
abuse or dependence, panic disorder, agora-
phobia, social phobia, or obsessive–compulsive
disorder than weight-matched comparison
women (although participants with binge-
eating disorder did report elevated lifetime
rates of major depression). Telch and Stice also
found that individuals with binge-eating disor-
der did not show significantly elevated rates of
avoidant, dependent, obsessive–compulsive,
passive–aggressive, self-defeating, paranoid,
schizotypic, schizoid, histrionic, narcissistic,
borderline, or antisocial personality disorders
relative to weight-matched controls. In a paral-
lel study of individuals seeking weight loss
treatment, women with binge-eating disorder
reported significantly higher rates of current
major depression (25%) relative to weight-
matched comparison participants (6%), but
the two groups did not differ in terms of cur-
rent bipolar disorder, dysthymic disorder, post-
traumatic stress disorder, agoraphobia, panic
disorder, social phobia, specific phobia, or gen-
eralized anxiety disorder (Fontenelle et al.,
2003). The most likely explanation for the evi-
dence of elevated rates of comorbid current
major depression in the treatment-seeking sam-
ple, but not in the non-treatment-seeking sam-
ple, is that treatment-seeking samples are bi-
ased toward finding elevated comorbidity
(Berkson, 1946). Consistent with this interpre-
tation, the rate of current major depression was
16% in another sample (Wilfley et al., 2000) of
treatment-seeking individuals with binge-
eating disorder, relative to the 5% rate ob-
served in the non-treatment-seeking sample ex-
amined by Telch and Stice (1998).

Thus, it appears that individuals with binge-
eating disorder do not typically show the ele-
vated rates of mood, anxiety, and substance use
disorders documented for anorexia nervosa
and bulimia nervosa, although there is evidence
that individuals with binge-eating disorder may
show elevated rates of depression in treatment-
seeking populations. However, these findings
should be generalized to adolescents with cau-
tion, because all of these estimates are from
samples of adults.

Etiology

To date there have been relatively few theories
regarding the etiological processes that pro-
mote binge-eating disorder, but those that have
been proposed conceptually overlapped with
etiological theories put forth for bulimic pa-
thology (Vogeltanz-Holm et al., 2000). Pro-
spective studies have provided evidence that
initial elevations in body mass, body dissatis-
faction, dietary restraint, negative affect, and
emotional eating increase the risk for future
onset of binge eating (Stice, Presnell, &
Spangler, 2002; Stice et al., 1998; Vogeltanz-
Holm et al., 2000).

Young Adult Outcomes

Little is known about the young adult outcome
associated with binge-eating disorder. How-
ever, in one community-recruited natural his-
tory study, individuals with binge-eating disor-
der often manifested onset of obesity (Fairburn
et al., 2000). These findings converge with evi-
dence indicating that binge eating is a risk fac-
tor for obesity onset (Stice et al., 2002). Fur-
thermore, low self-confidence, diminished
energy level, and discrimination from teachers
and peers have been found to present signifi-
cant obstacles to achievement in school and
other pursuits among overweight adolescents
(Gortmaker, Must, Perrin, & Sobol, 1993;
Morrill, Leach, Shreeve, Puhl, & Brownell,
2001).

Eating Disorder Not Otherwise Specified

In addition to the three widely recognized eat-
ing disorders noted earlier, DSM-IV also allows
for the diagnosis of eating disorder not other-
wise specified (ED NOS; APA, 1994). This cat-
egory includes subdiagnostic levels of anorexia
nervosa, bulimia nervosa, and binge-eating dis-
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order (Fairburn & Harrison, 2003). For exam-
ple, an individual who only uses compensatory
behaviors an average of one time per week
(versus two times per week) but meets all other
diagnostic criteria for bulimia nervosa proba-
bly warrants a diagnosis of ED NOS. The ED
NOS category also includes partial-syndrome
eating disorders. For instance, an individual
who does not evidence uncontrollable binge
eating but nonetheless engages in weekly com-
pensatory behaviors may warrant a diagnosis
of ED NOS. Finally, the ED NOS category in-
cludes other atypical eating disorders, such as
food avoidance or refusal, rumination (chew-
ing food and then spitting it out), or pica (eat-
ing nonfood items) exhibited during adoles-
cence and adulthood.

ED NOS is particularly important during
childhood and adolescence, because nearly half
of individuals in this developmental period
who seek treatment for eating pathology do
not meet full diagnostic criteria for anorexia
nervosa or bulimia nervosa (Fisher, Schneider,
Burns, Symons, & Mandel, 2001; Williamson,
Gleaves, & Savin, 1992). The clinical features
vary greatly for ED NOS.

Relatively little is known about the preva-
lence, course, or periodicity of ED NOS. In one
study a community-recruited sample of indi-
viduals with ED NOS showed a recovery rate
of 59% over a 1-year follow-up (Grilo et al.,
2003), suggesting that the course may be
shorter than is the case for anorexia or bulimia
nervosa. Little research has been conducted on
psychiatric comorbidity in samples of individu-
als with ED NOS, or on etiological processes
and young adult outcomes within the general
eating disorder category.

There are certain concerns with the current
criteria for ED NOS in DSM-IV (APA, 1994).
First, nearly half of adolescents seeking treat-
ment for eating pathology do not meet full
diagnostic criteria for anorexia or bulimia
nervosa (Fisher et al., 2001; Herzog, Hopkins,
& Burns, 1993; Williamson et al., 1992). The
fact that the diagnostic net is missing nearly
half of adolescents who present for treatment
clearly suggests that frequency criteria for cer-
tain symptoms are overly high and that diag-
nostic criteria for certain syndromes are overly
narrow. With regard to the former, a large por-
tion of individuals presenting for treatment do
not satisfy the frequency criteria for binge eat-
ing and compensatory behaviors for bulimia
nervosa and binge-eating disorder diagnoses.

With regard to the latter, the fact that many in-
dividuals presenting for treatment have
symptom compositions that fall outside the
diagnostic criteria for anorexia nervosa,
bulimia nervosa, and binge-eating disorder
suggests the need to recognize the diversity of
symptom presentation for these eating distur-
bances. For example, many adolescent males
endorse recurrent, uncontrollable eating binges
but do not satisfy criteria for binge-eating dis-
order, because they do not report distress and
guilt over their eating behavior. Although ED
NOS can be applied to these cases, because the
patients, their parents, and reimbursement par-
ties often do not consider these disturbances as
serious as a full-threshold diagnosis, treatment
or proper case management is often hampered.

Another limitation of the current diagnostic
criteria is that there is no requirement that the
eating disturbances cause clinically significant
distress or impairment in social, occupational,
or other important areas of functioning, as is
the case for other psychiatric disorders, such as
major depression. It is our understanding that
this criterion was not originally included be-
cause many patients with clinically significant
anorexia nervosa and bulimia nervosa deny
distress or impairment. However, this criterion
would be particularly useful for determining
whether a diagnosis of ED NOS is warranted
for individuals who do not quite meet full diag-
nostic criteria for another eating disorder. Such
an amendment to the diagnostic criteria would
also be potentially useful if a decision were
made to relax the frequency requirements or
symptom combination requirements we dis-
cussed previously. However, it might not be
prudent to include the requirement of clinically
significant distress or impairment in the diag-
nostic criteria for anorexia nervosa given that
many patients with this condition minimize
their eating disturbance.

ASSESSMENT AND DIAGNOSIS
OF EATING DISORDERS

General Assessment Considerations

The assessment of youth with eating disorder
symptoms poses a number of challenges for the
clinician. Adolescents with eating disorders are
usually referred because of concerns about
weight loss or symptoms that include binge eat-
ing, purging, fasting, extreme dietary restric-
tion, and excessive exercise. At times, relatives

Chapter 16. Eating Disorders 763



and school personnel express greater concern
about these symptoms than do adolescents. Be-
cause individuals with eating disorders usually
conceal their symptoms from others, many ad-
olescents are symptomatic for lengthy periods
of time before they seek treatment or are
brought to treatment by their parents. Signifi-
cant weight loss is usually apparent and tends
to prompt parents’ decision to pursue an evalu-
ation. Occasionally, adolescents successfully
hide their weight loss by wearing loose cloth-
ing. Some parents are aware of their child’s
weight loss but do not pursue treatment. Ado-
lescents with eating disorders who are not
underweight are often referred to treatment be-
cause they have been “caught” (e.g., self-
induced vomiting, binge eating) or have ad-
mitted they are symptomatic. In most cases,
parents are worried about their child’s health
and safety, and this concern is typically the
main parental priority. Older adolescents may
seek treatment on their own, without the fam-
ily’s knowledge.

One of the most difficult aspects of conduct-
ing these assessments is that many individuals
with eating disorders are ambivalent about
seeking treatment or refuse treatment alto-
gether. Although treatment refusal is common
among patients of all ages with eating disor-
ders, it complicates the assessment of youth
who are brought unwillingly to the evaluation
by their parents. The accuracy of self-report in
eating disorder assessment is compromised by
a number of factors, including patients’ mini-
mization of symptoms to avoid treatment, lack
of self-awareness or understanding, and cogni-
tive biases that may affect accurate information
recall (Anderson & Paulosky, 2004; Schacter,
1999; Vitousek, Daly, & Heiser, 1991).
Malnourishment and nutritional deprivation
may also impair concentration and memory
(Keys, Brozek, Henschel, Mickelson, & Taylor,
1950).

The clinician should consider a number of
factors in conducting the initial assessment and
may choose to discuss some of these issues with
parents by phone before the appointment. The
issue of confidentiality is particularly problem-
atic, because some youth are unwilling to dis-
close information to the clinician in front of the
parents, or to share any information about
themselves that they know will be revealed by
the clinician to the parents. Parents often rec-
ognize this process and may be willing to relin-
quish their right to be told details about the

content of the interactions between the clini-
cian and adolescent, as long as they are assured
that the clinician will inform them of any in-
formation pertinent to their child’s safety
(e.g., medical instability, suicidal thoughts, self-
injurious behaviors, substance abuse).

In general, one of the most crucial assess-
ment and therapeutic strategies is establish-
ment of a solid rapport that provides a founda-
tion for treatment and facilitates the collection
of more accurate assessment data (Peterson,
2005). For this reason, the clinician should at-
tempt to devote at least part of the initial intake
to meeting alone with the adolescent to under-
stand his or her perspective and needs. Al-
though some youth with eating disorders deny
that they have problems with eating and
weight, most are willing to admit that they are
struggling with interpersonal problems, aca-
demic concerns, and even depressive symp-
toms. In contrast, some youth are readily will-
ing to discuss their eating disorder symptoms in
detail.

As described below, a number of empirically
supported instruments may be used in the as-
sessment of eating disorder symptoms. When
administered carefully, these instruments may
actually enhance rapport and improve the com-
prehensiveness and quality of assessment data.
Many adolescents with eating disorders experi-
ence significant interpersonal isolation and are
ashamed of at least some of their symptoms,
particularly binge eating. The use of well-
articulated questions during the intake, along
with appropriate assessment measures, pro-
vides for adolescents a sense that the clinician
understands them and their symptoms.

When conducting an eating disorder assess-
ment interview, semistructured or unstruc-
tured, it is most effective to convey a combina-
tion of empathy, curiosity, and patience (Miller
& Rollnick, 2002; Peterson, 2005). This stance
may be challenging in the face of open hostility,
withdrawal, or acute medical instability, but it
is nonetheless essential to building a sense of
trust. When the clinician encounters anger and
resistance, it is helpful to consider the source of
these feelings, and to express empathy and cu-
riosity to the adolescent. Fear is often the driv-
ing force behind this type of hostility, because
most adolescents with eating disorders are ter-
rified that they will be forced to change their
eating and gain weight. The clinician can ex-
plore these possibilities with the adolescent
during the initial interview (e.g., “I sense that
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you don’t want to be here talking with me. Be-
fore I start asking you questions, let’s start with
your feelings about coming here today”) to
gradually begin the process of building rap-
port.

Eating disorder assessment interviews
should be characterized by detailed questioning
and frequent clarification (Fairburn & Cooper,
1993). Probing in detail is especially helpful to
elicit accurate data and to communicate the cli-
nician’s knowledge of eating disorder patterns.
For example, if an adolescent reports eating an
apple for lunch, the clinician can express inter-
est in the size of the apple, whether the apple
was peeled, and how much of the apple was ac-
tually consumed. When obtaining information
about the types and amounts of food eaten dur-
ing a binge-eating episode, the clinician can
ask, “What else did you eat?”—even after the
adolescent has described the consumption of
an unusually large amount of food. Once
again, such a question serves to elicit accurate
data, as well as convey to the adolescent that
the clinician understands the nature of binge
eating and is not shocked or negatively judg-
mental about how much food has been eaten.

In summary, the clinical assessment of eating
disorders may be challenging for a number of
reasons, including the need to address concerns
of all family members, the importance of con-
ducting a detailed evaluation, and the high like-
lihood of encountering inaccurate self-reported
data. The goal of the clinician is to express em-
pathy, patience, and curiosity regardless of hos-
tility, anxiety, or denial that may be conveyed
by adolescents or their family members. The
importance of rapport in eating disorder as-
sessment and treatment cannot be overempha-
sized, and the assessment phase provides a crit-
ical opportunity for the gradual development
of trust and honesty.

Assessment Domains

The clinical assessment of eating disorders is
multidimensional, incorporating medical, psy-
chological and behavioral, nutritional, inter-
personal, and psychosocial factors. Careful as-
sessment in each of these domains is essential
for establishing an accurate diagnosis, ensuring
medical stability, and devising an effective
treatment plan. Eating disorder assessment
and treatment often involve a multidisciplinary
team, including a psychologist, a psychiatrist, a
pediatrician, and a dietician. If different profes-

sionals conduct various components of the
assessment, then it is crucial that they commu-
nicate with each other and are in agreement
about the assessment information and treat-
ment plan.

Medical Evaluation

Youth with eating disorders may experience a
wide range of medical problems, some of
which can be both acutely and chronically dan-
gerous (Roerig, Mitchell, Myers, & Glass,
2002). A thorough medical evaluation should
be conducted as soon as possible after the
initial assessment (for detailed reviews, see
Pomeroy, 2004; Society for Adolescent Medi-
cine, 1995), especially for individuals who are
significantly underweight and/or purging.
Blood testing for hypokalemia is particularly
crucial. The medical evaluation typically in-
forms the most immediate question of medical
stability and whether the adolescent requires
hospitalization.

One aspect of the medical condition that is
often assessed by the mental health clinician
is height and weight, because this information
is needed to determine the percentage of ideal
body weight as well as the BMI (kg/m2; see
the National Institutes of Health BMI
website, nhlbisupport.com/bmi/, for calculat-
ing BMI values). These data are often re-
quired immediately to make an eating disor-
der diagnosis, as well as to provide
preliminary information about the degree of
emaciation in underweight adolescents. Self-
reported height and weight should be con-
firmed by actual measurement, and if possible
the adolescent should be weighed in a gown.
Some adolescents deliberately provide misin-
formation about their height and weight to
avoid treatment, as a way of insisting that
they are “fine”; others give inaccurate infor-
mation unintentionally.

Although obtaining height and weight is an
important component of the initial assessment,
many individuals with eating disorders find
this aspect of the evaluation highly distressing.
The clinician should be aware of adolescents’
concerns and be as sensitive as possible about
the weighing procedure. Individuals with eat-
ing disorders typically weigh themselves fre-
quently or avoid weighing themselves out of
fear or distress (Fairburn & Cooper, 1993).
Asking explicitly how the adolescent feels
about being weighed may help this process, as
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well as providing the option of a “blind
weight,” in which the adolescent neither sees
nor hears the actual number. As important as it
is to be sensitive to the adolescent’s needs in the
weighing process, the clinician must also be
vigilant about the possibility of deception (e.g.,
adding weights to the pocket of the gown,
drinking large amounts of fluid prior to weigh-
ing).

Psychological and Behavioral Variables

Assessment of psychological and behavioral
variables is necessary to determine eating disor-
der and comorbid psychopathology diagnoses.
This domain includes core eating disorder
symptoms, comorbid Axis I and Axis II symp-
toms, developmental history, and other aspects
of psychological functioning. In addition to es-
tablishing diagnosis, evaluating each of these
factors is necessary to determine the treatment
plan and intervention priorities.

Psychological and behavioral variables may
be assessed with a combination of interviews
and self-report instruments. In clinical settings,
the interview is typically unstructured; how-
ever, the use of interviews such as the Eating
Disorder Examination (EDE; Fairburn & Coo-
per, 1993; described below) provides a number
of advantages to the clinician, yields more com-
prehensive and higher quality assessment data,
and potentially enhances rapport (Peterson,
2005).

COMPENSATORY BEHAVIORS

The adolescent should be asked about the
current and past frequency and duration of
compensatory behaviors, including self-
induced vomiting, fasting, excessive exercise,
and abuse of laxatives and diuretics. Deter-
mining type and amount of laxatives and di-
uretics is also important. The clinician should
also ask about the use of syrup of ipecac to
induce vomiting, because it is particularly
dangerous and can cause cardiomyopathy
and organ dysfunction (Pomeroy, 2004).
Other types of compensatory behaviors are
less common but can occur, including manip-
ulation of insulin in individuals with diabetes
and the abuse of thyroid medication (APA,
1994). Although not part of the criteria, diet
pill use and caffeine abuse are also important
behaviors to assess and may impact the ado-
lescent’s medical status.

BINGE EATING

Among the eating disorder symptoms, binge
eating is perhaps one of the most difficult to as-
sess accurately (Wilson, 1993). Because DSM-
IV requires that an episode comprise both an
unusually large amount of food and a subjec-
tive sense of lack of control to be considered a
binge, both of these constructs must be evalu-
ated to determine the presence and frequency
of binge eating. A number of researchers have
observed that whereas the correlation between
questionnaire and interview-based estimates
of compensatory behaviors are generally high
(e.g., Peterson & Miller, 2005), the concor-
dance between these types of assessments for
binge eating is more modest. The main source
of inconsistency between self-reported and
interview-based estimates of binge eating ap-
pears to be clinician raters’ higher threshold for
what is considered objectively or unusually
large compared to individuals with eating dis-
orders, who place more emphasis on the sub-
jective experience of loss of control in labeling
their eating as a binge (Beglin & Fairburn,
1992; Telch, Pratt, & Niego, 1998).

Because of limitations in the accuracy of writ-
ten self-report data in assessing binge eating, in-
terviews are generally essential to determine the
presence and frequency of this symptom. The
EDE (Fairburn & Cooper, 1993), a particularly
effective method of assessing binge eating (Wil-
son, 1993), may be used by the clinician to
determine the frequency of different types of
binge eating. The EDE distinguishes be-
tween objective bulimic episodes, in which the
amount of food consumed is large according to a
clinical rater and the individual experiences a
sense of loss of control, and subjective bulimic
episodes, in which the individual experiences a
sense of loss of control and feels that he or she
has overeaten, but does not consume an objec-
tively large amount of food. Although the clini-
cal significance of the size distinction in binge-
eating episodes is unclear and a topic of debate
(Keel, Mayer, & Harnden-Fischer, 2001; Niego,
Pratt, & Agras, 1997; Pratt, Niego, & Agras,
1998), it is nonetheless crucial to determine the
size of the binge-eating episodes to make an ac-
curate DSM-IV diagnosis.

As described earlier, careful and detailed
probing is especially important when asking
about binge-eating episodes. The clinician
should ask for several examples of the types
and amounts of food consumed during binge-
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eating episodes and never express shock or dis-
may about the amount of food consumed.
Careful questioning about the subjective sense
of loss or lack of control is also important and
potentially challenging. Translating this con-
struct into more concrete terms may be helpful,
for example, by asking adolescents if they felt
they could not resist eating food that was avail-
able, felt unable to stop eating once they
started, or experienced a sense of being driven
or compelled to eat (Fairburn & Cooper,
1993).

BODY IMAGE

Body image is a multidimensional construct
that includes a number of different compo-
nents, both perceptual and cognitive (Thomp-
son, 2004). Effective assessment often inte-
grates questionnaire and interview data to
establish a comprehensive evaluation of body
image (for detailed reviews, see Thompson &
Gardener, 2002; Thompson, Roehrig, Cafri, &
Heinberg, 2005). Aspects of body image in-
clude dissatisfaction with weight and/or shape;
overvaluation of shape and/or weight in self-
evaluation; body image distortion (i.e., mis-
perception of body size or body parts); preoc-
cupation with weight and shape, ideal weight
and shape; and behavioral phenomena, includ-
ing checking, rituals, and avoidance.

Because of the complexity of body image,
the clinician should attempt to prioritize which
aspects are most relevant and important to as-
sess, particularly aspects of body image that are
essential to establish a DSM-IV diagnosis: fear
of weight gain, body image distortion, and
overvaluation of shape and weight in self-
evaluation. Fear of weight gain is generally
straightforward to assess through direct ques-
tioning, although it should be noted that some
individuals with anorexia nervosa fear becom-
ing fat, whereas others fear any type of weight
gain. Body image distortion is particularly dif-
ficult to measure (Thompson & Gardener,
2002). A number of devices have been used in
research studies to assess the perceptual accu-
racy of individuals with eating disorders, and a
meta-analysis suggests that, on average, sam-
ples of participants with eating disorders do
overestimate their size and shape to a greater
extent than do those without eating disorders
(Cash & Deagle, 1997). However, these mea-
sures are generally impractical for clinical use,
and questionnaire methods are not generally

effective for assessing body image distortion.
Fortunately, many individuals with eating dis-
orders are able to describe this phenomenon
and admit that their perception of their bodies
shifts dramatically depending on their mood,
stress level, and recent food consumption.
Some adolescents will agree that others per-
ceive their bodies as thinner than they do. Body
image distortion can also be inferred when an
emaciated individual insists that he or she is
obese (Peterson, 2005).

Although the overvaluation of shape and
weight in determining self-evaluation is in-
cluded in the criteria for both anorexia nervosa
and bulimia nervosa, this abstract construct is
challenging to assess, particularly in adoles-
cents. Self-evaluation may be assessed using
questionnaires, although the complexity of
understanding self-definition and the self-
awareness required to respond to these ques-
tions may result in inaccurate self-report data
among adolescents. Whether using the EDE or
an unstructured interview, the clinician can at-
tempt to make self-evaluation more concrete
by asking the adolescent to construct a list or
pie chart to depict different components (e.g.,
school, relationships, work) and their impor-
tance (Fairburn & Cooper, 1993).

Other aspects of body image, although not
included in the diagnostic criteria, are nonethe-
less core features of eating disorders and are
important to address during assessment and
treatment. In addition to interviews, a number
of questionnaires assess body dissatisfaction
and distress. Preoccupations, rituals, checking,
and avoidance may also be evaluated using
questionnaires or interviews. The Body Shape
Questionnaire (Cooper, Taylor, Cooper, &
Fairburn, 1987) and the Multidimensional
Body–Self Relations Questionnaire (Brown,
Cash, & Mikulka, 1990) are two measures
with considerable psychometric support and
clinical utility.

COMORBID PSYCHOPATHOLOGY

As described earlier, the high rates of comorbid
psychopathology in eating disorders make this
an important focus of assessment, especially
symptoms of mood, anxiety, substance use, and
personality disorders. Semistructured instru-
ments such as the Structured Clinical Interview
for DSM-IV (SCID; Spitzer, Williams, Gibbon,
& First, 1990) and the Schedule for Affective
Disorders and Schizophrenia for School-Age
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Children (K-SADS; Puig-Antich & Chambers,
1983) can provide a thorough and comprehen-
sive method of evaluating comorbidity. Written
questionnaires that measure these types of
symptoms are also clinically useful, although
the clinician should be aware of potential
“false positives” that can arise in the context of
eating disorder symptoms. On mood disorder
questionnaires, for example, adolescents with
eating disorders typically endorse disturbances
in eating and weight that may or may not be
symptoms of depression. Semistarvation symp-
toms may also mimic clinical depression (Keys
et al., 1950). On measures of anxiety, scores
are often elevated due to anxiety that is specifi-
cally focused on weight, shape, and eating. For
these reasons, data assessing comorbid psycho-
pathology may need to be interpreted with cau-
tion for individuals with eating disorders.

PERSONALITY

Assessing personality in adolescents with eat-
ing disorders is important in several respects.
First, the high rates of comorbid personality
disorders make them crucial to assess, although
assigning accurate Axis II diagnoses in younger
adolescents can be quite difficult and may need
to be provisional (see Shiner, Chapter 17, this
volume). Other than accurate assignment of
Axis II symptoms, assessment of personality di-
mensions provides important information for
understanding aspects of the eating disorder
(e.g., perfectionism, impulsivity) and formulat-
ing a treatment plan. Although less is known
about personality and adolescents with eating
disorders, individuals with restricting anorexia
nervosa have been found to have elevations on
measures of constraint, anxiety, and perfection-
ism; individuals with bulimia nervosa and the
bulimic subtype of anorexia nervosa have ele-
vated scores of impulsivity and affective insta-
bility (Cassin & von Ranson, 2005; Vitousek
& Manke, 1994). Instruments that measure
personality may be useful components to assess
eating disorders and guide treatment plans, al-
though they generally provide limited informa-
tion about eating disorder diagnoses.

Nutrition

Collaborating with a dietician who has experi-
ence with adolescents with eating disorders is
often beneficial to the mental health profes-
sional. As part of the assessment and treatment

team, the dietician can focus on obtaining a
careful dietary assessment (Rock, 2005) and
devising meal plans. If such collaboration is not
possible because of limited personnel or fi-
nancial resources, the mental health clinician
may include a nutritional evaluation as part
of the comprehensive assessment (Brunzell &
Hendrickson-Nelson, 2001; Rock, 2005).

Regardless of whether a dietician is included
on the assessment team, the clinician should
nonetheless ask detailed questions about cur-
rent and past eating patterns, including the fre-
quency and contents of meals and snacks,
“rules” about eating (avoiding certain types of
foods, calorie limits, etc.), and attempts at di-
etary restriction. Several methods may be used
to evaluate eating habits, including unstruc-
tured interviews; standard interviews, includ-
ing the EDE; dietary recalls (e.g., asking the ad-
olescent to describe in detail types and amounts
of food eaten during the past 24 hours); and
written food records. Unfortunately, self-
reported food intake is highly inaccurate
regardless of the eating disorder diagnosis
(Bandini, Schoeller, Dyr, & Dietz, 1990), and
the clinician should be aware of this limitation
in interpreting these types of data.

Interpersonal and Psychosocial Functioning

Assessing interpersonal and psychosocial func-
tioning is an important aspect of assessment,
because these factors are potentially causal and
are also negatively affected by eating disorder
symptoms. The level of detail of data collected
within this assessment domain depends on sev-
eral factors, including the age of the adolescent,
whether the adolescent is living with the family,
and the degree and scope of psychosocial im-
pairment. Decisions about interpersonal and
psychosocial assessment also depend on the
treatment. For example, in interpersonal psy-
chotherapy (IPT; Fairburn, 1997), the first
phase of treatment involves a detailed assess-
ment of interpersonal relationships in the con-
text of eating disorder symptoms and develop-
mental history. Family-based psychotherapy
(e.g., Lock, le Grange, Agras, & Dare, 2001)
requires a greater emphasis on family assess-
ment during the initial phase.

Regardless of the type of treatment imple-
mented, the clinician should obtain infor-
mation about the adolescent’s developmental
history, including significant events, academic
functioning, trauma experiences, and social re-
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lationships. Family history, especially of obe-
sity and eating, mood, substance use, and anxi-
ety disorders is also important to determine.
Asking the adolescent to describe friendships
and dating experiences is helpful for establish-
ing rapport, assessing the developmental level
of psychosocial functioning, evaluating the de-
gree of impairment, determining social support
resources, and formulating treatment goals.
Specific questions relevant to eating disorder
symptoms and peer relationships include
whether the adolescent has been teased (espe-
cially about weight and shape), participation in
activities in which weight and shape are em-
phasized (e.g., dance, gymnastics, wrestling),
and the extent to which other members of the
adolescent’s peer group have had eating disor-
der symptoms.

Family assessment may be conducted with
both unstructured interviews and self-report
questionnaires (for a review, see le Grange,
2005). For family-based assessments, it is cru-
cial to include all members of the cohabitating
family in the assessment phase, as well as dur-
ing treatment (Lock et al., 2001). Research
investigations often rely on observational
methods for family assessments, but these ap-
proaches are generally impractical in clinical
settings.

Selecting Instruments and Integration
of Assessment Data

Decisions about instrument selection depend
on a number of variables, including the type of
clinical setting (e.g., hospital-based vs. outpa-
tient), the treatment orientation (e.g., family-
based therapy vs. individual psychotherapy),
and the age of the adolescent, because some as-
sessment instruments are not appropriate for
younger adolescents. The clinician should also
consider the cost of administering and scoring,
as well as the potential time burden on the
adolescent and family members (Peterson &
Mitchell, 2005). An important consideration in
instrument selection is the extent to which an
assessment measure increases the comprehen-
siveness and quality of the data, without creat-
ing undue time or financial burden. Self-report
questionnaires may also provide more in-depth
information about eating disorder symptoms,
including body image, compensatory behav-
iors, and cognitions related to eating. The reli-
ability and validity of each instrument is a pri-
mary concern, and the clinician should be

especially careful about selecting assessment
measures that have been validated with adoles-
cent samples.

Because of the multidimensional nature of
eating disorders assessment, the clinician must
often integrate various sources of information
at the conclusion of the evaluation, including
data from interviews, questionnaires, charts,
and food records, as well as reports from other
professionals. In integrating these data, the cli-
nician should examine them for inconsistencies
(e.g., discrepant information between the par-
ents and the adolescent) and consider potential
limitations in the accuracy of the data, includ-
ing social desirability, inaccurate recall, and
minimization of symptoms to avoid treatment.
Because of the difficulty in obtaining accurate
information in the initial phase (Vitousek,
Daly, & Heiser, 2001), the clinician continues
to gather and revise assessment data through-
out the course of treatment.

ASSESSMENT INSTRUMENTS

A wide variety of self-report questionnaires
and diagnostic interviews have been developed
to assess eating pathology. For our purposes in
this chapter, we focus on assessment devices
that we believe are the most feasible and eco-
logically useful in most assessment and clinical
settings, as well as those supported by reliabil-
ity and validity data. It should be clearly noted,
however, that most of the psychometric data
for these scales are from samples of adolescents
or young adults; very few data are available
from samples of children. Although eating dis-
orders are rare among preadolescent children,
many of the measures reviewed below are
probably too complex for administration to
children, particularly the self-report question-
naire measures.

Questionnaire Measures

Two broad types of questionnaires assess eating
pathology: one assesses general psychological
disturbances often associated with eating disor-
ders, and the other directly assesses eating disor-
der symptoms from DSM-IV. Both types of
questionnaires have their uses in assessment and
treatment settings. However, research suggests
that questionnaires may provide inaccurate as-
sessments of eating disorder symptoms relative
to diagnostic interviews (Fairburn & Beglin,
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1994; Wilfley, Schwartz, Spurrell, & Fairburn,
1997), presumably because interviews provide
an opportunity for assessors to clarify the mean-
ing of terms (e.g., “binge eating” and “excessive
exercise”). Accordingly, unless it is unfeasible to
conduct a diagnostic interview, we recommend
that questionnaires be used as screening devices
or to provide adjunctive information to data
gathered through interviews (particularly for
children). In addition, we have found that ques-
tionnaires yield the most accurate data when an
office staff or research assistant is available
while individuals complete the measures and
when the questionnaires are immediately
checked for completeness and errors (again,
particularly for children).

Eating Disorder Examination–Questionnaire

The Eating Disorder Examination–Question-
naire (EDE-Q; Fairburn & Beglin, 1994), a 36-
item questionnaire version of the EDE inter-
view (Fairburn & Cooper, 1993), assesses the
diagnostic symptoms of anorexia nervosa and
bulimia nervosa, but not binge-eating disorder.
The EDE-Q also contains subscales that assess
features commonly associated with eating dis-
orders: Restraint, Eating Concern, Shape Con-
cern, and Weight Concern. Other investigators
have created a continuous bulimic symptom
composite score by averaging across the diag-
nostic items from this scale (e.g., Stice, 2001).

With regard to reliability, Luce and Crow-
ther (1999) found that the Restraint, Shape
Concern, Weight Concern, and Eating Concern
subscales showed adequate internal consis-
tency in a sample of late adolescent girls (mean
alpha = .86). The 2-week test–retest reliability
coefficient for items assessing the frequency of
eating disorder behaviors were r = .68 for binge
eating, r = .92 for vomiting, r = .65 for laxative
misuse, and r = .54 for diuretic misuse, and the
2-week test–retest coefficients for the subscales
were r = .81 for Restraint, r = .94 for Shape
Concern, r = .92 for Weight Concern, and r =
.87 for Eating Concern (Luce & Crowther,
1999). The bulimic symptom composite has
been found to possess adequate internal consis-
tency (mean alpha = .85) and 3-week test–
retest reliability (r = .89) in several samples of
adolescent girls (Stice, 2001; Stice, Mazotti,
Weibel, & Agras, 2000; Stice, Trost, & Chase,
2003).

With regard to validity, agreement across the
EDE-Q and EDE versions of the Restraint,

Shape Concern, Weight Concern, and Eating
Concern subscales for adult women was mod-
erately high (mean r = .76; Black & Wilson,
1996; Fairburn & Beglin, 1994). Although the
EDE-Q assesses symptoms of anorexia nervosa
and bulimia nervosa, few studies have exam-
ined agreement between diagnoses with this
scale and those with validated structured inter-
views, and we could not locate any that re-
ported the kappa agreement between the two
methods. Agreement between the EDE-Q and
the EDE is generally good for the presence of
vomiting and laxative misuse (mean Kendall’s
tau-b = .87), but lower for the presence
of binge eating (mean Kendall’s tau-b = .42;
kappa = .47) across community and clinical
samples of adults (Black & Wilson, 1996;
Fairburn & Beglin, 1994; Mond, Hay,
Rodgers, Owen, & Beumont, 2004; Wilfley et
al., 1997). Studies have suggested that the con-
cordance between the EDE and EDE-Q in
terms of the frequency of bulimic symptoms
tended to be higher, ranging from a high of .98
to a low of .35 (mean r = .62; Sysko, Walsh, &
Fairburn, 2005). The agreement between the
EDE and EDE-Q in terms of the frequency of
binge eating was higher when more detailed in-
structions were provided relative to those given
in the basic EDE-Q (Celio, Wilfley, Crow,
Mitchell, & Walsh, 2004). There is evidence
that the Restraint, Shape Concern, Weight
Concern, and Eating Concern subscales of the
EDE-Q are also sufficiently sensitive to detect
effects of prevention interventions (Celio et al.,
2000; Stewart, Carter, Drinkwater, Hains-
worth, & Fairburn, 2001). The bulimic symp-
tom composite from the EDE-Q has also been
found to be sensitive to detecting change in
bulimic symptoms in response to prevention
programs (Stice, Mazotti, et al., 2000; Stice et
al., 2003). In contrast, results in one study sug-
gested that the EDE-Q may not provide accu-
rate estimates of symptom change among indi-
viduals receiving treatment (Sysko, Walsh, &
Fairburn, 2005). The EDE-Q has also been
found to distinguish between women with and
without eating disorders, with a sensitivity of
.83 and a specificity of .96 (Mond et al., 2004).
However, the EDE-Q Restraint scale has not
shown a significant inverse correlation with
objectively measured caloric intake in com-
munity and patient samples (Stice, Fisher, &
Lowe, 2004; Sysko, Walsh, Schebendach, &
Wilson, 2005), which suggests that it is not a
valid measure of actual dietary restriction.
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In summary, there is reasonable evidence re-
garding the internal consistency, test–retest reli-
ability, and sensitivity of the EDE-Q for use
with adolescents. However, there is relatively
limited evidence of criterion validity for this
scale, and most of these data were from adult
samples. Normative data for adolescent girls
are available for this scale, which should facili-
tate the use of the EDE-Q in clinical settings
(Carter, Stewart, & Fairburn, 2001). Because
the EDE-Q is easy to administer and score, it
may be useful clinically to provide more de-
tailed information about eating disorder symp-
toms, although it should not be used in lieu of a
diagnostic interview.

Eating Disorder Diagnostic Scale

The Eating Disorder Diagnostic Scale (EDDS;
Stice, Telch, & Rizvi, 2000) is a 1-page, 22-
item self-report screening measure that assesses
DSM-IV diagnostic criteria for anorexia
nervosa, bulimia nervosa, and binge-eating dis-
order. This scale yields provisional diagnoses of
these three eating disorders. In addition, the
items can be averaged to form a continuous
eating disorder symptom composite score.

In terms of reliability, the internal consis-
tency for the overall symptom composite was
adequate (mean alpha = .87; Stice, Fisher, &
Martinez, 2004; Stice, Orjada, & Tristan,
2006; Stice & Ragan, 2002; Stice, Telch, et al.,
2000). The 1-week test–retest kappa coefficient
was .95 for anorexia nervosa, .71 for bulimia
nervosa, and .75 for binge-eating disorder di-
agnoses; the 1-week test–retest correlation for
the symptom composite was .87 (Stice, Telch,
et al., 2000).

In terms of validity, the EDDS evidenced ac-
ceptable agreement with EDE diagnoses for an-
orexia nervosa (kappa = .93), bulimia nervosa
(kappa = .81), and binge-eating disorder
(kappa = .74) in a sample of adolescent girls
and women (Stice, Telch, et al., 2000). Reason-
able diagnostic agreement was also observed in
a sample of primarily adolescent girls (kappa =
.78; Stice, Fisher, et al., 2004). The EDDS
symptom composite has also been found to de-
tect preventive intervention effects in three in-
dependent controlled trials (Stice, Fisher, et al.,
2004; Stice, Orjada, et al., 2006; Stice &
Ragan, 2002). With regard to predictive valid-
ity, elevated scores on the EDDS symptom
composite were found to moderate the pre- to
postintervention effects of an eating disorder

prevention program (Stice, Fisher, et al., 2004).
In addition, elevated scores on this symptom
composite were found to predict future onset
of binge eating, compensatory behaviors, and
depression among initially nonafflicted individ-
uals (Stice, Fisher, et al., 2004).

In summary, the EDDS shows promise as a
brief survey designed solely to assess eating dis-
order symptoms and render provisional diag-
noses. This scale is easy to administer and
score, and takes less than 10 minutes to com-
plete, which suggests that it might be useful for
screening patients in clinical settings and moni-
toring change in response to preventive and
treatment interventions. However, a disadvan-
tage is that relatively less psychometric evi-
dence has accumulated for the reliability and
validity of this questionnaire. As with other
survey measures, it should not be used in lieu of
a diagnostic interview.

Eating Disorder Inventory–2

The Eating Disorder Inventory–2 (EDI-2; Gar-
ner, 1991) is a 91-item scale that assesses fea-
tures commonly associated with anorexia
nervosa and bulimia nervosa but does not pro-
vide diagnoses for eating disorders. This mea-
sure has 11 subscales including Bulimia, Body
Dissatisfaction, Drive for Thinness, Perfection-
ism, and Impulse Regulation. Eight of these
subscales remained unchanged from the previ-
ous version of this measure, and three new sub-
scales have been added.

The EDI-2 has been found to have adequate
internal consistency for women (range, .69–
.92) and men (range, .57–.82) from community
samples (McCarthy, Simmons, Smith,
Tomlinson, & Hill, 2002; Spillane, Boerner,
Anderson, & Smith, 2004). However, there is
evidence that the new subscales have somewhat
lower internal consistency coefficients among
clinical samples of women (Eberenz & Gleaves,
1994). Research suggests that the eight sub-
scales from the original EDI, which are also in-
cluded in the EDI-2, possess adequate internal
consistency and test–retest reliability (Ander-
son & Paulosky, 2004).

The EDI-2 has been found to discriminate
significantly between individuals with and
without eating disorders (Garner, 1991;
Nevonen & Broberg, 2001; Schoemaker,
Verbraak, Breteler, & van der Staak, 1997). For
instance, in one study, the Bulimia subscale cor-
rectly classified 97% of individuals with
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bulimia nervosa from general psychiatric con-
trols (Schoemaker et al., 1997). Certain EDI-2
subscales have also been found to predict drop-
out from eating disorder treatment (Fassino,
Daga, Piero, & Rovera, 2002).

The EDI-2 is widely used clinically and may
be helpful for assessing personality features, as
well as a full range of eating disorder symp-
toms, both at intake and in assessing change
over the course of treatment. Because this scale
does not provide a direct assessment of the fre-
quency of eating disorder symptoms or provide
DSM-IV eating disorder diagnoses, it may be
most useful as an adjunct to a diagnostic inter-
view such as the EDE.

Diagnostic Interviews

There are several structured psychiatric inter-
views that generate DSM-IV (APA, 1994) diag-
noses of anorexia nervosa, bulimia nervosa,
and binge-eating disorder among adults, but
few have been evaluated with children and ad-
olescents.

Eating Disorder Examination

The EDE (Fairburn & Cooper, 1993), a 34-
item, semistructured psychiatric interview that
assesses the diagnostic criteria for anorexia
nervosa and bulimia nervosa, also contains sub-
scales that assess features commonly associated
with eating disorders—Restraint, Eating Con-
cern, Shape Concern, and Weight Concern—as
well as behavioral and eating patterns.

The EDE subscales have consistently been
found to have moderately high internal consis-
tency among community and clinical samples
of adult women (range, .68–.83; Fairburn &
Cooper, 1993; Mond et al., 2004). The diag-
nostic items assessing eating behaviors have
been found to have high test–retest reliability
over a 2- to 7-day period (range, .82–.97) in
women with eating disorders, although the
agreement for subjective binge eating was
much lower (number of binge days = .40; num-
ber of binge episodes = .33; Rizvi, Peterson,
Crow, & Agras, 2000). This study also found
that the subscales showed adequate 2- to 7-day
test–retest reliability (range, .71–.76; Rizvi et
al., 2000). The interrater agreement (as as-
sessed by coding audiotapes of interviews) was
high for the diagnostic items assessing eating
behaviors (range, .90–.99) and for the sub-
scales (range, .92–1.00; Rizvi et al., 2000). A

Spanish-language version of the EDE has been
found to have similar test–retest and interrater
reliability coefficients with Hispanic women re-
cruited from the community, with the excep-
tion of the test–retest and interrater reliability
for objective binge-eating episodes (kappas =
.37 and .56, respectively; Grilo, Lozano, & El-
der, 2005).

The EDE has been found to discriminate reli-
ably between individuals with and without eat-
ing disorders, and between individuals with an-
orexia nervosa and those with bulimia nervosa
(Fairburn & Cooper, 1993). The EDE is also
sufficiently sensitive to detect intervention
effects among women treated for anorexia
nervosa (Pike, Walsh, Vitousek, Wilson, &
Bauer, 2003), bulimia nervosa (Agras, Walsh,
Fairburn, Wilson, & Kraemer, 2000; Walsh et
al., 1997), and binge-eating disorder (Wilfley et
al., 2002). However, Sysko, Walsh,
Schebendach, & Wilson (2005) found that the
EDE Restraint subscale was not significantly
correlated with observed caloric intake of a yo-
gurt shake in a laboratory setting by young
women with anorexia nervosa or nondis-
ordered control women of normal weight dur-
ing two separate sessions, suggesting that this
measure is not a valid measure of actual dietary
restriction.

Emerging evidence supports the reliability
and validity of a Child Adaptation of the EDE
(ChEDE; Watkins, Frampton, Lask, & Bryant-
Waugh, 2005). The subscales of the ChEDE
evidenced satisfactory internal consistency
(range, .80–.91), and interrater consistency
was also excellent in a sample of 8- to 14-year-
old girls (range, .91–1.0; Watkins et al., 2005).
With regard to validity, the subscales were able
to distinguish among children with anorexia
nervosa, children with bulimia nervosa, and
those without eating disorders. They were not
able to distinguish between children with
bulimia nervosa and control children, however
(Watkins et al., 2005).

Another group has developed a semistruc-
tured interview, loosely adapted from the EDE,
for diagnosing eating disorders among adoles-
cents (Stice, Burton, & Shaw, 2004). This 39-
item interview, the Eating Disorders Diagnostic
Interview (EDDI), focuses solely on diagnosing
anorexia nervosa, bulimia nervosa, and binge-
eating disorder over the past year and also pro-
vides an overall eating disorder symptom com-
posite. Research with adolescents has indicated
that the symptom composite shows adequate
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internal consistency (mean alpha = .91) and 1-
month test–retest reliability (r = .88; Stice, Bur-
ton, et al., 2004; Stice, Presnell, Groesz, &
Shaw, 2005; Stice, Shaw, Burton, & Wade,
2006). This scale also has acceptable interrater
agreement (kappa = .86), as assessed by com-
pletely independent interviews (rather than rat-
ings of recorded interviews), and 3- to 5-day
test–retest reliability in an adolescent sample
(kappa = .96; Stice, Shaw, et al., 2006). This
scale has shown predictive validity for future
onset of obesity, depression, and substance
abuse (Stice, Burton, et al., 2004; Stice,
Presnell, Shaw, & Rohde, 2005), as well as suf-
ficient sensitivity to detect intervention effects
from randomized prevention and treatment tri-
als with adolescents and young adults (Burton
& Stice, 2006; Stice, Presnell, Shaw, et al.,
2005; Stice, Shaw et al., 2006).

In summary, the EDE is a useful clinical in-
terview for assessing eating disorder behaviors
and associated features. The instrument has ex-
tensive reliability and validity data supporting
its use among adult women, and there are ad-
aptations that appear to be reliable and valid
for use with children and adolescents. Al-
though it has primarily been used in research
settings, it may be beneficial for assessment in
clinical settings as well.

Other Measures for Diagnosing Eating Disorders

Two other diagnostic interviews deserve men-
tion that also appear to be reliable and valid, al-
though relatively less psychometric research
has investigated these measures, particularly
with child and adolescent samples. First, the
Structured Interview for Anorexic and Buli-
mic Disorders (SIAB-EX) has been found to
have impressive internal consistency, interrater
reliability, criterion validity with the EDE,
and discriminant validity (Fichter, Herpertz,
Quadflieg, & Herpertz-Dahlmann, 1998;
Fichter & Quadflieg, 2001b). The SIAB-EX has
also shown good agreement with a self-report
version of this instrument (Fichter & Quadflieg,
2001a). The Interview for Diagnosis of Eating
Disorders–IV (IDED-IV) has also shown excel-
lent internal consistency, interrater reliability,
and concurrent validity (Kutlesic, Williamson,
Gleaves, Barbin, & Murphy-Eberenz, 1998). A
unique feature of the IDED is that it was specifi-
cally devised to provide diagnoses of binge-
eating disorder and it also provides broad cover-
age of ED NOS symptoms.

It is noteworthy that all of the questionnaires
and interviews with adequate evidence of reli-
ability and validity in assessing eating pathol-
ogy have collected data solely from children
or adolescents. In contrast, the Children’s
Eating Behavior Inventory (CEBI; Archer,
Rosenbaum, & Streiner, 1991) was designed to
be completed by parents. This questionnaire
measures eating and mealtime problems in chil-
dren ages 2–12 years. It contains 40 items that
gather information regarding the child’s food
preferences, food refusal, behavioral compli-
ance during meals, and feeding skills. The CEBI
has shown satisfactory internal consistency,
test–retest reliability, discriminant validity, and
sensitivity to treatment interventions (Archer et
al., 1991).

USE OF ASSESSMENT IN THE CONTEXT
OF TREATMENT

The primary aim of assessment at the initial
evaluation is to establish an accurate diagnosis
and to determine the scope and severity of eat-
ing disorder and associated symptoms to for-
mulate a detailed treatment plan. For example,
if the clinician determines that the appropriate
diagnosis for a particular patient is the binge–
purge subtype of anorexia nervosa, then the
treatment will target binge eating and compen-
satory behaviors, in addition to dietary restric-
tion, excessive exercise, and body image distur-
bance (which would more likely be the primary
focus for an individual with the restricting sub-
type of anorexia nervosa). If scores on a body
dissatisfaction questionnaire are extremely
high, the clinician may choose to focus on this
type of distress early in treatment. If co-
occurring symptoms of mood or anxiety are se-
vere, the therapist may consider an adjunctive
intervention including medication. Thus, the
priorities of treatment are strongly influenced
by the initial assessment and diagnostic infor-
mation.

The selection of assessment instruments in
the context of treatment depends on the type of
treatment to be implemented. As described ear-
lier, family-based and interpersonal treatments
require a greater assessment focus on interper-
sonal variables and family patterns. Assess-
ment in cognitive-behavioral therapy (Fairburn
et al., 1993; Garner, Vitousek, & Pike, 1997) is
influenced by the intervention itself, which in-
corporates the active assessment of behaviors
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and cognitions as a focus of treatment.
In cognitive-behavioral therapy, the patient is
asked to keep a written food log or diary. Early
in treatment, in the context of nutritional reha-
bilitation, the main emphasis of this type of
self-monitoring is the frequency and content of
food consumed, as well as precipitants of prob-
lematic eating patterns. For example, review of
the food diaries during the therapy sessions
may reveal that purging episodes usually occur
in certain places or at certain times of day.
These data then influence the implementation
of behavioral strategies to alter symptoms.
Later in treatment, an increasing focus is
placed on monitoring cognitions and thought
patterns, along with eating patterns. Thus, the
content of the self-monitoring varies in the
course of treatment. Although many patients
are at first skeptical about the use of food dia-
ries, this type of written self-monitoring is a
powerful component of treatment. It provides
valuable data to review in the psychotherapy
session, develops the adolescent’s self-
awareness as he or she monitors patterns and
antecedents, and it has been found to be a ther-
apeutic intervention for altering eating disorder
symptoms, independent of psychotherapy
(Agras, Schneider, Arnow, Raeburn, & Telch,
1989).

Regardless of the type of treatment, re-
peatedly administering assessment instruments
throughout the course of treatment may be use-
ful for ongoing planning, monitoring progress,
and maintaining motivation. For example, a
short battery of questionnaires to assess eating
disorder and associated symptoms, including
depression, may be administered on a weekly
or monthly basis and reviewed by the therapist
and adolescent patient together to evaluate
progress. Adolescent patients often find the
process of comparing current questionnaire re-
sponses to previous ones quite compelling, and
they are often unaware of their progress until
they observe this type of concrete change in as-
sessment scores. Similarly, reviewing earlier
food diary information may be helpful to both
the therapist and the adolescent as treatment
progresses.

In addition to monitoring progress, assess-
ment data obtained throughout treatment may
also highlight areas of continued struggle that
require increased therapeutic focus. For ex-
ample, if the adolescent patient reports that
weight and shape continue to be a primary
source of self-evaluation, or that he or she fre-

quently engages in body checking rituals dur-
ing the second stage of cognitive-behavioral
therapy, then the therapist may modify the
treatment to target these body image problems
(Fairburn et al., 1993). Assessment measures,
in addition to less structured interview ques-
tions, may be used to obtain a more compre-
hensive evaluation of symptoms and to priori-
tize treatment goals appropriately. Recent data
also suggest that adult individuals with bulimia
nervosa who ultimately respond to cognitive-
behavioral therapy abstain from or signifi-
cantly reduce purging by the fourth week of
treatment (Agras, Crow, et al., 2000; Fairburn,
Agras, Walsh, Wilson, & Stice, 2004). Al-
though these rapid response data are based on
adult samples and have not been replicated in
adolescents, the clinician should nonetheless
consider supplementing or altering treatment
for patients who report limited reductions in
purging symptoms on food logs, recall, or
questionnaires by the fourth week of cognitive-
behavioral treatment.

In addition to treatment planning and modi-
fication, assessment data may be useful to the
clinician for documentation. Reviewing ques-
tionnaires that have been administered repeat-
edly may be helpful in the context of consulta-
tion or supervision. In addition, questionnaire
data may be used in certain cases to document
the need for ongoing treatment to third-party
payors.

In summary, although assessment data are
used initially to determine diagnosis and treat-
ment goals, they are valuable to the clinician
throughout the course of treatment. Repeated
administration of a standard set of question-
naires provides quantitative data for both the
clinician and the adolescent to monitor change.
In addition, the ongoing use of assessment in-
struments may not only help the clinician to
modify treatment appropriately but may also
be useful for documentation purposes.

SUMMARY

Eating disorders in youth are serious condi-
tions complicated by medical and psychiatric
comorbidity. Accurate diagnosis of eating dis-
orders is important for appropriate referrals
and treatment planning, but this can be chal-
lenging with children and adolescents because
of the complexity of the criteria and limitations
in the accuracy of self-reported data. We
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recommend a multidimensional approach to
eating disorder assessment, with a focus on
medical, psychological, behavioral, nutritional,
interpersonal, and psychosocial components.
Assessment and treatment of adolescents with
eating disorders often involve multidisciplinary
team members who communicate regularly.
In the initial evaluation, the clinician uses
interview-based methods (both unstructured
and semistructured) with the adolescent and, if
appropriate, with his or her family members.
The primary concern initially is to ensure that
the adolescent is medically stable, and this
question often informs the first phase of treat-
ment. Self-report questionnaires are valuable
for the assessment of eating disorder and
comorbid symptoms, although they may not
yield accurate data for certain symptoms that
require clinical ratings, including binge eating.
In addition to providing initial information for
diagnosis and treatment planning, assessment
instruments may be clinically useful for mea-
suring quantitative change in symptoms over
the course of treatment.
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C H A P T E R 1 7

Personality Disorders

Rebecca L. Shiner

At times, individuals’ personalities signifi-
cantly interfere with their day-to-day func-

tioning and generate internal distress and mis-
ery; this is true for youths, as well as for adults.
Child psychologists and psychiatrists who rou-
tinely treat such personality difficulties need a
means of conceptualizing and assessing them.
Personality difficulties may be a primary focus
in treating some youth, but in nearly all cases,
clinicians must be attentive to patients’ indi-
vidual differences in emotional, cognitive,
and interpersonal functioning. The fourth edi-
tion of the Diagnostic and Statistical Manual
of Mental Disorders (DSM-IV, American Psy-
chiatric Association [APA], 1994) acknowl-
edges the central importance of personality by
including a set of personality disorder diagno-
ses on Axis II. Each personality disorder in the
diagnostic manual is seen as “an enduring pat-
tern of inner experience and behavior that
deviates markedly from the expectations of
the individual’s culture, is pervasive and inflexi-
ble, has an onset in adolescence or early adult-
hood, is stable over time, and leads to distress
or impairment” (p. 629). This chapter elabo-
rates the processes through which clinicians
may best assess such personality disturbances
in youth.

THE CASE FOR ASSESSING PERSONALITY
PATHOLOGY IN ADOLESCENT PATIENTS

In assessing youth, it is essential for clinicians
to consider the possibility of personality pa-
thology; this is the most important take-home
message of this chapter! In other words, it is
important to consider the possibility of a per-
sonality disorder in all youth who are assessed,
not just in those cases in which the youth has
prototypical and obvious features of a person-
ality disorder.

At present there is ambivalence about diag-
nosing personality disorders in youth, both in
the DSM-IV and in the psychiatric and psycho-
logical fields at large. DSM-IV cautions clini-
cians to be careful about diagnosing children
and adolescents with a personality disorder ex-
cept in “those relatively unusual instances in
which the individual’s particular maladaptive
personality traits appear to be pervasive, per-
sistent, and unlikely to be limited to a particu-
lar developmental stage or an episode of an
Axis I disorder” (APA, 1994, p. 631). This ex-
plicit hesitance to diagnose personality disor-
ders in youth may arise from several sources
(Freeman & Rigby, 2003; Westen & Chang,
2000). At the time when DSM-IV was written,
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there was a notable lack of data on early mani-
festations of personality disorders. There are
also ongoing concerns about diagnosing youth
with potentially stigmatizing disorders that are
viewed as long-lasting, difficult to treat, and se-
vere. Finally, personalities of youth are often
seen as being “under construction” during
childhood and adolescence, and therefore too
unstable to have lasting significance. Clinicians
may avoid assigning an Axis II diagnosis to
their adolescent patients. In a study by Westen,
Shedler, Durrett, Glass, and Martens (2003),
practicing psychologists and psychiatrists were
asked to report on a particular adolescent pa-
tient in their practices. Although only 28.4% of
patients were assigned an Axis II diagnosis,
75.3% of the patients met criteria for an Axis II
diagnosis based on their clinicians’ reports of
Axis II symptoms.

Over the last decade, a number of research-
ers have marshaled evidence that personality
pathology does, indeed, occur in youth and
that the pathways leading to adult personality
disorders sometimes begin in childhood
(Bleiberg, 2001; Cohen & Crawford, 2005;
Johnson, Bromley, Bornstein, & Sneed, 2006;
Johnson, Bromley, & McGeoch, 2005; Kern-
berg, Weiner, & Bardenstein, 2000; Westen &
Chang, 2000). There has been an upsurge of
empirical research on the adolescent manifesta-
tions of personality disorders in particular and
on personality in adolescence more generally.
This new research (reviewed in the next section
of this chapter) points to several compelling
reasons clinicians ought to assess personality
disorders in their adolescent patients. First,
personality pathology in adolescents is not rare
and often poses considerable risks for develop-
ment, including potential high-risk behaviors,
emergence of Axis I disorders, and impair-
ment in important life domains (e.g., aca-
demic achievement, relationships, work). Sec-
ond, personality difficulties are not necessarily
transient phenomena in adolescence given that
pathological personality traits are already
moderately stable by adolescence. Third, in
light of more recent knowledge about personal-
ity change and the treatment of personality dis-
orders in adults, a diagnosis of a personality
disorder in adolescence need not be seen as
consigning a youth to a permanent life of diffi-
culty. Fourth, careful personality assessment
may point to strengths youth possess that can
be tremendous assets in treatment. Fifth, treat-

ment ultimately may need to focus on personal-
ity change, even if a personality disorder is not
the primary diagnosis. Many Axis I disorders
likely represent varying manifestations of
underlying personality pathology (Westen &
Bradley, 2005). Thus, effective treatment may
need to target personality change or, in the case
of some newer cognitive-behavioral therapies
(e.g., Hayes, Follette, & Linehan, 2004), may
need to enhance patients’ strategies for coping
effectively with personality tendencies that may
be difficult to change.

A final important reason to assess personal-
ity pathology is perhaps less obvious: the po-
tentially large costs of misdiagnosing youth
with other disorders, when a personality disor-
der diagnosis would be more appropriate. In
some cases, well-meaning clinicians may search
for another disorder to explain a youth’s diffi-
culties because of intentional or unrecognized
attempts to avoid labeling the youth with a
personality disorder. McClellan and Hamilton
(2006) recently presented such a composite
case of a 15-year-old girl, Abigail. In this illus-
trative case, Abigail had exhibited a range of
serious symptoms for many years, including
self-mutilation, explosive outbursts, alcohol
and substance abuse, and self-reports of hear-
ing voices. Her psychosocial history was char-
acterized by maltreatment and repeated foster
placements. Abigail had received a range of
diagnoses, including “bipolar disorder, schizo-
affective disorder, major depression with psy-
chotic features, PTSD [posttraumatic stress dis-
order], conduct disorder, and substance abuse”
(p. 490) and had subsequently been prescribed
a wide range of psychotropic medications.
Finally, she was more appropriately diagnosed
with borderline personality disorder and
treated with dialectical behavior therapy (DBT;
Linehan, 1993a, 1993b). This case illustrates
well the problem of incorrectly diagnosing a
youth with a mood, anxiety, or psychotic disor-
der when a personality disorder diagnosis may
be more accurate; incorrect diagnosis can lead
to improper prescription of medications and
the absence of treatment that appropriately tar-
gets the key symptoms. Certainly, it is impor-
tant for clinicians to continue to be cautious
about diagnosing youth with a personality dis-
order, because of the potential cost of stigmati-
zation, but it is important also to recognize the
costs of not diagnosing a personality disorder
when it is present.

782 PART VII. PROBLEMS OF ADOLESCENCE



OVERVIEW OF THE CHAPTER

This chapter proceeds in five sections, the first
of which articulates the two different means of
conceptualizing personality pathology—as di-
agnostic categories and as pathological person-
ality dimensions. The second section reviews
recent research on personality disorders in
youth, including prevalence, course, comorbid-
ity, impairment, and etiology. The third section
provides a set of basic underlying principles for
assessing personality disorders. The fourth sec-
tion outlines a set of procedures for conducting
an assessment of personality disorders, includ-
ing types of measures to use, information to
gather, use of assessment for treatment plan-
ning and monitoring, and presentation of as-
sessment information to patients and families.
The fifth section describes and evaluates mea-
sures that can be used to assess personality pa-
thology in youth and provides recommenda-
tions for specific measures to use. The chapter
concludes with suggestions for future research
on assessment of personality pathology.

MANIFESTATIONS OF PERSONALITY PATHOLOGY:
DIAGNOSTIC CATEGORIES
AND PERSONALITY TRAIT DIMENSIONS

DSM-IV Diagnoses

The DSM-IV provides an overarching frame-
work for what constitutes a personality disor-
der. According to this general framework, per-
sonality disorders comprise deviant patterns of
inner experience and behavior in at least two of
the following four areas: “(1) cognition (i.e.,
ways of perceiving and interpreting self, other
people, and events); (2) affectivity (i.e.,
the range, intensity, lability, and appropriate-
ness of emotional response); (3) interpersonal
functioning; (4) impulse control” (APA, 1994,
p. 633). Skodol (2005) has fleshed out what
these four areas often include. Cognition typi-
cally manifests as disturbances in how patients
view themselves and others, for example, over-
inflated self-views or unduly negative views of
the self, profound mistrust or alienation to-
ward others, or tendencies to idealize or de-
value others. Cognition also includes deviant
thinking about the world, such as expectations
for perfectionism or odd, delusional beliefs.
Affectivity involves a wide range of distur-
bances in patients’ typical emotions, including

both restricted emotional experience and ex-
cessively intense and labile emotions. The
emotions that are disturbed include the full
gamut of human emotions—sadness, anxiety,
anger and irritation, joy and pleasure, and love
and affection. Difficulties in interpersonal
functioning typically involve problems with
one or both of the two main dimensions of in-
terpersonal behavior: agency (ranging from
dominance and self-assuredness to submission)
and communion (ranging from affiliation and
warmth to detachment and coldheartedness)
(Wiggins & Trobst, 1999). Finally, several per-
sonality disorders involve problems with im-
pulse control—either deficits in self-control
(poor planning, thinking without acting, poor
self-regulation of behavior and emotions) or
excessive levels of self-restraint and inhibition
of healthy impulses.

These deviant personality patterns are fur-
ther defined by DSM-IV in several ways (APA,
1994, pp. 630–631). In making a personality
disorder diagnosis, clinicians must evaluate
personality difficulties in the context of the per-
son’s culture; a personality disorder diagnosis is
warranted only in cases in which the patterns
deviate from what is typically expected in that
cultural context. Furthermore, the patterns
must be enduring, inflexible, and pervasive
across many contexts in the person’s life. The
patterns are expected to have started at least by
adolescence or early adulthood. Like many
other DSM-IV disorders, the personality pat-
terns must be distressing to the person or cause
impairment in important areas of daily life,
such as social relationships, school, or work.
Finally, the pattern must not be better ac-
counted for as a consequence of an Axis I con-
dition, a medical condition, or the use of some
substance.

In addition to this general framework for de-
fining the presence of a personality disorder
(PD), DSM-IV outlines diagnostic criteria for
10 specific PDs, grouped into three clusters:
Cluster A, odd or eccentric—paranoid PD,
schizoid PD, and schizotypal PD; Cluster B,
dramatic, emotional, or erratic—antisocial PD,
borderline PD, histrionic PD, and narcissis-
tic PD; and Cluster C, anxious or fearful—
avoidant PD, dependent PD, and obsessive–
compulsive PD (APA, 1994, pp. 629–630).
Two additional PD diagnoses are included
in the DSM-IV appendix for further study:
depressive PD and passive–aggressive or
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negativistic PD. The primary features of the 12
personality disorders are described in Table
17.1. DSM-IV also provides the option of diag-
nosing personality disorder not otherwise spec-
ified (PD NOS), for those cases in which the
general PD criteria are met and PD symptoms
are present, but the person does not fulfill the
criteria for any specific PD in the manual. The
three clusters into which the diagnoses are
grouped were not derived empirically; rather,
they were created to help clinicians mentally
group the disorders into those that share some
descriptive features.

DSM-IV offers some cautions that are spe-
cific to diagnosing PDs in children and adoles-
cents under the age of 18, who are diagnosed
with personality disorders by the same set of
criteria as adults; for youth under age 18, the
patterns must have been present at least a year
(APA, 1994, p. 631). Youth under 18 may not
be diagnosed with antisocial PD, however
(p. 647). Typically, youth with antisocial
behavior are diagnosed with conduct disorder
instead, and conduct disorder with onset be-
fore age 15 is required for an adult diagnosis of
antisocial PD (p. 650). Although youth under
age 18 cannot be formally diagnosed with anti-
social PD, there is robust evidence that they can
still exhibit the psychopathic personality traits
and behaviors associated with this diagnosis,
such as manipulativeness, lack of empathy, and
impulsiveness (Kotler & McMahon, 2005;
Lynam & Gudonis, 2005; Salekin & Frick,
2005). Because the presence of psychopathic
tendencies in youth has implications for treat-
ment, the assessment of psychopathy is dis-
cussed later in this chapter.

Alternative Dimensional Models
of Personality Pathology

A key issue in conceptualizing personality pa-
thology is whether it is most validly described
as categorical patterns or variations on dimen-
sional traits. This issue is discussed in some
detail here, because it has important rami-
fications for the assessment of personality pa-
thology in youth.

The model of PDs adopted in DSM-IV is a
categorical one; the PDs are each seen as dis-
tinct patterns that differ qualitatively from
both normal personality functioning and each
other. The validity of this categorical system
has been challenged on a number of fronts (re-
viewed in Oldham & Skodol, 2000; Trull

& Durrett, 2005; Widiger & Mullins-Sweatt,
2005). The PDs co-occur within patients at a
rate that is much higher than would be ex-
pected if the disorders were truly distinct, cate-
gorical entities with distinct etiologies. The ex-
isting PD diagnoses also do not provide
adequate coverage of the range of personality
pathology that patients exhibit. As a result, PD
NOS turns out to be the most common PD di-
agnosis used in actual practice with adults
(Verheul & Widiger, 2004), and it may be the
most prevalent PD in both adolescents and
adults (Johnson, First, et al., 2005).

Rather than defining personality pathology
as categorical disorders, personality pathology
may be more validly conceptualized within a
dimensional framework. In a dimensional tax-
onomy, it is recognized that psychopathology
involves variation in underlying dimensions of
cognition, affect, and behavior. Implicit in such
a model is the recognition that there is no clear-
cut boundary between normal and abnormal
functioning; in other words, in a dimensional
model, PDs differ from normal-range personal-
ity quantitatively rather than qualitatively. A
critical issue in the upcoming development
of DSM-V is whether dimensional models of
psychopathology should be included (Krueger,
Watson, & Barlow, 2005; Rounsaville et al.,
2002). In the specific case of PDs, a dimen-
sional model would suggest that personality
pathology represents maladaptive variants of
personality traits that exist in the population as
a whole.

A dizzying array of dimensional models has
been proposed to describe personality pathol-
ogy. In fact, one recent review of such models
listed 18 alternative proposals (Widiger &
Simonsen, 2005)! Fortunately, there is consid-
erable overlap among many of these models,
and it is possible to integrate many of them into
an overarching taxonomy of personality pa-
thology. In one model that is particularly well
supported empirically (Markon, Krueger, &
Watson, 2005; Trull & Durrett, 2005; Widiger
& Mullins-Sweatt, 2005; Widiger & Simonsen,
2005), personality pathology can be defined
along four overarching or higher-order dimen-
sions. First, Extraversion versus Introversion
measures the degree to which a person is out-
going, active and energetic, expressive, and
emotionally positive. At the pathological ex-
tremes, this dimension taps exhibitionism (high
end) and detachment, social avoidance, and ex-
cessive shyness (low end). Second, Antagonism
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TABLE 17.1. DSM-IV-TR Personality Disorder Diagnoses: Essential Features and Links with Big Five
Personality Traits

Diagnosis Essential featuresa Associated Big Five traits and facetsb

Paranoid Distrust and suspiciousness such
that others’ motives are
interpreted as malevolent

N—Angry–Hostility (high); E—Warmth, Gregariousness (all
low); O—Actions, Ideas (all low); A—Trust,
Straightforwardness, Altruism, Compliance, Tender
Mindedness (all low)

Schizoid Detachment from social
relationships and a restricted
range of emotional expression

E—Warmth, Gregariousness, Assertiveness, Activity,
Excitement seeking, Positive Emotions (all low); O—Feelings,
Actions (all low)

Schizotypal Acute discomfort in close
relationships, cognitive or
perceptual distortions, and
eccentricities of behavior

N—Anxiety, Self-Consciousness (all high); E—Warmth,
Gregariousness, Positive Emotions (all low); O—Ideas (high);
C—Order (low)

Antisocial Disregard for, and violation of,
the rights of others

N—Angry–Hostility, Impulsivity (all high) and Anxiety, Self-
consciousness (all low); E—Assertiveness, Activity, Excitement
Seeking (all high); O—Actions (high); A—Trust,
Straightforwardness, Altruism, Compliance, Modesty, Tender
Mindedness (all low); C—Dutifulness, Self-Discipline,
Deliberation (all low)

Borderline Instability in interpersonal
relationships, self-image, and
affects, and marked impulsivity

N—Anxiety, Angry–Hostility, Depression, Impulsiveness,
Vulnerability (all high); O—Feelings, Actions (all high); C—
Deliberation (low)

Histrionic Excessive emotionality and
attention seeking

N—Self-Consciousness (low) and Impulsiveness (high); E—
Gregariousness, Activity, Excitement Seeking, Positive
Emotions (all high); O—Fantasy, Feelings, Actions (all high);
A—Trust (high); C—Self-Discipline, Deliberation (all low)

Narcissistic Grandiosity, need for admiration,
and lack of empathy

N—Angry–Hostility (high) and Self-Consciousness (low); E—
Warmth (low) and Assertiveness and Excitement Seeking (all
high); O—Feelings (low) and Actions (high); A—Trust,
Straightforwardness, Altruism, Compliance, Modesty, Tender
Mindedness (all low)

Avoidant Social inhibition, feelings of
inadequacy, and hypersensitivity
to negative evaluation

N—Anxiety, Self-consciousness, Vulnerability (all high) and
Impulsiveness (low); E—Gregariousness, Assertiveness,
Excitement Seeking, Positive Emotions (all low); O—Actions
(low); A—Modesty (high)

Dependent Submissive and clinging behavior
related to an excessive need to be
taken care of

N—Anxiety, Self-Consciousness, Vulnerability (all high); E—
Assertiveness (low); A—Trust, Compliance, Modesty (all
high)

Obsessive–
compulsive

Preoccupation with orderliness,
perfectionism, and control

N—Anxiety (high) and Impulsiveness (low); E—Excitement
Seeking (low); O—Feelings, Actions, Ideas, Values (all low);
C—Competence, Order, Dutifulness, Achievement Striving,
Self-Discipline, Deliberation (all high)

Depressive
(Appendix)

Depressive cognitions and
behaviors

None provided

Passive–
aggressive
(negativistic;
Appendix)

Negativistic attitudes and passive
resistance to demands for
adequate performance in social
and occupational situations

None provided

a From American Psychiatric Association (2000). Copyright 2000 by the American Psychiatric Association. Adapted by permission.
b N, Neuroticism; E, Extraversion; O, Openness to Experience; A, Agreeableness; C, Conscientiousness. The facets listed are those
included in the NEO-PI-R (Costa & McCrae, 1992). The Big Five traits and facets associated with each personality disorder diagnosis
are adapted from Lynam and Widiger (2001). Copyright 2001 by the American Psychological Association. Adapted by permission.



versus Compliance measures tendencies to-
ward being hostile and cynical versus kind,
modest, empathetic, honest, and trusting. At
the pathological high end, this dimension taps
mistrust and alienation, aggression, entitle-
ment, and callousness. Third, Constraint
versus Impulsivity measures tendencies to be
responsible, attentive, persistent, orderly, high-
achieving, and planful versus irresponsible, un-
reliable, careless, and to quit easily. At the
pathological extremes, this dimension taps
compulsivity and workaholism (high end), and
impulsiveness, irresponsibility, and excessive
risk taking (low end). Fourth, Emotional Dys-
regulation versus Emotional Stability measures
individual differences in the experience of neg-
ative emotions. At the pathological high end,
this dimension taps anxiousness, insecure at-
tachment, identity problems, affective lability,
feelings of worthlessness, and poor ability to
cope with stress. It is not clear whether there is
a pathological low end, but it may possibly in-
volve an excessive lack of fear and anxiety (as
in psychopathy). Each of these broad, higher-
order dimensions in the proposed model in-
cludes a number of more narrow, lower-order
dimensions that are sometimes called “facets”
(e.g., Extraversion involves components such
as activity level, gregariousness, and positive
emotions). The lower-order components tend
to covary, which is why they cohere to form a
higher-order trait, but they differ enough that
each lower-order component provides useful
information about personality functioning.

Evidence for the proposed taxonomic frame-
work comes from two primary sources: re-
search linking normal-range personality traits,
such as the Big Five, with personality disorders,
and research delineating the structure of patho-
logical personality trait dimensions. DSM-IV
PD diagnoses may be described in terms of
variation of normal-range personality traits,
such as the Big Five (Costa & Widiger, 2002),
which is a taxonomy of normal-range person-
ality traits that has robust empirical support
(John & Srivastava, 1999) and includes the
following traits: Neuroticism, Extraversion,
Openness to Experience, Agreeableness, and
Conscientiousness. Support for the proposed
model of personality pathology also comes
from research undertaken to determine the
structure of pathological personality traits.
Both Livesley (Livesley & Jackson, in press)
and Clark (1993) created questionnaires de-
signed to measure the full range of personality

pathology in adults. These personality pathol-
ogy measures included a greater proportion
and a broader range of negative personality
descriptors than normal-range personality in-
ventories, such as those measuring the Big Five.
The higher-order structure obtained in these
questionnaires is generally consistent with the
proposed taxonomic framework, although
some differences do emerge. Normal-range
personality traits and pathological personality
traits in adults appear to share a common
structure of higher-order traits (Markon et al.,
2005). Table 17.1 presents the Big Five traits
and facets that experts rated as likely to be as-
sociated with each of the DSM PDs (Lynam &
Widiger, 2001).

Thus, there is compelling support for a di-
mensional model of personality pathology as
an alternative to the categorical system now in
place. This work raises an important question
for the assessment of personality difficulties in
children and adolescents: Can youths’ person-
alities likewise be described validly with the
proposed taxonomy of four higher-order
traits? It is possible to give a tentative “yes” to
this question. Children and adolescents mani-
fest a set of Big Five traits similar to that of
adults (Caspi & Shiner, 2006; Shiner, 2006);
therefore, it is possible to use the Big Five traits
to characterize youths’ personalities in a clini-
cal setting. As with adults, there is some evi-
dence that PDs in adolescence may be de-
scribed using Big Five personality measures (De
Clercq & De Fruyt, 2003; De Clercq, De Fruyt,
& Van Leeuwen, 2004). Furthermore, De
Clercq, De Fruyt, Van Leeuwen, and Mervielde
(2006) have created a new questionnaire mea-
sure of pathological personality in youth (simi-
lar to those created by Livesley and Clark for
adults) and have found that, as with adults,
four higher-order traits emerge: Introversion,
Disagreeableness, Compulsivity, and Emo-
tional Instability. Thus, clinicians who assess
PDs in youth have the option of assessing per-
sonality traits, as well as determining the pres-
ence of DSM-IV PD diagnoses.

OVERVIEW OF RECENT RESEARCH
ON PERSONALITY DISORDERS IN YOUTH

Prior to the mid-1990s, there was very little
empirical research on the nature and develop-
ment of PDs in children and adolescents. Al-
though there is still far less known about PDs
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than about other disorders in youth, the last
decade has seen a surge of interest. Conse-
quently, some basic information is now avail-
able about personality pathology in adoles-
cents, including data on prevalence, stability
and course, comorbidity, life impairment, and
etiology. This basic information has important
implications for the assessment of PDs, because
it points to crucial areas to assess. The recent
research also overturns many incorrect as-
sumptions about the nature of PDs and makes
clear why it is essential that clinicians consider
the possible presence of personality pathology
in the youth they treat.

Prevalence and Gender

It is difficult to estimate the prevalence of PDs
in both adolescents and adults, because there
are not yet adequate epidemiological studies
addressing this issue. Although epidemiological
studies have determined prevalence rates for
Axis I disorders, Axis II disorders have been ex-
cluded from these studies, with the exception
of antisocial PD (Mattia & Zimmerman,
2001). For adolescents, the best available esti-
mates of DSM-III-R and DSM-IV PDs derive
from representative community or primary
care samples. Prevalence estimates for having
at least one PD have ranged from 6 to 17% in
adolescents, with a median prevalence of 11%
(Johnson, Bromley, Bornstein, & Sneed, 2006).
Comparable large-scale studies with adults
suggest prevalence rates of approximately 10–
15% for at least one PD, and 1–2% for each
specific PD diagnosis (Mattia & Zimmerman,
2001; Torgersen, 2005). Thus, there is good ev-
idence that PDs are as prevalent in adolescence
as in adulthood. In fact, PD traits and diagno-
ses may actually be more prevalent earlier in
adolescence than during later adolescence, at
which point prevalence appears to be quite
comparable to that seen in adulthood (John-
son, Bromley, et al., 2006). PD rates in individ-
uals presenting for treatment are, of course,
likely to be higher.

As with general prevalence rates for PDs, ep-
idemiological data on gender differences are
lacking for both adolescents and adults. How-
ever, there is some evidence from adult commu-
nity samples that although the overall preva-
lence rates for PDs appear to be roughly equal
for males and females, some specific PDs may
be more prevalent in one gender or the other
(Morey, Alexander, & Boggs, 2005; Torgersen,

2005). Empirical findings are not entirely con-
sistent with the information on gender in DSM-
IV. Specifically, in adult community samples,
schizoid PD, antisocial PD, and obsessive–
compulsive PD may be more common in males,
and histrionic and dependent PD may be more
common in females (Morey et al., 2005;
Torgersen, 2005). Consistent gender differ-
ences are not found in community samples for
the other PDs, including borderline PD. Fur-
thermore, findings of gender differences are of-
ten inconsistent across studies or modest in
size. Very little is known about gender differ-
ences in community samples of adolescents,
other than the consistent finding that conduct
problems are more prevalent in samples of
males (Moffitt, Caspi, Rutter, & Silva, 2001).
In short, gender differences in PDs are not as
common or as large in community samples as
often assumed. Furthermore, even in the case
of a disorder such as antisocial PD, where there
is a clear male preponderance, many adolescent
females still meet criteria for the diagnosis.
Thus, it is important for clinicians to be vigi-
lant about preventing preconceived ideas about
gender differences from influencing their as-
sessment of PDs and traits.

Course of Personality Disorders

DSM-IV makes a number of explicit assump-
tions about the stability and course of PDs.
Specifically, DSM-IV describes PDs as enduring
patterns, and these patterns need to have ex-
isted for at least a year to warrant diagnosis in
youth under age 18. A number of recent longi-
tudinal studies have examined the stability and
course of PD diagnoses and symptoms in both
youth and adults, and have found that the pic-
ture regarding stability is more complex than
assumed. Furthermore, the results for PD diag-
noses and symptoms may be understood in
light of recent research on the stability of
normal-range personality traits over time.
Taken together, the findings for both PDs and
normal-range personality traits are forcing a
reanalysis of the picture of PDs presented in the
DSM-IV.

Personality stability is itself a complex no-
tion, because there are many different kinds of
continuity and change. First, rank-order stabil-
ity refers to the degree to which the relative or-
der of individuals on a given trait or symptom
is maintained over time, and it is typically mea-
sured through test–retest correlations on di-
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mensional scores of some trait across two
points in time. PD symptoms in adolescents
and young adults display moderate levels of
rank-order stability across time, often in the
range of .40 to .65 (Cohen, Crawford, John-
son, & Kasen, 2005; Johnson, Bromley,
et al., 2006), similar to the moderate levels
of stability observed in adulthood (Grilo &
McGlashan, 2005). These findings of moderate
rank-order stability for personality disorder
symptoms in adolescence are quite comparable
to those found for normal-range personality
traits in childhood and adolescence (Roberts &
DelVecchio, 2000). The findings for personal-
ity pathology and normal personality converge
on the conclusion that there is nothing trans-
formative about the age of 18 with regard
to stability of personality disorder symptoms;
moderate stability is already apparent by ado-
lescence.

Second, it is important to consider the stabil-
ity of PD diagnoses over time. In other words,
if a person meets criteria for a particular PD, is
it likely that he or she will still warrant that di-
agnosis over time? Contrary to what might be
expected from the DSM-IV, the stability of par-
ticular PD diagnoses appears to be relatively
modest in both adolescent and adult samples
(Cohen et al., 2005; Grilo & McGlashan,
2005; Johnson, Bromley, et al., 2006; Skodol,
Gunderson, et al., 2005; Zanarini, Franken-
burg, Hennen, Reich, & Silk, 2005). The rela-
tively modest stability of PD diagnoses is due in
part to the categorical system used; patients
can shed a diagnosis because of crossing the ar-
bitrary threshold set for the diagnosis. But the
surprising remission rates seem to reflect more
substantive processes as well. Recent longitudi-
nal research with adults suggests that there are
less stable and more stable aspects to PDs
(Skodol, Gunderson, et al., 2005; Zanarini et
al., 2005). The less stable aspects typically in-
volve more acute behaviors, such as odd behav-
ior or self-harm; in contrast, the more stable as-
pects involve personality traits underlying the
condition (McGlashan et al., 2005). Finally, al-
though rates of continuity may be low for spe-
cific PD diagnoses, there is some evidence that
adolescent patients with a PD diagnosis may
still be at higher risk of having any PD diagno-
sis over time (Chanen et al., 2004).

Third, mean-level change refers to increases
or decreases in the average trait level of a popu-
lation as a whole. In terms of mean-level

change, levels of PD symptoms appear to peak
in early adolescence, then decline across the
years of later adolescence and early adulthood
(Cohen et al., 2005; Johnson, Bromley, et al.,
2006). These findings are consistent with re-
sults for mean-level stability of normal person-
ality traits. On average, Neuroticism decreases
in young adulthood, and Agreeableness and
Conscientiousness increase in young adult-
hood and middle age (Roberts, Walton, &
Viechtbauer, 2006). Given that many PDs are
characterized by high Neuroticism and low
Agreeableness and Conscientiousness, it is not
surprising that PD symptoms peak in adoles-
cence and later improve. Thus, across the late
adolescent and early adult years, there is on av-
erage a movement toward greater personality
maturity.

The findings for mean-level changes may
also help to account for why PD diagnoses are
relatively unstable; individuals with PDs may
experience the same maturing normative
changes that occur in personality traits across
the population. Despite the general improve-
ments that typically occur in personality func-
tioning, there may be some individuals whose
PD symptoms worsen in adolescence and
adulthood (Johnson, Cohen, Kasen, et al.,
2000). These individuals particularly may be in
need of treatment.

Comorbidity: Concurrent and Prospective Links
with Axis I and Axis II Disorders

Comorbidity appears to be the rule rather than
the exception for personality disorders. As
noted previously, there tends to be a high level
of comorbidity among the PDs in adults
(Skodol, 2005). The same is true for adoles-
cents: Comorbidity among PDs in adolescents
is common (Cohen et al., 2005). There is also a
high level of comorbidity between Axis I and
Axis II disorders in both adults (Dolan-Sewell,
Krueger, & Shea, 2001) and adolescents. All
three clusters of PDs in adolescence show high
rates of comorbidity with Axis I disorders, in-
cluding depressive, anxiety, substance use, and
disruptive behavior disorders (Cohen et al.,
2005). Furthermore, earlier Axis I disorders
predict heightened risk for later emergence and
continuation of Axis II disorders into adult-
hood (Cohen et al., 2005; Lewinsohn, Rohde,
Seeley, & Klein, 1997). The reverse is true as
well: Earlier Axis II disorders predict greater
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risk for early adult Axis I disorders, even after
taking into account the presence of earlier Axis
I and II disorders (Cohen et al., 2005; Daley et
al., 1999). It appears that there is often a trans-
action between Axis I and Axis II disorders
across the years from adolescence to adult-
hood, with Axis I disorders contributing to the
expression of Axis II disorders and vice versa.

PD traits in childhood are similarly linked
with Axis I symptoms (Mervielde, De Clercq,
De Fruyt, & Van Leeuwen, 2005): Antagonism
and low Constraint with externalizing symp-
toms and Emotional Dysregulation and low
Extraversion with internalizing symptoms.
These high rates of overlap between Axis I and
Axis II conditions suggest that the two axes are
not nearly as distinct as originally conceived.
Furthermore, it is increasingly recognized that
comorbidity may often be caused by something
meaningful, namely, personality dimensions
that underlie both Axis I and Axis II disorders
(Clark, 2005).

Impairment Associated with Personality Disorders

Personality disorders cause youth to be vulner-
able to the development of a variety of risky
and harmful behaviors. PDs from clusters A
and B in adolescence predict risks for adoles-
cent and adult violence, including acts such as
“arson, assault, breaking and entering, initiat-
ing physical fights, robbery, and threats to in-
jure others” (Johnson, Cohen, Smailes, et al.,
2000, p. 1406) even when possible confound-
ing variables are taken into account. Adoles-
cent PDs from all three clusters and those in the
DSM appendix are also predictive of height-
ened risk of suicidal ideation or attempts in
early adulthood (Johnson, Cohen, et al., 1999).
Self-mutilation may also be present in youth
with PDs, in the form of cutting, burning, or
punching oneself. In a recent study of adult
patients with borderline PD approximately
one-third of the patients who had engaged in
self-mutilation reported that they started harm-
ing themselves as children, and another one-
third reported having started as adolescents
(Zanarini et al., 2006). Finally, adolescents
with PDs are at heightened risk for having a
high number of sexual partners and high-risk
sexual behaviors more generally (Lavan &
Johnson, 2002).

Beyond the effects of PDs on symptomatolo-
gy and risky behaviors, there is evidence that

adolescent PDs are associated with risks for
problems with adaptation, both concurrently
and into adulthood. Adolescent PDs and traits
pose heightened risks for later conflicts with
family members, as well as problems with ro-
mantic relationships, including stressful rela-
tionships, conflicts, low partner satisfaction,
abuse, and unwanted pregnancy (Johnson,
Bromley, et al., 2006). Adolescents with PDs
also have heightened rates of problems in other
domains of life, including difficulties in friend-
ships, few social activities, poor educational
achievement, and work difficulties (Bernstein
et al., 1993; Johnson, First, et al., 2005). All of
these findings for PDs are consistent with re-
search on personality in childhood and adoles-
cence more generally; youths’ personalities are
predictive of many important life outcomes, in-
cluding peer relationships, formation of ro-
mantic relationships, academic attainment, ef-
fectiveness at work, and health (Caspi &
Shiner, 2006; Shiner, 2006). It should be em-
phasized that although adolescent PDs are as-
sociated with risks for impairment, not all
youth with PDs in the community have clear-
cut impairment (Cohen et al., 2005; Johnson,
First, et al., 2005). Furthermore, the function-
ing in some youth with PDs improves as they
age (Cohen et al., 2005).

In short, adolescent PDs are associated with
risks for concurrent and future difficulties in
many areas—Axis I disorders, high-risk behav-
iors (violence, suicide, risky sexual behavior),
and life impairment. All of these same co-
occurring problems are associated with PD
NOS in adolescents as well (Johnson, First, et
al., 2005). Although PD symptoms do appear
to improve with age for some adolescents, the
outcomes associated with these disorders can
be quite serious for many youth.

The Etiology of Personality Disorders

Much of the early clinical interest in PDs in the
20th century arose from rich, complex psycho-
dynamic theories about the origins of such dis-
orders. Most of these etiological theories were
based on clinicians’ discussions with patients
about their early histories. Although these the-
ories have spurred interest in PDs and have
provided a basis for interventions, relatively lit-
tle is known empirically about the developmen-
tal pathways leading to PDs (with the excep-
tion of antisocial PD). Nonetheless, there are
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several promising leads for potential causes of
PDs, including early temperament and person-
ality traits based in part on genetics and ad-
verse environmental experiences, particularly
in the family.

Children’s emerging temperaments and per-
sonalities are likely to play an important role in
the emergence of personality pathology over
time. Both temperament in early childhood and
personality in later childhood and adolescence
significantly overlap with the kinds of person-
ality traits observed in adults (Caspi & Shiner,
2006; Rothbart & Bates, 2006; Shiner
& Caspi, 2003). In early childhood, children
manifest traits that tap differences in extra-
version or surgency (positive emotions/plea-
sure), negative emotionality (fear/inhibition, ir-
ritability), and effortful control or constraint
(attention); they also manifest temperament
traits of activity level and soothability/adapt-
ability (Caspi & Shiner, 2006). Thus, early in
life children manifest individual differences in
both their experiences of positive and negative
emotions, and their ability to regulate their
emotions and behavior. As children age, they
display a wider range of traits, and by middle
childhood these traits are structured like the
Big Five traits observed in adults (Caspi &
Shiner, 2006). In other words, by middle child-
hood, children continue to manifest individual
differences in emotions (Extraversion and Neu-
roticism) and self-regulation (Conscientious-
ness), but they also manifest clear, individual
differences in their prosocial versus antisocial
orientation toward others (Agreeableness), and
in their creativity and curiosity (Openness to
Experience). There is some longitudinal evi-
dence that childhood personality traits are pre-
dictive of later general PD symptoms; pre-
dictive childhood personality traits include
introversion, low self-esteem, high emotional-
ity, abrasiveness, immaturity, and not being
goal-directed (Bernstein, Cohen, Skodol,
Bezirganian, & Brook, 1996; Cohen, 1996).

Children’s early personalities shape their ex-
periences of the environment through a num-
ber of important processes (Caspi & Shiner,
2006): the ways children are conditioned
by their environments, the responses children
evoke from the people in their lives, the ways
children interpret their experiences, the ways
children evaluate themselves and form a sense
of identity, the environments that children “se-
lect” for themselves, and the ways children
modify and manipulate their environments.

Youths’ personalities can help explain why
children exposed to relatively similar environ-
ments do not have the same outcomes—a phe-
nomenon known as “multifinality.” For exam-
ple, a child who is intensely anxious and
irritable and lacks good self-control is going to
have a very different experience of parental di-
vorce than a child who is emotionally stable
and behaviorally restrained; these differences
in the experience of divorce could then lead to
differing outcomes for the children.

What are the origins of individual differ-
ences in personality? Behavior genetic research
on normal-range temperament and personality
traits has established that individual differences
in these traits are moderately heritable; esti-
mates of heritability are in the range of .50 ±
.10 in twin studies and somewhat lower
(around .30) in adoption studies (Caspi &
Shiner, 2006). It is interesting to note that tem-
perament in infancy and early childhood is in-
fluenced by environmental experiences, not
just by heredity (Emde & Hewitt, 2001); this
research corrects common misconceptions that
temperament is solely influenced by genes in in-
fancy, and that the environment only becomes
important later in life. Estimates of heritability
for PD traits in adults are roughly similar in
magnitude to those found for normal-range
traits (Cloninger, 2005; Livesley, 2005). There
is preliminary evidence for moderate herit-
ability of PD features in a small study of chil-
dren and adolescents (Coolidge, Thede, &
Jang, 2001). Behavior genetic research also
highlights the importance of environmental ex-
periences as a determinant of personality dif-
ferences (Caspi, Roberts, & Shiner, 2005); in
nearly all behavior genetic studies, environ-
mental differences account for a substantial
portion of the variation in personality and tem-
perament. One surprise emerging from this re-
search, however, is that environmental ex-
periences tend to create differences between
children growing up in the same family rather
than making siblings more alike (Caspi et al.,
2005).

Although theories about the family origins
of PDs abound, relatively few data addressed
this issue until recently. There is now strong
longitudinal evidence that childhood abuse (in-
cluding sexual, physical, and verbal abuse) and
neglect predict heightened risk for the later de-
velopment of PDs (Johnson, Bromley, et al.,
2005, 2006). In addition, maladaptive parent-
ing more generally poses risks for the develop-
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ment of PDs; such maladaptive parenting in-
cludes low parental affection or nurturing and
aversive parental behavior (e.g., harsh punish-
ment; Johnson, Cohen, Chen, Kasen, & Brook,
2006). Abuse, neglect, and poor parenting
behavior may shape children’s emerging per-
sonality pathology through a number of pro-
cesses. Children who face these adverse experi-
ences lack the socialization experiences that
normally help children learn how to cultivate
relationships, follow societal rules, and regu-
late emotions and behavior (Johnson, Bromley,
et al., 2005, 2006). Many children who experi-
ence family adversity also develop insecure at-
tachments and do not learn how to trust and
engage appropriately with close others (John-
son, Bromley, et al., 2005, 2006). Beyond the
family environment, sociocultural factors are
also likely to influence the development of PDs;
for example, personality pathology character-
ized by poor constraint may be fostered in so-
cial contexts that do not provide structure or
firm limits on the expression of impulsivity
(Paris, 2005a).

Early family adversity poses significant risks
for the development of personality pathology,
but it is crucial to recognize that early trauma
and abuse may not be present in the histories of
all youth with PDs. In fact, in the best longitu-
dinal study of personality disorders to date, the
Children in the Community Study, early trau-
ma and/or abuse “do not account for all, or
even most cases of PD observed in our longitu-
dinal cohort” (Cohen et al., 2005, p. 482). Fur-
thermore, even in cases of maltreatment, differ-
ent children are affected differently. In one
study, maltreated children whose genotype
conferred low levels of monoamine oxidase A
(MAOA) expression more often developed
conduct disorder, antisocial personality, or vio-
lence than children with a high-activity MAOA
genotype (Caspi et al., 2002). Temperament
may also play a more central role in some path-
ways, whereas trauma may be more central in
other ones (Nigg, Silk, Stavro, & Miller, 2005).
Research has begun to yield some clues as to
the origins of personality pathology, but the
task remains for future research to lay out
more clearly the varied pathways through
which temperament is transformed through ex-
perience into PDs (Clark, 2005; Paris, 2003).
Behavior genetic designs will be particularly
helpful in elucidating the roles of both genetic
and environmental contributors to personality
pathology.

BASIC PRINCIPLES FOR ASSESSING
PERSONALITY DISORDERS

This section reviews some basic recommenda-
tions or principles for assessing PDs in youth;
most of these principles should be applicable to
the assessment of PDs in adults as well. Many
of these principles derive from current research
on the nature of PDs in youth and adults; read-
ers are referred the earlier section of this chap-
ter for citations of studies that document these
findings.

1. Be careful to avoid unwarranted assump-
tions about the manifestations or causes of
PDs. This first principle, of course, applies to
assessment of all psychological conditions, but
it may be especially important in the diagnosis
of PDs, in which the knowledge base is rela-
tively shallower and untested theories may
sometimes hold sway. Three examples serve to
illustrate the kinds of faulty assumptions to
avoid. First, although childhood abuse and ne-
glect occur at higher-than-average rates in ado-
lescents with PDs, longitudinal data show that
not all youth with PDs have been maltreated in
their past. Thus, although a history of abuse or
neglect should be assessed, it should not be as-
sumed. Second, although some PDs occur at
higher rates in one gender than the other, all
PDs can occur in both genders (e.g., a boy with
borderline PD, or a girl with early signs of anti-
social PD). Third, although many youth with
PDs are highly impaired in multiple areas of
adaptive functioning, not all youth with PDs
are severely impaired. Thus, it is important to
consider the possible presence of a PD even in
youth who have some areas of competent func-
tioning.

2. Evaluate personality pathology compre-
hensively to ascertain the possible presence of
more than one PD diagnosis. In evaluating
PDs through unstructured methods, clinicians
may sometimes settle on a PD diagnosis, then
fail to adequately evaluate the presence of
other PD symptoms or disorders (Westen et
al., 2003; Widiger & Samuel, 2005). This
tendency is particularly problematic, because
comorbid PDs are common in both youth
and adults. Thus, by settling on one PD diag-
nosis without considering others, clinicians
may overlook central aspects of a patient’s
personality that should be addressed in treat-
ment. Regardless of what assessment methods
they use, it is important that clinicians at
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least screen for a comprehensive range of per-
sonality pathology.

3. Consider the possibility of a personality
disorder not otherwise specified (NOS) diagno-
sis. The DSM-IV specifies that a PD NOS diag-
nosis is warranted when a patient exhibits the
general features of a PD and has a number of
PD symptoms but does not meet criteria for
any specific PD. It would be easy to overlook
the possibility of this diagnosis in conducting
an assessment, yet PD NOS may be the most
prevalent PD in youth. Furthermore, as de-
scribed previously, PD NOS is as predictive of
impairment and high-risk behavior as any of
the other PD diagnoses; therefore, it needs to
be treated on an equal basis. Because a PD
NOS diagnosis is vague and provides little
guidance for treatment, clinicians need to as-
sess and specify which personality patterns are
present and particularly troubling when assign-
ing this diagnosis.

4. Evaluate whether personality traits and
behaviors are impairing and pathological pat-
terns versus more normative manifestations of
adolescence. Although PD symptoms may
peak in adolescence and be prevalent in pa-
tients, clinicians still need to carefully discrimi-
nate between pathological patterns and more
typical adolescent personality tendencies. For
example, a certain amount of insecurity about
relationships, confusion about one’s identity,
and shifting of moods and emotions is common
during adolescence. Clinicians need to draw on
their knowledge of adolescent behavior to de-
termine whether particularly patterns are non-
normative. Questionnaire measures that are
scored based on normative, national data are
useful in this regard, as are the reports of infor-
mants who have experience with a range of ad-
olescents (e.g., teachers).

5. Be attentive to both acute symptoms and
underlying personality patterns. Newer mod-
els of PDs in adults indicate that PDs involve a
mixture of both more acute, short-term prob-
lematic behaviors and more stable, long-term
personality patterns (Skodol, Gunderson, et al.,
2005; Zanarini et al., 2005). The acute behav-
iors may be brought on by current stress and
may often be the reason for referral; for exam-
ple, the patient may exhibit odd (e.g., paranoid
ideation) or risky behaviors (e.g., suicidal idea-
tion or behavior, violence, self-mutilation). In
contrast, the more stable aspects involve more
enduring personality patterns. The acute be-
haviors may be the most attention-grabbing

during an initial assessment, but it is essential
to evaluate the enduring personality patterns
carefully as well. The more enduring patterns
are likely to provide clues to the causes of the
more acute behaviors, and need to be ad-
dressed in treatment. It is also possible that the
acute symptoms might be viewed as manifesta-
tions of an Axis I disorder, when they actually
point to a more enduring personality pattern.

6. Gather information from both the ado-
lescents and others who know them well. As
with all child and adolescent disorders, it is
critical for clinicians to obtain assessment in-
formation from other informants in addition to
reports from the adolescent patients them-
selves. This is generally true when assessing
children and adolescents, because different in-
formants provide different information about
them, and reports from different infor-
mants converge only modestly to moderately
(Kamphaus & Frick, 1996). The need for var-
ied informants may be especially acute in as-
sessing PDs, however, because the disorders
themselves may make it difficult for some pa-
tients to report on their functioning accurately
(Klonsky, Oltmanns, & Turkheimer, 2002). In-
dividuals with PDs may lack insight into their
personality patterns, may not realize the effects
of their behaviors, or may intentionally try to
conceal some of their behaviors. Among adults,
targets and informants agree only modestly
about targets’ personality disorders (Klonsky et
al., 2002), and both self- and informant re-
ports of PD symptoms provide incremental
prediction of important outcomes (Klein,
2003; Ready, Watson, & Clark, 2002). Thus,
informants and adolescents may have quite dif-
ferent perspectives on the adolescents’ func-
tioning, and these varied perspectives need to
inform the assessment.

7. Assess personality strengths as well as ar-
eas of difficulty. In assessing PDs, it would be
easy to focus entirely on areas of deficit—those
aspects of youths’ personalities that are causing
difficulties and lead them to need treatment.
Yet it is essential to assess areas of personality
strengths as well; even the most troubled youth
have areas of relative health in their personali-
ties. These strengths are resources on which to
draw in treatment, and a better appreciation of
adolescents’ individual strengths can sustain
a sense of optimism in the adolescents them-
selves, in their caregivers, and in their treat-
ment providers (Henggeler, Schoenwald,
Borduin, Rowland, & Cunningham, 1998).
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This sense of encouragement and optimism
may be especially important in treating youth
with PDs, who may become discouraged when
treatment is difficult. Recent work in positive
psychology suggests that focusing on and am-
plifying patients’ character strengths may be a
powerful complement to more traditional ther-
apy focused on correcting deficits (Duckworth,
Steen, & Seligman, 2005). One advantage to
assessing personality traits rather than just PDs
is that it yields information about both positive
and negative traits.

RECOMMENDED PROCEDURES FOR ASSESSING
PERSONALITY DISORDERS IN YOUTH

This section presents an overview of recom-
mended procedures to follow in assessing PDs
in youth. The purposes of assessment are var-
ied; among the most important reasons are to
establish a diagnosis, to formulate a case in or-
der to plan for treatment, and to monitor treat-
ment outcomes (Mash & Hunsley, 2005). This
section considers these various purposes and
recommends procedures for five aspects of as-
sessment: (1) evaluating personality pathology,
(2) obtaining other relevant information, (3)
developing an effective treatment plan, (4)
monitoring treatment outcomes, and (5) pre-
senting results to adolescents and their families.

Evaluating Personality Pathology

Clinicians who assess PDs in adolescents face a
formidable task, because the criteria for PDs
are so wide-ranging and encompass so many
different aspects of the adolescent’s life. Two
different types of measures are likely to be par-
ticularly helpful in gathering the information
necessary to make a diagnosis: questionnaire
measures and semistructured interviews. Ques-
tionnaire measures can first be administered to
the adolescents and their parents to screen for
the possible presence of personality pathology
and to narrow down the range of personality
difficulties that will require further assessment.
The adolescents and their parents can then be
interviewed (preferably through a semistruc-
tured interview) to determine more clearly
what personality patterns are problematic. My
discussion of the use of these two types of mea-
sures draws heavily on recommendations by
Widiger and colleagues for assessing PDs in
adults (Widiger, 2002; Widiger & Coker, 2002;

Widiger, Costa, & Samuel, 2006; Widiger &
Samuel, 2005). A detailed discussion of specific
questionnaires and semistructured interviews is
presented in the next section.

Questionnaires

A very useful first step involves administering a
self-report questionnaire to the adolescent and
a separate questionnaire to his or her parent.
Three different kinds of self-report omnibus
questionnaires may be given to adolescents to
assess personality pathology. First are measures
that assess DSM-IV PD criteria in a fairly
straightforward manner. Most of these are es-
sentially screening measures that help to pin-
point which PDs require further assessment.
Second are questionnaires that assess patholog-
ical personality traits that are related to but
lack a clear one-to-one correspondence with
the DSM-IV PDs. Third are questionnaires that
assess normal personality traits that have clear
relevance for the assessment of PDs. For par-
ents, the first type of questionnaire—those that
assess the DSM-IV criteria—is most appropri-
ate, because it can be used without scoring
according to norms. The latter two types of
questionnaires require norms for scoring, and
norms for parent reports are not available.

These different types of questionnaires vary
in the information they provide. All three types
of measures may potentially serve as useful
screens to help determine whether to assess fur-
ther for personality pathology, which PDs po-
tentially may be skipped in a later interview,
and which PDs will require more careful assess-
ment. Although the questionnaires that assess
DSM-IV PD symptoms serve most directly as
screeners, the other types of questionnaires
provide this sort of preliminary assessment as
well. The pathological and normal-range per-
sonality trait measures serve an additional pur-
pose: These questionnaires can help to flesh out
personality patterns that are related to but not
fully encompassed by the DSM-IV criteria.
This is an important feature, because some
clinically important aspects of personality pa-
thology are not adequately covered by DSM-IV
(Westen, 1997). These two types of question-
naires also have norms for scoring, which may
be helpful in comparing the youth to ado-
lescents in general. Finally, the normal-range
personality questionnaires have the additional
purpose of helping to highlight youths’ person-
ality strengths.
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The questionnaires yield a rich picture of
personality functioning, but they cannot be
used to diagnose PDs for several reasons, the
most obvious of which is that most of the rec-
ommended self-report questionnaires do not
correspond exactly with DSM-IV Axis II crite-
ria. Questionnaire measures agree only mod-
estly with interview measures of personality
(Zimmerman, 1994), in part because ques-
tionnaire measures typically overdiagnose per-
sonality pathology (Clark & Harrison, 2001;
McDermut & Zimmerman, 2005). Finally, al-
though questionnaires can pinpoint problem-
atic personality patterns, they cannot deter-
mine the other important features of these
patterns: their duration, onset, pervasiveness,
and effects on patients’ lives. Interviews are
needed to investigate these other aspects of per-
sonality functioning.

Interviews

As noted earlier, the administration of ques-
tionnaires should be followed by interviews
with adolescents and their parents. Two types
of interviews may be used to assess personality
disorders: unstructured and semistructured. In
unstructured interviews, clinicians ask ques-
tions in the order that seems most appropriate,
and the questions are typically not planned in
advance (though it is likely that many clinicians
typically follow a general order). In contrast, in
a semistructured interview, clinicians ask a
standard set of questions in a planned se-
quence. These questions are often followed up
for clarification and elaboration. The responses
to questions are scored in a structured manner.
Clinicians are also usually required to score
some aspects of the interview based on obser-
vations of the patient during the interview it-
self. Practicing clinicians tend to use unstruc-
tured interviews to assess PDs (Westen, 1997),
whereas semistructured interviews are more of-
ten used in research. Semistructured interviews
possess a number of advantages over unstruc-
tured interviews in assessing PDs (reviewed in
Kaye & Shea, 2000; Rogers, 2003; Widiger et
al., 2006): They result in more reliable diagno-
ses and ensure that the full range of personality
pathology is considered and assessed carefully.
Practicing clinicians may be hesitant to use
semistructured interviews for a number of rea-
sons, including the length of time involved, the
potential formality and interference with rap-
port building, and the concern that patients

may have difficulty describing their personality
patterns accurately and honestly. These con-
cerns can potentially be addressed. Question-
naire measures help cut down the interview
time by ruling out disorders that need not be
assessed. An unstructured interview may be
used initially to build rapport. Clinicians who
are concerned about maintaining rapport or
overcoming patients’ reluctance to report prob-
lems may use one of the topically organized in-
terviews. These topical interviews assess vari-
ous areas of a patient’s life (e.g., relationships,
school) in a natural manner and may poten-
tially help guarded patients be more forth-
coming. Clinicians who are hesitant to use a
semistructured interview are encouraged to
read one nonetheless, because these interviews
can help clinicians formulate questions to
gather information on PDs.

As noted previously, parents should be inter-
viewed about their children’s personality pat-
terns. The use of a PD screening questionnaire
with parents helps to focus the parent interview
on the relevant diagnoses. Particular attention
should be paid to the parent report on Axis II
diagnoses for which his or her adolescent may
be a poor reporter. Some of the semistructured
interviews have specific instructions for the use
of informants, but all of these interviews may
potentially be adapted for use with informants.
The optimal way to combine informant and
patient information to formulate adolescent
PD diagnoses is unclear; the same is true for
child and adolescent assessment more generally
(Mash & Hunsley, 2005). Clinicians need to
exercise considerable judgment in discerning
which information yields the most valid picture
of their adolescent patients’ personality func-
tioning.

Obtaining Other Relevant Information

A number of areas other than the adolescent’s
personality functioning are particularly impor-
tant to assess in light of current research and
theory on personality disorders in adolescence.
These areas include the following:

Risky Behaviors

PDs in adolescence are associated concurrently
and longitudinally with a number of risky be-
haviors: suicidality, violence, self-mutilation,
and risky sexual behaviors. These troubling be-
haviors are likely to be the presenting problems
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for many youth with PDs, but clinicians should
assess for these behaviors even if they are not
part of the presenting picture.

Childhood Temperament

Given that childhood temperament is likely to
be an important contributor to later personal-
ity pathology (Shiner, 2005), it is important to
assess adolescents’ early-emerging personali-
ties. Parents may be asked about their child’s
early behaviors—positive emotions, willing-
ness to approach new situations, shyness, anxi-
ety, irritability, sensitivity to sensory stimula-
tion, ability to maintain attention, self-control,
kindness, and aggression (Caspi & Shiner,
2006). The clinician may also ask parents
about responses the child’s temperament
evoked in them and in others, to ascertain
whether the child’s temperament and parents’
own needs and emotional responses set in mo-
tion a problematic pattern of interaction. Ado-
lescents themselves may be asked about their
early personalities. They may have insight into
internal experiences of which their parents may
be unaware. Even if adolescents’ recollections
are not veridical, their self-descriptions are
likely to illuminate their early self-concepts.

Current and Past Context

It is important to evaluate the adolescent’s con-
text carefully, because it is possible that contex-
tual factors contributed to the development of
a PD, and it is quite likely that such contextual
factors may be maintaining the problematic
patterns. The context should be evaluated
broadly, but particular attention should be
given to the adolescent’s relationships with
family and with peers. Recent research has sub-
stantiated that child maltreatment and poor
family functioning predict heightened risk for
PDs in adolescence and adulthood, so it is im-
portant that these factors be evaluated. Rela-
tionships with peers, both in childhood and
concurrently, should also be assessed. Relation-
ships with parents and peers are likely to be es-
pecially powerful contributors to internalized
views of the self and of the self in relation to
others.

Cyclical Patterns

A careful assessment of personality pathology
can pinpoint adolescents’ interpersonal behav-

iors that may be problematic; these behaviors
include aggressiveness and hostility, lack of as-
sertiveness, excessive social avoidance and anx-
iety, too much openness and trust, lack of inter-
personal connectedness, or excessive
interpersonal sensitivity (Gude, Moum,
Kaldestad, & Friis, 2000). Adolescents may be
engaging in interpersonal behaviors that per-
petuate their psychological difficulties. A vi-
cious cycle may emerge in which an individual’s
interpersonal behaviors evoke reactions from
others that inadvertently reinforce his or her
maladaptive personality tendencies (Wachtel,
1994). For example, a narcissistic individual’s
desperate attempt to impress others could
evoke rejection from others who find the per-
son to be a braggart, which in turn reinforces
his or her underlying sense of inadequacy (that
may have fueled the bravado in the first place).

Developing an Effective Treatment Plan

After determining that an adolescent patient
meets criteria for a PD or has significant PD
features, clinicians face a daunting task—the
development of an effective treatment plan.
This task is complex for a number of reasons.
A key reason is that there are not yet empiri-
cally supported treatments for treating adoles-
cent PDs. Another challenge in treating adoles-
cents with PDs is that they are often “complex
cases” that involve some combination of signif-
icant comorbidity, risk for self-harm or harm to
others, substance abuse, low motivation or
lack of compliance with treatment, or a stress-
ful social environment (Ruscio & Holohan,
2006). Despite the complexities of developing a
treatment plan for this population of youth,
two promising routes may be followed. The
first is to adapt empirically supported treat-
ments developed for adults with PDs. The sec-
ond is to define clearly youths’ pathological
personality patterns and use treatments that
have been effective for similar problems. These
two methods are discussed in turn.

Empirically supported treatments for adults
with PDs may be modified for use with ado-
lescents. Several reviews have addressed the
empirical evidence of effective treatments for
adult PDs (Crits-Christoph & Barber, 2004;
Fonagy, Roth, & Higgitt, 2005; Leichsenring
& Leibling, 2003; Perry, Banon, & Ianni,
1999). According to these reviews, there are
empirically supported treatments for several
specific PDs and for mixed PDs. For adult

Chapter 17. Personality Disorders 795



borderline PD, several treatment models have
some support: schema-focused therapy (an in-
tegrative cognitive therapy; Giesen-Bloo et al.,
2006); dialectical behavior therapy (DBT; an
integration of cognitive-behavioral therapy and
Zen mindfulness practices; see preceding re-
views and Linehan et al., 2006); and psychody-
namic treatment in a partial hospital program
and outpatient setting (see reviews and Giesen-
Bloo et al., 2006). Of these treatments, DBT
has been adapted for use with adolescents
(Miller, Rathus, & Linehan, 2006), and there is
some preliminary empirical evidence that this
treatment model may be effective with youth
(Katz, Cox, Gunasekara, & Miller, 2004;
Rathus & Miller, 2002). For avoidant PD, a
number of behavioral treatments have proved
effective in adults, including graded exposure
and social skills training (see preceding re-
views). Cluster C personality disorders have
been treated effectively with both cognitive
therapy and short-term psychodynamic ther-
apy (see reviews and Svartberg, Stiles, & Selt-
zer, 2004). Finally, several forms of psychody-
namic therapy have demonstrated effectiveness
in treating adults with any PD diagnosis (see
preceding reviews and Vinnars, Barber, Noren,
Gallop, & Weinryb, 2005). In short, a number
of psychodynamic, cognitive, behavioral, and
integrative treatments may be adapted for use
with adolescents.

Another option for devising a treatment plan
is to define clearly the adolescent’s pathological
personality patterns and use empirically sup-
ported treatments that address similar prob-
lems in youth. Thus, in this case, the clinician is
crafting a plan tailored to the needs of each in-
dividual adolescent patient. As Kazdin (2005)
recently noted, “Knowing the symptoms and
patterns that an individual has, working on
and with these in treatment, and evaluating the
impact of treatment is facilitated by leaving
aside the term disorder and working on this
child’s characteristics” (p. 550). This means of
developing a treatment plan may be particu-
larly appropriate for PDs, given that the spe-
cific diagnoses possess questionable validity as
discrete categories. Particular personality pat-
terns, understood in the context of the youth’s
life, may be the best targets for treatment.

If clinicians conduct the sort of comprehen-
sive personality assessment described in this
chapter, then they will have a thorough under-
standing of their adolescent patients’ problem-

atic personality patterns to address in treat-
ment. By the end of the assessment, they should
have a good understanding of youths’ difficul-
ties in the four areas included in the PD diagno-
ses: cognitions, affectivity, interpersonal func-
tioning, and impulse control. Treatments that
have demonstrated efficacy for these patterns
in other disorders may then be tailored to the
needs of a particular youth (for a discussion of
how to adapt empirically supported treatments
to complex cases, see Ruscio & Holohan,
2006). For example, cognitive-behavioral ther-
apy developed to treat depression in youth
might be adapted to address an adolescent’s
tendencies to misinterpret others’ ambiguous
behaviors as malevolent. Behavioral and family
treatments developed to treat conduct disorder
might be adapted to address an adolescent’s
difficulties with controlling his or her impulses.
Clinicians need to be very thoughtful in adapt-
ing treatments in this way; behavior patterns
that appear similar in Axis I and Axis II condi-
tions could, in fact, arise from quite different
sources. In other words, it is essential to attend
to the motivations underlying adolescents’ be-
haviors to ensure that the selected treatments
are appropriate.

Monitoring Treatment Outcomes

Research on the course of PDs has implications
for which behaviors to measure at baseline to
track treatment effectiveness over time. This re-
search suggests that clinicians should measure
three different kinds of targeted behaviors at
the start of treatment to track adolescents’
treatment outcomes; these targets include (1)
disturbed personality patterns, (2) any acute
problematic behaviors (e.g., suicidality, vio-
lence, or self-mutilation), and (3) life impair-
ment.

In light of the research distinguishing be-
tween acute and stable behaviors in PDs, it may
be useful to measure the more acute behaviors
separately from the more stable personality
patterns. Support for this idea also derives
from “third-wave” cognitive-behavioral treat-
ments (Hayes et al., 2004), including DBT for
borderline PD. These third-wave therapies of-
ten focus on helping patients learn new skills
for coping with painful emotions and difficult
personality tendencies, while also helping pa-
tients develop a sense of acceptance of their ex-
periences. Although the therapies do not al-
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ways explicitly address the issue of personality
change, they implicitly acknowledge that some
personality tendencies may be relatively resis-
tant to change, and they help patients to focus
on changing their maladaptive responses to
these personality tendencies. Thus, it may be
helpful to measure separately the acute behav-
iors that may respond more quickly to treat-
ment, and the personality patterns that may re-
quire longer bouts of treatment. By measuring
these targets separately, it is possible for clini-
cians to document different aspects of treat-
ment effectiveness over time.

In addition to measuring personality-
relevant behaviors, it is useful to measure pa-
tients’ levels of impairment at baseline and over
time to determine whether treatment has
helped adolescent patients achieve better life
adaptation. For children and adolescents with
PDs, measuring impairment includes docu-
menting adaptation in terms of academic
achievement, peer relationships, and relation-
ships with parents or other caregivers, as well
as law-breaking behavior. One of the most
troubling outcomes of PDs in youth is impair-
ment in these domains, so it is important to
assess whether treatment has helped youth
achieve better adaptation in their day-to-day
lives.

To measure these three different targets for
treatment, several kinds of measures are rec-
ommended. To assess treatment impact on PD
symptoms, clinicians might use one of the ques-
tionnaire measures of PDs (perhaps one of the
shorter screening measures). To assess treat-
ment impact on the more acute PD symptoms
and impairment, other measures are needed.
A prototypical example of such a measure
is the Youth Outcome Questionnaire (Y-OQ;
Burlingame, Wells, Lambert, & Cox, 2004), a
brief parent report questionnaire that assesses
child and adolescent functioning in a number
of areas relevant to PD treatment: intraper-
sonal distress, somatic, interpersonal relations,
social problems, behavioral dysfunction, and
critical items (paranoid ideation, obsessive–
compulsive behaviors, hallucinations, delu-
sions, suicidal feelings, mania, and eating dis-
order issues). A measure such as the Y-OQ
might be used to complement a measure more
clearly focused on PD symptoms for treatment
monitoring, because it assesses both acute
symptoms (e.g., suicidal feelings, paranoid ide-
ation, distress) and life adaptation/impairment

(e.g., interpersonal relations, social problems).
Other measures that serve a similar purpose
include the Adolescent Treatment Outcomes
Module (ATOM; Kramer & Robbins, 2004),
the Child and Adolescent Functional Assess-
ment Scale (CAFAS; Hodges, 2004), and the
Child Health Questionnaire (CHQ; Landgraf,
2004). The use of such measures permits a
more comprehensive evaluation of treatment
impact on adolescents’ acute problems and
day-to-day adaptation.

Presenting Results to Adolescents
and Their Families

In presenting feedback about the assessment to
youth and their parents, it is important to con-
vey the main points of the case formulation,
including the key problematic personality pat-
terns, their potential causes, and the motiva-
tions underlying them. Adolescents and their
parents are likely to find little of value in being
given a specific PD diagnosis. In fact, there
might be some potential harm in labeling ado-
lescents with a specific PD when providing
feedback to families. There is a great deal of
misinformation about the nature of PDs, and
youth and their parents might easily misinter-
pret diagnostic information. However, there is
much to be gained by conveying to adolescents
and their parents the basic points of the case
formulation, particularly if the information is
presented in a way that conveys an empathetic
understanding of the adolescents’ experience of
the world. The results should be presented in a
manner than minimizes defensiveness on the
part of both adolescents and their parents.
Presenting the case formulation gives adoles-
cents and their parents an opportunity to sug-
gest corrections to the formulation and to be-
gin planning for treatment.

ASSESSMENT MEASURES

This section reviews a wide range of measures
used to assess PDs, maladaptive personal-
ity traits, and normal-range personality traits
in youth. Four general categories of instru-
ments are presented: (1) questionnaire mea-
sures of PDs, maladaptive personality, and
normal-range personality; (2) comprehensive
semistructured interviews for personality disor-
ders; (3) measures for assessing single PDs and

Chapter 17. Personality Disorders 797



traits (borderline PD, narcissistic PD, and psy-
chopathy); and (4) measures that are difficult
to classify. Specific recommendations are of-
fered for choosing among the omnibus ques-
tionnaires and semistructured interviews.

Many of the measures are the same as those
used with adults (e.g., all of the semistructured
interviews), and others have already been
adapted from adult measures for use with ado-
lescents. Readers are referred to several excel-
lent general reviews of PD assessment in adults
for more details on the adult-based measures:
Clark and Harrison (2001); Kaye and Shea
(2000); McDermut and Zimmerman (2005);
Widiger and Coker (2002); Widiger, Costa, and
Samuel (2006); Widiger and Samuel (2005).
These reviews include some very useful adult
assessment measures that are not discussed
here but that may be modified for use with ad-
olescents, such as the Dimensional Assessment
of Personality Pathology—Basic Questionnaire
(DAPP-BQ; Livesley & Jackson, in press), the
Inventory of Interpersonal Problems—
Personality Disorder scales (IIP-PD; Pilkonis,
Kim, Proietti, & Barkham, 1996), and the
Structured Interview for the Five-Factor Model
of Personality (Trull & Widiger, 1997). An-
other measure not reviewed here, the Structural
Analysis of Social Behavior (SASB; Benjamin,
1996; Benjamin, Rothweiler, & Critchfield,
2006), may be used to examine PDs in terms of
patients’ views of themselves, others, and their
relationships with others. The SASB has re-
ceived some use with adolescents.

Given the relatively limited amount of re-
search on PDs in youth, it should not be sur-
prising that information about the reliabil-
ity and validity of many of these measures
in youth is less than optimal. Ideally, wider
knowledge of measures for assessing PDs in ad-
olescents will spur more research in this area.
When available, information on reliability and
validity of the measures in adults is provided.

Omnibus Questionnaire Measures
of Personality Disorders, Personality Pathology,
and Normal-Range Personality Traits

As described previously, the recommended as-
sessment procedure involves the administration
of at least one questionnaire or screening mea-
sure prior to completing an interview. Table
17.2 presents the full names of the question-
naires reviewed in this section and outlines dif-

ferences in the number of items and scales, in-
formants (self or parent), age range, rating for-
mat, and material covered (DSM-IV PD
criteria, pathological personality traits, or
normal-range personality traits). The table also
includes information about whether the ques-
tionnaires assess conditions other than PDs and
where to obtain the measures.

Nearly all of the measures described have al-
ready demonstrated adequate reliability (at
least in terms of internal consistency). How-
ever, most of the measures have received rela-
tively little scrutiny in terms of whether they
validly assess PDs in adolescents. Although
there may be valuable validity information ex-
amining the correlations of these measures
with other relevant questionnaires, many mea-
sures lack validity data demonstrating their
ability to predict life outcomes, treatment effec-
tiveness, or interview-based diagnoses of per-
sonality disorders. A number of the question-
naires are derived wholly or in part from adult
instruments that have demonstrated validity
for assessing personality pathology. Because of
the scant validity data for most of these mea-
sures, it is especially important that clinicians
consider the questionnaire results to be prelimi-
nary and to follow up on these measures with
careful interviewing.

Clinicians and researchers must do a bit of
work to obtain relevant materials for using and
scoring some of these measures, because many
of the measures lack computerized scoring sys-
tems. In other cases, it is necessary to use
norms obtained for older populations. It is to
be hoped that this extra bit of upfront work
will not deter researchers and clinicians from
using some of the less easily accessible ques-
tionnaires.

The Adolescent Psychopathology Scale
(APS; Reynolds, 1998) self-report measure as-
sesses five DSM-IV PDs with items that are
fairly close in content to DSM criteria: avoid-
ant, obsessive–compulsive, borderline, schizo-
typal, and paranoid. The APS also assesses 20
Axis I disorders (including conduct disorder)
and 11 psychosocial problems (e.g., problems
with anger, interpersonal relationships, suicide,
self-concept), and it includes four response
style scales. The items are written at a third-
grade level, and computer scoring is available.
The manual presents data on reliability and va-
lidity in a large school-based norming sample
and a clinical sample. These data indicated
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TABLE 17.2. Omnibus Questionnaire Measures Assessing Personality Disorder Diagnoses,
Personality Pathology, and Normal-Range Personality Traits

Instrument

No. of
items/
scales Informants Age range

Rating
format

Material
covereda

Non-PD
scalesb Availabilityc

Adolescent Psychopathology
Scale (APS; Reynolds, 1998)

346/40 Self 12 to 19 Varies PD Dx
and Path

Pers

Yes PAR

Assessment of DSM-IV
Personality Disorders (ADP-
IV; Schotte & Doncker,
1996)

94/12 Self or
parent

Not stated 7-point
scale

PD Dx No Author

Coolidge Personality and
Neuropsychological
Inventory for Children
(CPNI; Coolidge, 1998)

200/50 Parent or
guardian

5 to 17 4-point
scale

PD Dx Yes Author

Dimensional Personality
Symptom Item Pool (DIPSI;
De Clerq et al., 2006)

256/
varies

Self or
parent

Self:
11 to 17
Parent:
5 to 17

True–
false

Path
Pers

No Author

Millon Adolescent Clinical
Inventory (MACI; Millon et
al., 1994)

160/31 Self 13 to 19 True–
false

Path
Pers

Yes PA

Minnesota Multiphasic
Personality Inventory—
Adolescent (MMPI-A;
Butcher et al., 1992)

478/43 Self 14 to 18 True–
false

Path
Pers

Yes PA

NEO Personality
Inventory—Revised (NEO-
PI-R; Costa & McCrae,
1992) and NEO Personality
Inventory–3 (NEO-PI-3;
McCrae et al., 2005)

240/5
(plus

facets)

Self NEO-PI-R:
14+

NEO-PI-3:
12+

5-point
scale

Normal
Pers

No PAR

Personality Diagnostic
Questionnaire–4 (PDQ-4+;
Hyler, 1994)

99/14 Self or
parent

Not stated True–
false

PD Dx No NiJo
Software

www.pdq4.
com

Schedule for Nonadaptive
and Adaptive Personality—
Youth version (SNAP-Y;
Clark et al., 2003)

375/20 Self or
parent

12 to 18 True–
false

PD Dx
and Path

Pers

No Author

a Normal Pers, Normal-range personality traits; Path Pers, pathological personality traits; PD Dx, personality disorder diag-
noses based on DSM-IV criteria.
b Includes scales measuring constructs outside of personality disorders, pathological personality traits, or normal-range per-
sonality traits (e.g., Axis I disorders, impairment).
c PAR, Psychological Assessment Resources; PA, Pearson Assessments.



good internal consistency and test–retest reli-
ability for most of the scales, and preliminary
validation in terms of content and convergent
and discriminant validity with other measures.
The APS has received relatively little empirical
attention outside the initial studies presented
in the manual. The measure appears initially
promising, however, and warrants further em-
pirical evaluation, particularly with regard to
its validity for assessing PD diagnoses.

The Assessment of DSM-IV Personality Dis-
orders Questionnaire (ADP-IV; Schotte & De
Doncker, 1996) is a brief screening measure for
PDs, with items created to assess each of the
DSM-IV criteria for the 10 PD and 2 appendix
diagnoses. Test takers rate themselves on a 7-
point scale for each item in terms of how typi-
cal the described trait is for them; when they
rate themselves as a “4” or higher on the trait,
they then complete a follow-up rating on a 3-
point Distress scale to describe how distressing
and impairing the trait is. In approximately
three out of four cases, test takers do not rate
the traits as distressing even when significantly
present (Schotte et al., 2004). The measure
yields both dimensional scores and categorical
assessments of the PDs, and is scored with an
Internet application, which also produces a
narrative description of the results. The ADP-
IV has demonstrated good reliability, con-
vergent validity with other PD questionnaire
measures, and preliminary validity in terms of
predicting any Axis II diagnosis on the Struc-
tured Clinical Interview for DSM-IV Axis II
Disorders (SCID-II) in adult samples (reviewed
in Schotte et al., 2004). The ADP-IV was used
successfully in two studies of adolescents (De
Clercq & De Fruyt, 2003; De Clercq et al.,
2004); thus, it seems promising as a somewhat
more detailed screening measure for PDs in ad-
olescents.

The Coolidge Personality and Neuropsycho-
logical Inventory for Children (CPNI; Coo-
lidge, 1998) was developed as a straightfor-
ward parent report measure of DSM-IV PDs
(including the appendix diagnoses). The mea-
sure includes at least one item to assess each of
the PD criteria, and the number of items per di-
agnosis ranges from 7 to 10. The CPNI also
includes scales assessing a number of Axis I dis-
orders, neuropsychological conditions, person-
ality change due to a medical condition, hostil-
ity scales, other clinical scales, and critical
items. In preliminary research, most PD scales
were found to have adequate internal consis-

tency and test–retest reliability, but validation
of the scales is very limited (Coolidge, Thede,
Stewart, & Segal, 2002). Although there are
norms for calculating T-scores, cutoff scores
should not be used given the lack of validation
research. However, given how closely the items
are tied to the DSM criteria, it may be possible
to use this measure to ascertain parent percep-
tions of which PDs should be assessed further.

The Dimensional Personality Symptom Item
Pool (DIPSI; De Clercq et al., 2006) is a newly
developed parent and self-report inventory to
assess personality pathology in children and
adolescents. The DIPSI was developed to ex-
plore the dimensional structure of personality
pathology in youth, as has been done with
adults (e.g., with the Schedule of Nonadaptive
and Adaptive Personality, described below). As
described in the section on dimensional models
of personality pathology, in preliminary re-
search on community and clinical youth sam-
ples, a number of lower-order scales were cre-
ated, and four higher-order traits emerged:
Introversion, Disagreeableness, Compulsivity,
and Emotional Instability. The DIPSI is not
suitable at this point for clinical use, but it is a
very promising instrument for research on the
development of personality pathology in child-
hood and adolescence.

The Millon Adolescent Clinical Inventory
(MACI; Millon, Millon, Davis, & Grossman,
1994) is a widely used omnibus self-report
measure that yields scores relevant to the 12
DSM-IV PDs, as well as facet scales for these.
The MACI is based on Millon’s personality the-
ory, which is strongly influenced by evolution-
ary theory (Millon & Davis, 1996). Although
the theory relates to DSM PDs, it is not per-
fectly commensurate with the DSM system.
The MACI yields several other types of scales
as well: 8 for expressed concerns, 7 for clinical
syndromes, and 3 modifying indices and 1 va-
lidity scale. A sixth-grade reading level is re-
quired. Computerized administration and scor-
ing are available, as are interpretative reports
and profiles. The measure has been found
to be reliable, and preliminary validity data
are available (Meagher, Grossman, & Millon,
2004). Further information on interpretation
can be found in McCann (1999).

The MACI possesses both strengths and
weaknesses. It is relatively efficient and easy for
adolescents to complete and has the potential
to yield a rich personality portrait that may
provide useful targets for treatment. However,
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because the instrument is based on both
Millon’s theories and DSM criteria, the instru-
ment may yield diagnostic information that is
not as closely tied to DSM-IV as that obtained
through other instruments. To obtain maxi-
mum benefit from the measure, users need to
have a full understanding of Millon’s personal-
ity theory and the specific content of each scale;
it is important to not rely simply on the names
of the scales for interpretation. There may
be problems with Millon’s personality theory
(Widiger, 1999) and with the scoring system
used. Scores adjust for age and gender differ-
ences, and also take into account estimated
base rates for psychopathology; these unusual
scoring procedures may yield unsupported gen-
der differences in scores and are questionable
in light of the lack of firm epidemiological data
on the prevalence of PDs in adolescents.

The Minnesota Multiphasic Personality In-
ventory—Adolescent (MMPI-A; Butcher et al.,
1992) is a widely used omnibus self-report
measure that yields a wide range of clinically
relevant scales. The MMPI-A is based in large
part on the MMPI adult measures. The MMPI-
A has 10 clinical scales, 15 content scales
(which have more homogeneous content that
the clinical scales), 11 supplemental scales, and
7 validity scales. None of the scales corre-
sponds directly to DSM-IV PD diagnoses, but
they do provide information on a wide range of
topics highly pertinent to personality pathol-
ogy. A sample of potentially informative scales
includes the following: Depression, Hysteria,
Psychopathic Deviate, Paranoia, Schizophre-
nia, Social Introversion, Obsessiveness, Alien-
ation, Anger, Cynicism, Conduct Problems,
Low Self-Esteem, Social Discomfort, and Fam-
ily Problems. In addition, the MMPI-A may be
scored to yield the Personality Psychopath-
ology Five (PSY-5; McNulty, Harkness, Ben-
Porath, & Williams, 1997), a set of scales
that describe personality pathology along five
dimensions: Aggressiveness, Psychoticism,
Constraint, Negative Emotionality/Neuroti-
cism, and Positive Emotionality/Extraversion.

For most items, a sixth-grade reading level is
required, but some items may require more ad-
vanced reading skills (Archer, 2004). Comput-
erized administration and scoring are available,
as are interpretative reports. The measure has
been found to be reliable, and preliminary va-
lidity data are available (Archer, 2004, 2005),
although much of the interpretation of the
instrument is based on validity research on

the adult instruments. The biggest limitation
of this instrument for assessing adolescent
PDs is that, although the instrument assesses
personality-relevant material, the scales do not
specifically measure DSM-IV PDs, so clinicians
would need to make links between the patterns
observed on the MMPI-A and the diagnostic
categories.

The NEO-Personality Inventory—Revised
(NEO-PI-R; Costa & McCrae, 1992) is a
widely used omnibus adult self-report measure
of personality that assesses the Big Five higher-
order traits (Neuroticism, Extraversion, Open-
ness to Experience, Agreeableness, and Consci-
entiousness), as well as 30 facets (six per Big
Five trait). The NEO-PI-R is reliable (Costa &
McCrae, 1992), and the Big Five model and
this instrument have accumulated a vast litera-
ture demonstrating their predictive validity for
individuals’ adaptation and day-to-day behav-
ior (Caspi et al., 2005). The NEO-PI-R may be
computer scored, and interpretive reports are
available. It has been used in a number of stud-
ies with adolescents as young as age 14 and
with bright youth ages 12 and 13 (reviewed in
Caspi & Shiner, 2006). The NEO-PI-R may be
scored for use with adolescents by using the
college-age norms. A new version of the NEO
has been developed, the NEO-Personality
Inventory–3 (NEO-PI-3). This new measure is
a more readable version of the NEO-PI-R and
has replaced some of the more difficult items
with simplified versions (McCrae, Costa, &
Martin, 2005). Preliminary research with the
NEO-PI-3 in a large sample of adolescents
demonstrated that the measure is reliable in
this sample for the Big Five traits and most of
the facets (McCrae, Martin, & Costa, 2005);
the measure also demonstrated a valid factor
structure, and convergent and discriminant va-
lidity. A new study has found that the NEO-PI-
3 may also be used with middle school–age stu-
dents (Costa, McCrae, & Martin, in press).
The NEO-PI-3 items can be obtained from Psy-
chological Assessment Resources, and the new
instrument may be scored for use with adoles-
cents by using either the norms in McCrae,
Martin and colleagues (2005) or NEO-PI-R
college student norms.

As described in the section on dimensional
models of personality pathology, the NEO-PI-
R has been found to predict DSM-IV PDs
(Costa & Widiger, 2002). The five higher-order
traits measured in the NEO-PI-R map onto the
higher-order pathological personality traits in
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dimensional research on PDs. The facets of the
NEO instruments provide particularly good
coverage of variation in most PDs (Bagby,
Costa, Widiger, Ryder, & Marshall, 2005; De
Clercq & De Fruyt, 2003; De Fruyt, De Clercq,
van de Wiele, & Van Heeringen, 2006; Miller,
Reynolds, & Pilkonis, 2004), although there
may be aspects of PDs not fully captured by the
Big Five model (Skodol, Oldham, et al., 2005).
The NEO-PI-R higher-order traits and facets
provide a rich picture of a patient’s personality
functioning, including areas of difficulty and
strength. An excellent example of the use of the
NEO-PI-R (as well as other normal-range per-
sonality measures) in a clinical setting may be
found in Singer (2005). The NEO-PI-R can
also be scored using a prototype-matching pro-
cedure (Miller, Pilkonis, & Morse, 2004) or
a simple summing procedure (Miller, Bagby,
Pilkonis, Reynolds, & Lynam, 2005) to yield
scores for DSM-IV personality diagnoses.

The Personality Diagnostic Questionnaire–
4+ (PDQ-4+; Hyler, 1994) is a version of two
earlier measures (the PDQ and PDQ-R),
which has been updated for DSM-IV. This brief
screening measure assesses self-reports on each
of the diagnostic criteria for DSM-IV PDs and
those in the appendix. Scores for each PD are
for the most part obtained by simply summing
the number of criteria endorsed. The PDQ-4+
also includes two validity scales and an
optional Clinical Significance scale, which is
scored by having the administering clinician
check on the duration, nonoverlap with Axis I
conditions, and impairment and distress for
each of the criteria endorsed. There is no man-
ual for the instrument; however, a computer-
assisted version is available. A substantial liter-
ature on earlier versions of this instrument sug-
gests that it can be useful as a brief screening
measure for PDs in adults; it tends to over-
diagnose PDs, but it does not generally appear
to miss “true” cases (Bagby & Farvolden,
2004). There is not yet enough research on the
new version of the instrument to be able to es-
tablish cutoff scores for use as a screening mea-
sure (Bagby & Farvolden, 2004). The PDQ-4+
and its earlier versions have been used in a
small number of studies with adolescents (e.g.,
Daley et al., 1999; Vito, Ladame, & Orlandini,
1999). In light of current evidence, the PDQ-4+
may potentially be used with adolescents as a
brief screening measure for a later diagnostic
interview.

The Schedule of Nonadaptive and Adaptive
Personality—Youth version (SNAP-Y; Clark,
Linde, & Simms, 2003) is an omnibus self-
report measure of personality pathology
adapted for youth from the Schedule of Non-
adaptive and Adaptive Personality (SNAP;
Clark, 1993) for adults. The SNAP was devel-
oped to assess criteria from DSM PD diagno-
ses, important aspects of other models of PDs,
and some Axis I disorders that overlap poten-
tially with PDs. Through empirical and ratio-
nal means, the SNAP items were sorted to yield
12 scales that describe pathological personality
traits (Mistrust, Manipulativeness, Aggression,
Self-Harm, Eccentric Perceptions, Dependency,
Exhibitionism, Entitlement, Detachment, Im-
pulsivity, Propriety, and Workaholism) and
three overarching temperament traits (Nega-
tive Temperament, Positive Temperament, and
Disinhibition). The SNAP also includes five va-
lidity scales and can be scored to yield DSM-IV
PD diagnostic information. The SNAP has
strong psychometric characteristics and in-
creasing support in terms of its validity as a
measure of personality pathology (e.g., Melley,
Oltmanns, & Turkheimer, 2002; Morey et al.,
2003). In preliminary research with adoles-
cents ages 12–18, the SNAP-Y has demon-
strated evidence of good reliability, as well
as structural validity and convergent–discrim-
inant validity with the MMPI-A (Linde, 2002).
The SNAP-Y may be scored using either the
SNAP college student norms or the descriptive
statistics presented in Linde (2002). Although
the SNAP-Y requires further validation with
adolescent samples, it appears to be a useful
measure for obtaining both a more fine-grained
look at adolescents’ problematic and healthy
personality patterns, and screening informa-
tion for DSM-IV PDs.

Recommendations for Selecting Questionnaires

Assessors have a number of options in terms of
youth self-report questionnaires to obtain in-
formation about problems in personality func-
tioning. However, it is crucial to emphasize
that all of these measures have received very lit-
tle (if any) validation in terms of predicting
interview-based PDs in adolescents; thus, all
questionnaire-based findings are highly prelim-
inary.

The selection of measures depends in part on
other disorders that are being assessed and the
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measures that are being administered to assess
those other conditions. In most clinical con-
texts, it is unlikely that clinicians would be as-
sessing only PDs given the high rates of comor-
bidity between Axis I and Axis II conditions. If
clinicians are looking for measures that assess
other conditions, as well as PD features, op-
tions include the APS and the MACI (recogniz-
ing, however, that the APS does not assess all
PDs and the MACI scales do not correspond
exactly to DSM disorders). Clinicians with ex-
tensive experience with the MMPI-A may use
this instrument to generate hypotheses about
relevant personality patterns, but this measure
does not assess DSM PDs directly. In contrast,
when more time can be devoted specifically to
PD assessment, a number of self-report mea-
sures assess DSM PDs: the SNAP-Y, the ADP-
IV, the PDQ-4+, and the Structured Clinical
Interview for DSM-IV Axis II Personality
Disorders—Screening Questionnaire (SCID-II-
Q; First, Spitzer, Williams, & Gibbon, 1997;
described in the next section under the SCID-
II). The SNAP-Y has the advantage of provid-
ing a rich description of personality pathology
more generally rather than DSM diagnoses
only. Finally, when clinicians want a more com-
plete picture of youths’ personality difficulties
and strengths, the NEO-PI-R and NEO-PI-3
are recommended; new scoring procedures
may be used with these instruments to generate
hypotheses about DSM PD diagnoses as well.

To obtain parent report on youths’ personal-
ity disorder symptoms, the SNAP-Y, ADP-IV,
PDQ-4+, and SCID-II-Q are recommended;
these questionnaires may be used to pinpoint
which PDs should be evaluated more carefully
with diagnostic interviews.

Comprehensive Semistructured Interviews
for Personality Disorders

For accurate diagnosis of personality disorders,
semistructured interviews are the measure of
choice in research. Such measures allow asses-
sors to determine the duration, clinical signifi-
cance, and pervasiveness of particular person-
ality patterns. As noted previously, although
semistructured interviews often are not used in
clinical practice, they possess many strengths
that make them preferable to unstructured in-
terviews. A thorough review of all of the
semistructured interviews is provided by Rog-
ers (2001), and readers are referred to Rogers’s

(2003) practical suggestions for choosing
among the PD interviews for research and clini-
cal practice.

Five semistructured interviews allow for di-
agnosis of the full set of PD diagnoses found in
DSM-IV. All of these interviews may be used to
assess PDs in youth; however, assessors need to
determine whether aspects of the interviews
need to be modified for use with a younger
population. For example, it is essential to
ensure that the questions apply to the life
context of adolescents (e.g., questions about
school, friendships, romantic relationships). It
is also important to ensure that the language is
comprehensible to adolescents. Furthermore,
assessors need to determine the expected dura-
tion of the behaviors or patterns in question.
DSM-IV stipulates that the personality patterns
need to have persisted for at least 1 year, but
the semistructured interviews vary in terms of
the required time frame for the patterns (e.g., 2
years preceding the interview, or since early
adulthood). Thus, the expected duration of
symptoms for adolescents may differ from that
expected for adults.

The five semistructured interviews vary
along a number of dimensions that need to be
considered when selecting an instrument
(Clark & Harrison, 2001; Rogers, 2001). First,
the interviews vary according to whether they
are organized by diagnosis, with all of the ques-
tions for each diagnosis clustered together, or
by topic (e.g., interests and activities, work, in-
terpersonal relationships), or whether there are
two versions—one by diagnosis and the other
by topic. Each organization method has poten-
tial strengths and weaknesses (reviewed in
Clark & Harrison, 2001; Rogers, 2001). Sec-
ond, the semistructured interviews vary ac-
cording to whether they have screeners that
help determine which questions and diagnoses
to pursue in greater detail with the longer inter-
view. Third, as noted, the interviews vary in the
time frame during which the symptoms are ex-
pected to have persisted. Fourth, the interviews
vary in number of questions and length. Fifth,
some of the interviews have been used in re-
search with adolescents, whereas others have
received little or no published use in research
with this population.

The Diagnostic Interview for DSM-IV
Personality Disorders (DIPD-IV; Zanarini,
Frankenburg, Sickel, & Yong, 1996) is an in-
terview organized by diagnoses and takes ap-
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proximately 90 minutes to administer. Symp-
toms are assessed for their presence over the 2
years preceding the assessment. The measure
had received little research attention until re-
cently; thus, there is less empirical research on
this interview than on some others. However,
the DIPD-IV has been used in the Collaborative
Longitudinal Personality Disorders Study of
(CLPS; Skodol, Gunderson, et al., 2005), a lon-
gitudinal, multisite adult study. In this study,
most disorders were found to have fair to good
test–retest reliability and median interrater reli-
ability; however, test–retest reliabilities for the
dimensional disorder measures were consider-
ably higher (generally > .75) (Zanarini et al.,
2000). The CLPS has provided a rich set of va-
lidity data for the four primary diagnoses as-
sessed: schizotypal PD, borderline PD, avoid-
ant PD, and obsessive–compulsive PD (Skodol,
Gunderson, et al., 2005). I found no published
clinical studies in which this interview was used
with adolescents; however, the measure has
been used in PD research with adolescents (M.
Zanarini, personal communication, July 5,
2006). The measure may be obtained by con-
tacting the author.

The International Personality Disorder Ex-
amination (IPDE; Loranger, 1995, 1999) is an
interview organized by topics. It is unique in
that it has two separate modules, one designed
to assess DSM-IV PDs and the other designed
to assess the International Classification of Dis-
eases (ICD-10) PDs. The DSM-IV module is
highly similar to an earlier, thoroughly re-
searched version designed to assess DSM-III-R
PDs. Both modules take up to 3 hours to ad-
minister, which is far too long for routine clini-
cal use. However, the DSM-IV module takes
only 60–90 minutes, and this module alone
should be adequate for most clinical and re-
search purposes. The personality patterns are
assessed by determining the age of onset, and at
least one trait from each disorder must have
been present before the age of 25. Informant
reports are optional but recommended. There
is a screening measure, but Rogers (2001)
raised some possible concerns about its use.
Rogers noted the strengths and weaknesses of
this interview. As for strengths, the instrument
has demonstrated good reliability and validity
(with the possible exception of poor validity
for cluster A diagnoses). The instrument was
also designed with international research in
mind and may be especially suitable for cross-
cultural settings. As for weaknesses, the instru-

ment may not be as valid with patients with
more severe Axis I diagnoses (psychotic disor-
ders, severe depression).

The earlier version of the IPDE, the Person-
ality Disorder Examination (PDE; Loranger,
Susman, Oldham, & Russakoff, 1988), has
been used in a number of studies with adoles-
cents (see citations in Levy et al., 1999), thus
providing some evidence for the validity of the
measure with youth. The IPDE and PDE spec-
ify that the traits need to have been present for
at least 3 years in adolescents to qualify for di-
agnosis; thus, the standards for duration are
higher than those in DSM-IV. In at least one
sample of adolescents (Becker et al., 1999), the
measure demonstrated good interrater reliabil-
ity, but this study also found evidence for lower
internal consistency for the diagnoses and less
discriminant validity than is often found in
adult assessment. It is possible that these prob-
lems were due to the application of adult crite-
ria from DSM-IV to adolescents, not problems
with the interview per se. Nonetheless, this in-
terview also has shown some promise for use
with adolescents. The measure may be ob-
tained by contacting Psychological Assessment
Resources or the World Health Organization.

The Personality Disorders Interview–IV
(PDI-IV; Widiger, Mangine, Corbitt, Ellis, &
Thomas, 1995) can be administered either by
diagnosis or by topic. The interview takes 90–
120 minutes to administer and requires the
trait to have been present at least since age 18
and for much of adulthood. However, the in-
terview may be used with adolescents if modi-
fied to fit with the stipulations of DSM-IV.
Rogers (2001) noted that some preliminary
data demonstrate adequate interrater reliabil-
ity, but validity data are limited, because of lit-
tle empirical use of the instrument. Rogers de-
scribed the instrument’s strengths as its
extensive and thoughtful manual, and its ques-
tions that “closely reflect that diagnostic crite-
ria” (p. 250). Rogers noted that the instrument
includes some questions that are relatively
complicated and sophisticated in language; this
could potentially be a problem for use with ad-
olescents, so some questions may need to be
modified. Because the PDI-IV manual provides
such helpful information about PDs, the man-
ual may be read in conjunction with other
semistructured interviews that lack a detailed
manual.

The Structured Clinical Interview for DSM-
IV Axis II Personality Disorders (SCID-II; First

804 PART VII. PROBLEMS OF ADOLESCENCE



et al., 1997) is an interview organized by diag-
nosis. The questions follow the order of the
symptoms and diagnoses in DSM-IV. It is the
shortest of all the semistructured interviews
and can be completed in 30–45 minutes. Traits
are assessed to determine whether they have
been present for the last 5 years (clearly this
time frame would need to be modified with ad-
olescents). A self-administered screener, called
the SCID-II-Q, may be used to determine
which diagnoses to assess more thoroughly and
cut down on administration time for the SCID-
II (Piedmont, Sherman, Sherman, & Williams,
2003). There is also a computer-administered
version of the SCID-II that still requires the ac-
tive involvement of the interviewing clinician.
The SCID-II has demonstrated good reliability
and validity in adult samples (First & Gibbon,
2004; Rogers, 2001). The SCID-II has the ad-
vantages of being relatively short, straightfor-
ward, and easy to administer; drawbacks are
that it may miss some important traits and be
less suitable for patients who are uncom-
fortable acknowledging personality difficulties
(Rogers, 2001, 2003).

The SCID-II requires an eighth-grade read-
ing level and may be adapted for use with ado-
lescents. In fact, the SCID-II and its previous
DSM-III-R version appear to be the semi-
structured interviews that have received the
most widespread use in studies of personality
disorders in adolescents (Asarnow et al., 2001;
Brent, Johnson, Perper, & Connolly, 1994;
Chanen et al., 2004; Daley et al., 1999; Lavan
& Johnson, 2002; Mittal et al., 2006;
Neumann & Walker, 2003). The SCID inter-
views have been used in research on the full
spectrum of personality disorders in adoles-
cents. In one study of adolescents that used the
SCID-II, PD features had to have persisted for
at least 2 years to meet threshold criteria
(Chanen et al., 2004). The adolescent PD stud-
ies have begun to establish the SCID-II’s ade-
quate reliability in adolescents. The SCID can
be obtained from the American Psychiatric
Press or at www.scid4.org.

The Structured Interview for DSM-IV Per-
sonality (SIDP-IV; Pfohl, Blum, & Zimmer-
man, 1997) is the most recent version of the
earliest omnibus semistructured interview for
Axis II disorders. The SIDP-IV has both diag-
nostic and topical versions of the interview (the
diagnostic format is available only for the
DSM-IV version of the SIDP). The interview
takes 60–90 minutes to administer, although

the interview may be shortened by omission of
DSM appendix diagnoses. The informant inter-
view, which contains some questions not found
in the patient interview, may potentially be
quite useful in assessing adolescents. As with
the SCID-II, traits are assessed to determine
whether they have been present for the last 5
years, which necessitates modification of the
SIDP-IV for use with adolescents. A brief inter-
view screener is available. The SIDP-IV and its
predecessors have demonstrated good inter-
rater reliability and validity (Rogers, 2001).
Rogers (2001, 2003) has commented on a
number of strengths of this interview. The topi-
cally organized version includes natural ques-
tions that make the interview flow well and
that may be especially useful with defensive or
guarded patients. The interview may be used
with patients with a wide range of Axis I pa-
thology (including psychotic and mood dis-
orders). In addition, relative to other semi-
structured interviews, the SIDP-IV appears to
yield fewer cases of comorbid PDs. The SIDP-
IV interviews appear to have been used rarely
with adolescents in published studies (Brent et
al. [1990] and Mittal et al. [2006] are excep-
tions), but given the strengths of the instru-
ment, wider use may be warranted.

Recommendations for Selecting
a Semistructured Interview

All five semistructured interviews are poten-
tially good means of assessing PDs in adoles-
cents. Three of the interviews or their earlier
versions have been used in published research
with adolescents: the IPDE, the SCID-II, and
the SIDP-IV; thus, these three interviews have
already proved useful with this population. De-
ciding among these three interviews depends
on several considerations. If a topical format is
preferred (because of a defensive or guarded in-
terviewee, or a need for a more conversational
interview structure), then the IPDE and SIDP-
IV can be used. If a diagnostic format is pre-
ferred (because of a desire to keep the interview
short by omitting unlikely diagnoses based on
questionnaire information), then the SCID-II
or SIDP-IV can be used. Other considerations
may include the need for a cross-culturally sen-
sitive interview (the IPDE), a relatively shorter
interview (the SCID-II), an interview that may
be used with patients with significant Axis I
disorders (the SIDP-IV), or an interview with
an informant version (the SIDP-IV).
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Measures of Single Personality Disorders
and Traits

In addition to the omnibus questionnaire in-
struments and semistructured interviews de-
scribed previously, a number of instruments
have been used to assess single personality dis-
orders or traits in isolation, including border-
line PD (or borderline features), narcissistic PD
(or narcissism), and psychopathy. The single-
trait measures of borderline and narcissistic PD
are not recommended generally for clinical use
because of the frequent comorbidity of person-
ality disorders. At the very least, if these mea-
sures are used in clinical practice, then it is
important to screen for possible comorbid per-
sonality pathology. However, the measures
may be useful in some research contexts or in
selected clinical contexts; again, though, even
in research, it would be useful in many cases to
include an additional omnibus measure of per-
sonality pathology.

Borderline Personality Disorder Measures

There are at least three semistructured inter-
views and two questionnaires for assessing bor-
derline PD or pathology in youth. The Di-
agnostic Interview for Borderlines (DIB;
Gunderson, Kolb, & Austin, 1981), a 132-
item, semistructured interview, yields scores for
five domains of functioning: Social Adaptation,
Affect, Cognition, Impulsivity, and Interper-
sonal Relationships. The interview was later re-
vised, resulting in the Diagnostic Interview
for Borderlines—Revised (DIB-R; Zanarini,
Gunderson, Frankenburg, & Chauncey, 1989),
which dropped the Social Adaptation section.
Both the DIB and the DIB-R have been used in
research with adolescents (e.g., Ludolph,
Westen, Misle, & Jackson, 1990; Pinto,
Grapentine, Francis, & Picariello, 1996). The
interviews are based on Gunderson’s concep-
tion of borderline PD, which is related to the
DSM diagnostic view but does not entirely
overlap (Kaye & Shea, 2000). Another varia-
tion of the DIB is the Child Version of the Ret-
rospective Diagnostic Interview for Border-
lines (C-DIB; Greenman, Gunderson, Cane, &
Saltzman, 1986), a structured process for chart
review. The C-DIB was developed to assess a
condition described as “borderline pathology
of childhood,” which was observed in highly
impaired children who exhibited the impulsivi-
ty, mood lability, and cognitive symptoms seen

in adults with borderline PD. The C-DIB has
been used effectively in a longitudinal study of
such pathology (Guzder, Paris, Zelkowitz, &
Feldman, 1999; Paris, 2005b). The Borderline
Personality Inventory (BPI; Leichsenring,
1999), a 53-item self-report instrument devel-
oped to assess Kernberg’s concept of borderline
PD, appears to have good reliability and con-
vergent validity with other borderline PD ques-
tionnaire measures. The BPI has received
some preliminary research use with adolescents
(Chabrol et al., 2004). Finally, the Borderline
Personality Features Scale for Children (BPFS-
C; Crick, Murray-Close, & Woods, 2005), a
newly developed self-report measure for chil-
dren age 9 and older, is based on the BOR (Bor-
derline) scale of the Personality Assessment In-
ventory (PAI; Morey, 1991) for adults and was
created by modifying the BOR scale to make it
developmentally appropriate for children. It
taps affective instability, identity problems,
negative relationships, and self-harm. Based on
an initial longitudinal study, the measure ap-
pears to be reliable, moderately stable over 1
year, and valid in terms of predicting other
measures of borderline pathology.

Narcissistic Personality Disorder Measures

At least one semistructured interview and two
modified versions of a questionnaire assess nar-
cissistic PD or narcissism in youth. The Di-
agnostic Interview for Narcissism (DIN;
Gunderson, Ronningstam, & Bodkin, 1990), a
semistructured interview, includes 33 state-
ments and results in five scores: Grandiosity,
Interpersonal Relations, Reactiveness, Affects
and Mood States, and Social and Moral Judg-
ments. The DIN was developed based on
Gunderson’s conception of narcissism and ap-
pears to measure a broader construct than the
DSM disorder. The DIN was modified for a ret-
rospective chart review study of adolescent
inpatients (Kernberg, Hajal, & Normandin,
1998). A parent version has also been devel-
oped to assess younger children ages 8–13—the
Parent Diagnostic Interview for Narcissism (P-
DIN; Guilé et al., 2004). The primary question-
naire measure of narcissism in adults, the Nar-
cissistic Personality Inventory (NPI; Raskin &
Terry, 1988), is a 40-item questionnaire. The
NPI has been modified in two different ver-
sions for youth: the Narcissistic Personality
Inventory—Children (NPIC; Barry, Frick, &
Killian, 2003) and the Narcissistic Personality
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Inventory—Junior Offender (NPI-JO; Calhoun,
Glaser, & Stefurak, 2000). Hilsenroth, Han-
dler, and Blais (1996) reviewed other adult
measures of narcissism that potentially could
be adapted for use with youth.

Psychopathy Measures

Psychopathy is a construct that has received a
great deal of research attention over the last de-
cade as researchers have begun to explore the
nature and manifestations of this trait in youth.
Psychopathy includes a number of behavioral
and personality tendencies: risk-taking and im-
pulsivity, grandiosity, manipulativeness, lack of
empathy and remorse, and shallow relation-
ships (Lynam & Gudonis, 2005). Aspects of
psychopathy are included in DSM-IV diagnos-
tic criteria for antisocial PD. However, antiso-
cial PD cannot be diagnosed in youth under age
18, and the developmental precursor diagnosis
is conduct disorder. The DSM-IV diagnosis of
conduct disorder does not adequately capture
aspects of psychopathy. Thus, there is no real
place in DSM-IV for classifying psychopathic
tendencies in youth. Yet recent research has re-
vealed that psychopathy can be measured reli-
ably in youth, that it is stable during the adoles-
cent years, and that it predicts a number of
important associated features and outcomes,
including more severe and stable conduct prob-
lems (Kotler & McMahon, 2005; Lynam &
Gudonis, 2005; Salekin & Frick, 2005). Child-
hood psychopathy appears to be at least par-
tially heritable, and these inherited characteris-
tics are likely to result in impaired socialization
across development (Blair, Peschardt, Budhani,
Mitchell, & Pine, 2006).

Three recent articles provide a thorough and
careful review of the measures developed thus
far to assess psychopathy in youth (Kotler &
McMahon, 2005; Lynam & Gudonis, 2005;
Vaughn & Howard, 2005). Consequently, the
measures are described only briefly here; read-
ers are referred to those reviews for more de-
tails. Presently at least four measures have been
used to assess psychopathy in youth; three of
these are questionnaires, and one is an inter-
view/chart review checklist. All four measures
are based in part on the most prominent
adult measure of psychopathy, Hare’s Psychop-
athy Checklist—Revised (PCL-R; Hare, 1991,
2003). To use the PCL-R, the clinician con-
ducts a semistructured interview and chart re-
view, then rates the individual on 20 items.

In the modified youth versions, inappropriate
PCL-R items have been dropped (e.g., items
about unstable marriages), and new, develop-
mentally appropriate items have been added
(e.g., teases others, keeps same friends). All
four measures have shown good reliability at
the total scale level and preliminary evidence of
validity (Kotler & McMahon, 2005; Lynam &
Gudonis, 2005).

The Antisocial Process Screening Device
(ASPD; Frick & Hare, 2001) is a 20-item rating
scale with self-report, parent, and teacher ver-
sions; it can be used with youth ages 6–18. It is
modeled closely after the PCL-R and is the
measure that has received the greatest research
use thus far. The Child Psychopathy Scale
(CPS; Lynam, 1997; revised version is in
Lynam et al., 2005) is likewise based on the
PCL-R but consists of 13 miniscales, each com-
prising two to seven items drawn from the
Child Behavior Checklist (CBCL; Achenbach,
1981) and the California Child Q-set (CCQ;
Block & Block, 1980). The CPS has parent,
teacher, and youth versions. The Youth Psycho-
pathic Traits Inventory (YPI; Andershed,
Gustafson, Kerr, & Stattin, 2002), a 50-item
self-report inventory for adolescents, is de-
signed to minimize reluctance to acknowl-
edge psychopathic traits and focuses on the af-
fective and interpersonal features of
psychopathy. The final measure is Hare’s Psy-
chopathy Checklist—Youth Version (PCL-YV;
Forth, Hart, & Hare, 1990; Forth, Kosson, &
Hare, 2003), which, like the PCL-R, comprises
a 20-item rating scale completed on the basis of
a thorough semistructured interview and chart
review. The PCL-YV is essentially a version
of the PCL-R adapted for youth. Although the
questionnaire measures serve as rapid
screening devices, the PCL-YV is a more time-
consuming diagnostic instrument. Although all
four of these psychopathy measures require
further validation (including clarification
about their factor structures), all show consid-
erable potential for the measurement of this
important pathological trait.

Two Personality Disorder Measures
That Are Difficult to Classify

The Children in the Community (CIC) mea-
sures (Cohen & Crawford, 2005; Cohen et al.,
2005) were developed for use in what is cur-
rently the only longitudinal epidemiological
sample study of PDs. At each time point of the
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study, the CIC PD measure items were selected
and modified from existing PD measures, and
new items were added to provide developmen-
tally appropriate coverage of the current DSM
system. The CIC measures thus took different
forms at different assessment points (e.g., par-
ent and child interviews, self-report question-
naire). Although these measures are not suit-
able for clinical use, they could potentially be
adapted for use in research studies. The au-
thors can be contacted for more information
on these measures.

The Shedler–Westen Assessment Procedure–
200 for Adolescents (SWAP-200-A) is an as-
sessment procedure that helps to structure cli-
nicians’ perceptions of adolescents’ personality
functioning. The SWAP-200-A and its adult
counterpart, the Shedler–Westen Assessment
Procedure–200 (SWAP-200; Westen & Shedler,
1999), were designed in part as alternatives to
the semistructured interviews and question-
naires that are typical in PD research. Westen
and Shedler have argued that semistructured
interviews and questionnaires are problematic
for PD assessment because of their reliance on
direct questioning of the patient about person-
ality patterns. In contrast, in typical practice,
clinicians look to patients’ narratives about
their daily lives and relationships, and to the
patients’ observed behavior in interaction with
the clinician (Westen, 1997), presumably be-
cause clinicians implicitly view these methods
as more valid.

To use the SWAP-200 or the SWAP-200-A,
clinicians must first conduct a thorough sys-
tematic clinical interview with an adolescent
patient and his or her parents (e.g., see the
Clinical Diagnostic Interview; Westen, 2004)
or obtain a thorough understanding of an ado-
lescent through repeated clinical contact over
time. The SWAP systems may then be used by
the clinician to quantify clinical judgments
about the patient. The SWAP-200 and SWAP-
200-A both comprise 200 statements describ-
ing a fairly comprehensive set of behaviors and
personality tendencies related to personality
pathology, as well as statements about defense
mechanisms, coping, relevant Axis I character-
istics, and healthy psychological functioning
(Westen & Shedler, 1999; Westen et al., 2003).
Clinicians use a Q-sort procedure to quantify
the appropriateness of the SWAP statements
for the patient. In the Q-sort, the informant
sorts a set of cards (with one SWAP statement
on each) into a forced distribution based on

how well each item describes the adolescent.
Thus far, the SWAP-200-A has been used to ex-
plore the structure of personality pathology in
adolescents (Westen et al., 2003; Westen,
Dutra, & Shedler, 2005). In addition, it is pos-
sible to calculate dimensional scores for DSM-
IV PD diagnoses by comparing patients’ scores
on the SWAP-200-A with prototype descrip-
tions for the PD diagnoses (Westen et al.,
2003). The SWAP-200-A and SWAP-200 have
already proved that they can yield useful infor-
mation in research on personality pathology in
adolescents and adults, and the statements in-
cluded in the measure seem to capture aspects
of patient functioning that may be helpful for
clinicians as they conceptualize cases, plan
treatment, and measure treatment outcomes.
Future research will help clarify the role that
the SWAP systems may play in clinical prac-
tice. The SWAP-200-A is available at www.
psychsystems.net/lab.

CONCLUSIONS AND RECOMMENDATIONS
FOR FUTURE RESEARCH

This chapter has reviewed evidence demon-
strating that it is possible for youth to have
PDs, and that it is both important and possible
to assess such patterns. Given the relative new-
ness of research in this area, much work re-
mains to better refine assessment procedures
for adolescents with PDs. Several directions for
future research are suggested. First, many of
the available assessment measures for adoles-
cents are the same instruments created for
adults, adapted in various ways for use with
adolescents. But, it is possible that more thor-
ough modifications are necessary to make
some of the measures (e.g., the semistructured
interviews) developmentally appropriate. Some
of the adult measures (e.g., the screening mea-
sures) need to be studied for use in adolescents
to clarify whether they function similarly with
adolescents and adults. Second, much more
work is needed to determine whether the exist-
ing instruments are psychometrically sound.
Although there is evidence for the reliability of
many of the measures and some preliminary
evidence of construct validity, many aspects of
validity are unexamined. Other important as-
pects of validity to establish include predictive
validity, discriminant validity, diagnostic util-
ity, and treatment utility (Mash & Hunsley,
2005). Third, although it is clear that assess-
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ment information must be gathered from more
than source, the relative usefulness of informa-
tion from various informants is unknown.
Fourth, the lack of empirically supported treat-
ments for adolescents with PDs is a glaring and
serious problem that needs to be addressed. I
hope that the recent surge of interest in under-
standing adolescents with PDs will continue
and that it will ultimately point to effective
treatments for such youth.
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life course, 644–645
and maternal history of

maltreatment, 697
maternal mental health and, 696
parental denial of, 695–696
perpetrator abuse history and,

649, 651
perpetrator assessment, 649
perpetrator characteristics, 646–

647
personality disorders and, 790–791
recommendations in, 677
risk of, 649
types of, 640–641
victim assessment, 649
See also Child sexual abuse

Child Abuse and Neglect Interview
Schedule—Revised,
description of, 668t

Child Abuse Potential Inventory,
670–671

description of, 668t
Child advocacy centers, 693
Child and Adolescent Burden

Assessment, 540
Child and Adolescent Functional

Assessment Scale, 156
Child and Adolescent Psychiatric

Assessment, 537t, 583, 716
Child and Adolescent Psychiatric

Assessment Life Events Scale,
420

description and contact
information, 447, 454

Child and Adolescent Psychiatric
Assessment Scale, 230, 421,
423–424, 428

description and contact
information, 459

Child and Adolescent Trauma Survey,
description and contact
information, 467

Child and family disturbance,
prototype-based view of, 6–8

Child Assessment Schedule, reliability
estimates for, 377t

Child Behavior Checklist, 15, 87–88,
511, 662, 723–724

for diagnosing bipolar disorder,
260t, 261, 288–289

for pediatric bipolar disorder, 275–
276, 277t–278t, 279

Child Depression Rating Scale—
Revised, 287–288

Child Dissociation Checklist, 724–
725

Child functioning, determinants of,
11–20

classification and diagnosis, 13–17
etiological assumptions, 18–19
impairment versus symptoms and

disorders, 13
labeling, 17–18

Child Posttraumatic Stress Reaction
Index, 416

Child Posttraumatic Stress Reaction
Index and Additional
Questions, description and
contact information, 468

Child protective services, 694–695
Child Psychopathy Scale, 807
Child PTSD Symptom Scale, 427–428

description and contact
information, 469

Child Report of Post-Traumatic
Symptoms, description and
contact information, 471–472

Child sexual abuse, 685–748
assessment of, 712–727

abuse-related attributions in,
718–720

for abuse-related stressors, 716–
717

best practices for, 727–730
broad-based, 713–716
for child sexual problems, 726–

727
detailed, 716
direct observation in, 726
for dissociation, 724–726
protocol for, 728–729
for PTSD, 722–724, 729–730
for social/family supports/

stressors, 720–722
strategies for, 728
subjective, 717–718
throughout intervention process,

730
developmental issues in, 712
disclosure of, 691–692
epidemiology of, 685–698

abuse characteristics, 685–689
implications for assessment,

697–698
postdisclosure stressors, 691–

697
victim risk/resiliency, 690–691

impact on victims, 698–712
abuse-related, 708–710
abuse-specific, 699–708
assessment-related, 711–712
psychological pathological

changes, 710–711
Internet and, 688
intra- versus extrafamilial, 687
justice system and, 693–695
perpetrators of, 687–688
sexual revictimization and, 708
shame associated with, 719–720
suicide risk and, 312

Child Sexual Behavior Inventory, 664,
726–727

Child Stress Disorders Checklist, 423
description and contact

information, 478–479, 483
Child Symptom Inventory, 145, 235

description of, 147t
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Child Trauma Questionnaire, 715
Childbirth, complications of, ADHD

and, 74
Childhood Anxiety Sensitivity Index,

363, 364t–365t, 368, 369t,
372t, 376

Childhood Autism Rating Scale, 504,
505t

Childhood disintegrative disorder,
490

Childhood disorders
age trends for, 20
classification and diagnosis of, 13–

17
defining, disagreements over, 3–4
etiological assumptions about, 18–

19
externalizing patterns of, 11
externalizing versus internalizing,

15
versus individual symptoms/

behaviors, 11–13
Childhood Experiences of Violence

Questionnaire, 671
Childhood Level of Living Scale,

676–677
Childhood Post-Traumatic Stress

Reaction—Parent Inventory,
description and contact
information, 478

Childhood PTSD Interview,
description and contact
information, 477–478

Childhood PTSD Interview—Child
Form, description and
contact information, 467–
468

Children in the Community measures,
807–808

Children in the Community Study,
791

Children’s Anxiety Evaluation Form,
reliability estimates for, 377t

Children’s Attribution Style
Questionnaire—Revised, 665

Children’s Attributions and
Perceptions Scale, 718–719

Children’s Behavior Questionnaire,
157

Children’s Communication checklist,
505t

Children’s Depression Inventory, 232,
371, 511

for assessing suicidal ideation,
322

Children’s Depression Rating Scale—
Revised, 234

Children’s Experiences of
Victimization Questionnaire,
description of, 668t

Children’s Global Assessment of
Functioning Scale, 89

Children’s Global Assessment Scale,
155–156

Children’s Impact of Traumatic
Events Scale—II, 717–718,
720–721, 723

description and contact
information, 470

Children’s Impairment Rating Scale, 88
Children’s Interview for Psychiatric

Symptoms, 583
Children’s Interview for Psychiatric

Syndromes, 422–423, 537t
description and contact

information, 459–460
for pediatric bipolar disorder, 282

Children’s Manifest Anxiety Scale,
Revised. See Revised
Children’s Manifest Anxiety
Scale

Children’s Memory Scale, description
of, 573t

Children’s Perceptual Alteration Scale,
725–726

Children’s Peritraumatic Experiences
Questionnaire, 422

description and contact
information, 457

Children’s Posttraumatic Stress
Reaction Index, 426–427

Children’s PTSD Inventory, 421, 426
description and contact

information, 470–471
Children’s Report of Exposure to

Violence, description and
contact information, 447

Children’s Revised Impact of Events
Scale, description and contact
information, 469–470

Children’s Stress Symptom Scale,
description and contact
information, 471

Children’s Yale–Brown Obsessive–
Compulsive Scale, 364t–365t,
367–368, 369t, 372t, 374,
375

reliability estimates for, 377t
Child’s Reaction to Traumatic Events

Scale—Revised, description
and contact information, 472

Child’s Upsetting Times Checklist,
description and contact
information, 454

Clark and Watson’s model of
emotion, 354–356, 355f

Classification systems
approaches to, 14–17
dissatisfaction with, 13–17
ecological approach to, 17
emphasis on, 4
for larger social systems, 17
need for alternatives, 14
prototype-based, 15–16

Classroom
activity structures in, behavioral

effects of, 25
See also School

Classroom interventions, for child
with ADHD, 103

Clinical assessment. See Assessment;
Developmental-systems
assessment

Clinical Evaluation of Language
Fundamentals, 505t, 508,
574

description of, 572t
Clinician-Administered PTSD Scale

for Children and Adolescents,
425–426

description and contact
information, 472–473

Cognition, personality disorders
involving, 783

Cognitive ability
assessment of

with intellectual disability, 564,
565t, 566–568

See also Intelligence testing
conduct problems and, 136

Cognitive Assessment System, for
assessing psychological
processing disorders, 612–
615, 613t

Cognitive deficits, conduct problems
and, 157

Cognitive development, in maltreated
children, 664–665

Cognitive style, sexual abuse and,
703–705, 711

Columbia Impairment Scale, 156
Columbia Suicide Screen, 325
Communication and Symbolic

Behavior Scales—
Developmental Profile, 576

description of, 577t
Communication deficits, in autism

spectrum disorders, 487,
488t, 489

Community Interaction Checklist,
164–165

Comorbidity, 4
Compliance Test, 151
Comprehensive Adolescent Severity

Inventory, 197t, 198
Comprehensive Test of Adaptive

Behavior, 579
description of, 579t

Comprehensive Test of Nonverbal
Intelligence, 568

description of, 565t
Computer-assisted interviews, 199–200
Conduct disorders

with bipolar disorder, 262
with substance use disorder, 189–

190
Conduct problems, 132–183

age at onset, 165–166
aggression, 134
assessment of

behavior rating scales in, 145,
146t–147t, 148–150
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Conduct problems (cont.)
behavioral observations in, 150–

155, 154t
and comorbid conditions, 143t
for functional impairment, 155–

156
and heterogeneity in types and

severity, 143t
interviews in, 142, 144–145
and multiple developmental

pathways, 144t
and multiple risks, 143t–144t

childhood- versus adolescent-onset,
138–140

child’s social ecology and, 164–
165

covert behaviors in, 152, 156
DSM-IV-TR diagnostic categories

for, 133
evidence-based assessment of, 140–

167
clinical utility of, 167–168
comorbidity factors in, 156–157
heterogeneity factors in, 142,

144–146, 148–153, 155–156
multiple developmental

pathways and, 165–167, 169
multiple risk factors in, 157–165
overview of, 140–142
sensitivity to change, 168

familial and extrafamilial factors
in, 158

gender and, 141, 166
interventions for, satisfaction with,

165, 168–169
noncompliance, 133
parental perceptions and, 159–160
parenting practices and, 158–159
research findings, 132–140

on comorbid adjustment
problems, 134–135

on heterogeneity of types and
severity, 132–134

on multiple developmental
pathways, 138–140

on multiple risks associated
with, 135–138

spectrum of, 132–133
symptom patterns in, 133

Conflict Tactics Scales, 658
Conflict Tactics Scales—Partner, for

parents of child with CPs,
162–163

Conners Continuous Performance
Test, 100

Conners Global Index, 88
Conners Rating Scales, 584–585

description of, 147t, 584t
Conners Scales—Revised, 539–540
Contextual base, expanded, 25
Contextual information, 24–25
Contingency management, for parents

of child with ADHD, 102–
103

Continuous performance tests, 62,
100–101

Coolidge Personality and
Neuropsychological Inventory
for Children, 800

description of, 799t
Coping behaviors

parental, 31–32
sexual abuse and, 711

CPTs. See Continuous performance
tests

CRAFFT, 194
CSA Index, 716–717
CU. See Callous and unemotional

traits
Cultural considerations, in depressive

disorders, 218–219
Cultural issues

in assessment of emotional/moral
development, 666

conduct problems and, 166
in pediatric bipolar disorder, 268
in personality disorder interviews,

805
PTSD and, 407–409
recognition of, 5
in self-harm behaviors, 307
suicide and, 330–331
See also Ethnicity

Curriculum-based assessment tools,
for intellectual disability,
575–576

Customary Drinking and Drug Use
Record, 197t, 198

Cyclothymia, 259
definition of, 259t

Deinstitutionalization movement, 552
Delis–Kaplan Executive Function

System, 509–510
Dependence, drug. See Drug

dependence
Dependent personality disorder,

essential features/Big Five
traits, 785t

Depression, 213–252
versus ADHD, 65
assessment of, 223–242

alternative methods in, 229
for associated symptoms, 226–

227
behavior checklists in, 234–235
for changes, 227
clinical utility of, 225–226
for co-occurring symptoms,

236–239
developmental factors in, 226
diagnostic interviews in, 228,

229–231
informants and methods in,

224–225
methods for, 227–236
peer ratings in, 235
in preschool children, 235–236

purposes of, 223
rating scales in, 228–229, 231–

234
recommendations for, 239–242
target of, 223–224

with autism, 511
in bipolar disorder, characteristics

of, 264–265
bulimia nervosa and, 759
child abuse and neglect and, 644–

645
in child sexual abuse, 703–705
comorbid conditions, 217
conduct problems associated with,

134–135
description/diagnostic issues, 213–

222
developmental features, 217–218
diagnostic criteria, 214, 215t,

216
epidemiology of, 216–217
ethnic/cultural considerations,

218–219
etiology of, 220–223

biological, 220–221
contextual, 222–223
genetic, 220
interpersonal, 222
social-cognitive, 221–222

gender differences, 218
impairment domains, 219–220
with intellectual disability, 559–

560
major, versus EOS, 542
parental, 89–90
prevalence of, 213, 216
with substance use disorder, 190
suicide risk and, 308
taxonomy of, 214
tracking changes in, 227
unipolar, 261

Depressive personality disorder,
essential features/Big Five
traits, 785t

Development
depression and, 226
“normative,” 16–17
rapid and uneven, 20–21

Developmental approach to
classification, 16–17

Developmental Assessment for
Students with Severe
Disabilities, 575–576, 578

description of, 577t
Developmental Behaviour Checklist

II, 585
description of, 584t

Developmental issues, 4
in PBD, 292–293

Developmental Observation Checklist
System, 576

description of, 577t
Developmental Profile II, 580

description of, 579t
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Developmental-systems assessment,
3–50

approaches to, 4
categorical and dimensional

approaches to, 17
common features in, 21–22
as decision-making process, 5
defining, 6
dimensions of, 19–25
empirical emphasis in, 8
expanded temporal and contextual

base in, 25
idiographic and individual

emphasis of, 6–7
methods of, 26–38

child self-report, 32–34
direct observations, 34–35
for family assessment, 37–38
formal testing, 37–38
interviews, 27–29
observational procedures, 35–37
parent self-ratings, 30–32
selection of, 26–27
structured parental reports, 29–

30
multimethod strategy of, 8
multiple informants in, 7
multisituational analysis in, 24–25
multivariate statistical studies in,

15–16
a prototype-based view, 6–8
purposes of, 8–11

case conceptualization and
treatment planning, 10

diagnosis, 8–9
prognosis, 9–10
treatment monitoring/outcome

evaluation, 10–11
recent developments in, 4–6
response class in, 12–13
self-evaluative process in, 8
situational influences in, 6–7
special considerations in, 20–22

age and gender, 21
normative comparisons, 22–23
plasticity and modifiability, 21
rapid and uneven developmental

changes, 20–21
syndromes in, 12
systems approach to, 7
treatment goal selection, 23–24
treatment-relevant information in, 7
See also Assessment

Diagnosis, 8–9
defining, 8–9
emphasis on, 4
“gold standard,” 80–81
improving accuracy/reliability of, 15

Diagnostic Interview for Borderlines,
806

Diagnostic Interview for Children and
Adolescents—Revised,
description and contact
information, 460

Diagnostic Interview for Children and
Adolescents, 230, 423, 537t

Diagnostic Interview for Children and
Adolescents—IV, 582

Diagnostic Interview for Children and
Adolescents—Revised, 196

Diagnostic Interview for DSM-IV
Personality Disorders, 803–
804

Diagnostic Interview for Narcissism,
806

Diagnostic Interview Schedule for
Children, 196, 230–231, 325

for assessing self-harm behaviors,
321–322

description and contact
information, 460

reliability estimates for, 377t
review of, 376, 378

Diagnostic Interview Schedule for
Children IV, 537t, 582–583

Diagnostic interviews, 27–29
ADHD Checkup, 92–100
for anxiety disorders, 358

reviews of, 376, 377t, 378–379
for assessing self-harm behaviors,

317–318
for child abuse and neglect, 653–

655, 653t
for child self-reports

semistructured and structured, 33
structured, 145
unstructured, 32–33, 144–145

child/adolescent, with ADHD, 84–
85

computer-assisted, 199–200
for conduct problems, 142, 144–

145
for depression, 228–231
for eating disorders, 764, 772–773
for emotional responses to

stressors, 421
generality and flexibility of, 27–28
limitations of, 54
for maltreated children, 660–661
motivational, 54–55, 92
for pediatric bipolar disorder, 282
for personality disorders, 794,

803–805
for psychiatric disorders with

intellectual disability, 582–
583

reliability and validity of, 28–29
for substance use disorders, 196,

197t, 198
Differential Ability Scales, 506

description of, 565t, 566
Dimensional Personality Symptom

Item Pool, 800
description of, 799t

Dimensions of Stressful Events, 420–
421, 716

description and contact
information, 458

Disabilities, children with, legal issues
and, 105–106

Disruptive behavior disorders, suicide
risk and, 309

Disruptive Behavior Disorders Scale,
88

Dissociation, in child sexual abuse,
702–703, 724–726

Distractibility, in ADHD, 59
Domestic violence

assessing, 658
exposure to, 659

Dominic—Revised, 583
Down syndrome, 557, 563
Drug Abuse Screening Test for

Adolescents, 196
Drug dependence

versus abuse, 185
criteria for, 185
DSM-IV-TR criteria for, 186t

Drug testing, 200–201
Drug tolerance, 191
Drug use

continuum of, 184, 184f
dependence criteria for, 185
gateway, 191
prevalence of, 184–185
See also Adolescent substance

abuse; Substance abuse
Drug Use Screening Inventory—

Revised, 196
DSA. See Developmental-systems

assessment
DSM-III-R, ADHD in, 57
DSM-IV, substance use disorders in,

185, 186t, 187
DSM-IV-TR, 9

ADHD in, 54, 58t, 60–67, 81
anorexia nervosa in, 751–752,

752t
Asperger syndrome in, 502–503
autism spectrum disorders in, 487,

488t–489t, 489–490
binge-eating disorder in, 760, 761t
bipolar disorder in, 256–257, 256t
bulimia nervosa in, 756, 756t
childhood disorders in, 13–14, 16–

17
conduct problem criteria of, 133
criteria of, 14
depression in, 214, 215t, 216
early-onset schizophrenia in, 526,

527t, 529–530
learning disabilities in, 604
multiaxial classification scheme of,

14–15
pediatric anxiety disorders in,

348
personality disorders in, 781–784,

785t, 786
Dyadic Adjustment Scale, 90

for parents of child with CPs, 162
Dyadic Parent Interaction Coding

System, 675
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Dyadic Parent–Child Interaction
Coding System, 151–153

Dysthymia, 214, 215
anorexia nervosa and, 754

Early-onset schizophrenia, 526–550
assessment, 535–543

comprehensive medical exam in,
539

differential diagnosis in, 528–
529, 541–543

multi-informant, 535–536, 537t,
538

observation/mental status exam
in, 538

procedures in, 535–541, 537t
record review in, 538–539
symptom rating scales in, 538

clinical presentation, 530–533
cognitive symptoms in, 531
comorbid disorders, 534
course of, 531–532
definitions, 526–530
developmental factors in, 529–530
diagnostic criteria, 527t, 528t
epidemiology, 530
etiology and pathogenesis, 533–

534
genetic/environmental factors,

533–534
ICD-10 criteria for, 529–530
outcome, 532–533
psychological/social factors in, 534
social–occupational dysfunction in,

528
treatment, 543–544

Eating Disorder Diagnostic Scale, 771
Eating Disorder Examination, 772–

773
Eating Disorder Examination—

Questionnaire, 770–771
Eating Disorder Inventory—2, 771–

772
Eating disorders, 751–780

assessment of, 763–769
binge eating in, 766–767
body image in, 767
comorbid psychopathology in,

767–768
for compensatory behaviors,

766
instruments for, 769–773
interpersonal/psychosocial

functioning, 768–769
medical, 765–766
nutrition, 768
personality factors, 768
psychological and behavioral

variables, 766
in treatment context, 773–774

child sexual abuse and, 709
definitions of, 751–763

anorexia nervosa, 751–756
binge-eating disorder, 760–762

bulimia nervosa, 756–760
not otherwise specified, 762–

763
See also specific disorders

Ecologically oriented systems model,
5

Education for All Handicapped
Children Act of 1975, 602–
603

Education of the Handicapped Act,
602

Elementary and Secondary Education
Act of 1965, learning
disabilities in, 602

Emotion, self-directed, in ADHD, 78–
79

Emotion regulation, conduct
problems and, 140

Emotional competence, sexual abuse
and, 710–711

Emotional development, in
maltreated children, 666–667

Emotional disorders, nonpsychotic,
versus EOS, 542–543

Emotional Facial Action Coding
System, 720

Environmental influences, plasticity
and modifiability and, 21

Environmental toxins, in ADHD, 75–
76

Epilepsy, with autism, 490–491
Ethical issues

in ADHD, 105–106
in PBD, 293–294
suicidal patients and, 331–332

Ethnicity
depressive disorders and, 218–219
learning disabilities and, 606
PTSD and, 407–409
self-harm behaviors and, 307
See also Cultural issues

Etiology, assumptions about, 18–19
Evaluation of Suicide Risk among

Adolescents, 325
Executive function

in ADHD, 56, 59, 72–73, 77–79
in autism spectrum disorders, 509–

510
Exposure Questionnaire, 421–422

description and contact
information, 457–458

Expressive One-Word Picture
Vocabulary Test, 507–508

Eyberg Child Behavior Inventory,
149–150, 662

and measure of parental
perceptions, 159–160

Family
assessment of, 37–38
autism spectrum disorders and, 513
child abuse and neglect and, 647–

649, 651–652, 654, 690–
691, 695–697

child sexual abuse and, 721–722
of children with ADHD, 71
of children with EOS, 540
in DSA, 7
ecologically oriented systems

model of, 5
personality disorders and, 790–791

Family Adaptability and Cohesion
Scales, 722

Family Assessment Task, 96–98, 97t
Family Environment Scale, 581, 722
Family Events List, 163
Family functioning, assessing, 4–5
Family Impact Questionnaire, 581
Family Member Well-Being Index,

581
FAST. See Family Assessment Task
FBA. See Functional behavioral

assessment
Fear Survey for Children with and

without Mental Retardation,
586

description of, 584t
Fear Survey Schedule for Children,

356, 364t–365t, 368, 369t,
371, 372t, 373, 375

Firearms accessibility, suicide risk
and, 312

Firesetting, assessing risk for, 145,
152

Five Minute Speech Sample, 540
Fragile X syndrome, 563

intellectual disability and, 560
FRAMES mnemonic, 98
Full Range Test of Visual–Motor

Integration, description of,
572t

Functional Assessment of Self-Harm,
323

Functional behavioral assessment, for
conduct problems, 142, 144

Functional impairment, with conduct
problems, 155–156

Functioning, impaired, versus
symptoms and disorders, 13

Galvanic skin response, 360
Gateway drugs, 191
Gender

ADHD and, 68–69
conduct problems and, 141, 166
depressive disorders and, 218
judgments of deviance and, 21
personality disorders and, 787
PTSD and, 406–407
self-harm behaviors and, 307
substance abuse and, 192–193

Generalized anxiety disorder, 349–
350, 349t

Genetic factors
in ADHD, 74–75
in anxiety disorders, 354
in autism, 496–497
in bipolar disorder, 254
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in depressive disorders, 220
in early-onset schizophrenia, 533–

534
in intellectual disability, 557
in personality disorders, 790

Genetics, emphasis on, 5
Getting-to-know-you session, 95–96,

95t
Gilliam Asperger Disorder Scale, 503
Gilliam Autism Rating Scale, 502
Global Assessment of Individual

Needs, 198
Gordon Diagnostic System, 100–101
Grey Oral Reading Test, 570

description of, 569t

Hallucinations, in early-onset
schizophrenia, 527

Hamilton Depression Rating Scale,
233–234

Hare’s Psychopathy Checklist—
Revised, 807

Harter scales, 666–667
Hawaii Early Learning Profile, 575
Heart rate variability, in anxiety

disorders, 360
High School Questionnaire, 325
High-risk populations, prevention-

oriented assessment of, 5
Hilson Adolescent Profile, 197t, 199
History of Victimization Form, 713
History of Victimization Form, The,

description and contact
information, 454–455

Histrionic personality disorder,
essential features/Big Five
traits, 785t

Home Interview with Children, 665
Home Observation for Measurement

of the Environment
Inventory, 675–676

Home Situations Questionnaire, 88
Hopelessness Scale for Children, 324
Hypersexuality, PBD and, 283, 285t
Hypomania, definition of, 259t
Hypothalamic–pituitary–adrenal axis

alterations in, child abuse and
neglect and, 644

in depression, 220–221
Hypothalamic–pituitary–adrenal

system, in anxiety disorders,
360

Illinois Test of Psycholinguistic
Abilities, 600

Imminent Danger Assessment, 325
Impairment

in ADHD, documentation of, 88–89
versus symptoms, 57

Impulse control, personality disorders
involving, 783

Impulsivity
in ADHD, 59–60
suicide risk and, 310–311

Inattention, in ADHD, 57, 59
Incest, 687. See also Child sexual

abuse
Incremental validity, 54–55
Individual Education Program, 552
Individuals with Disabilities

Education Act, 551, 561
learning disabilities in, 598
principles of, 560–561

Informants
for assessing depression, 224–225
for assessing PBD, 289

Insularity, conduct problems and, 138
Intellectual disability, 551–597

assessment, 562–590
academic achievement in, 568,

569t, 570–571
adaptive behavior in, 578–580,

579t
alternative methods in, 574–578
behavioral observation in, 586–

589
best practices in, 589
cognitive functioning in, 564,

565t, 566–568
guidelines for, 562–564
integrating results of, 589–590
neuropsychological processes in,

571, 572t–573t, 573–574
psychiatric problems in, 581–

586, 584t
psychosocial factors in, 580–

581
causes of, 555, 558t, 559
classification of, 554–556, 555t
definitions of, 552–554
versus development delay, 556–557
history of, 551–552
IQ and, 553–556
legal decisions involving, 561–562
prevalence of, 554–555
providing feedback about, 590
psychiatric disorders and, 559–

562
Intelligence testing, 564–568

for autism spectrum disorders,
506–507

of infants and preschool-age
children, 564, 566–567

nonverbal options, 567–568
reliability of, 556–557
of school-age children, 567

Intention–Cue Detection Task, 157
International Classification of

Diseases, substance use
disorders in, 185, 187

International Personality Disorder
Examination, 804

Internet, child sexual abuse and, 688
Internet/computer applications, 5
Interpersonal functioning

eating disorders and, 768–769
personality disorders involving,

783

Interpersonal theories, depression
and, 222

Intervention, response to, 101
Interview for Diagnosis of Eating

Disorders—IV, 773
Interview Schedule for Children and

Adolescents, 537t
Interviews, diagnostic. See Diagnostic

interviews
IQ

achievement discrepancy and, 603–
604

intellectual disability and, 553–556
pictorial, 568
See also Cognitive ability;

Intelligence testing

Juvenile Automated Substance Abuse
Evaluation, 197t, 199

Juvenile Victimization Questionnaire,
715

description and contact
information, 455

Juvenile Victimization
Questionnaire—Child Report,
description and contact
information, 447–448

Kauai Recovery Index, description
and contact information,
473–474

Kaufman Assessment Battery for
Children, 563

Kaufman Assessment Battery for
Children II

for assessing psychological
processing disorders, 615–
617, 616t

description of, 565t, 566
Kaufman Test of Educational

Achievement, 570
description of, 569t

KeyMath-R/NU, 570–571
description of, 569t

KID-SAVE, description and contact
information, 448

Krug Asperger’s Disorder Index, 503
K-SADS Depression Rating Scale,

288
K-SADS Mania Rating Scale, 288

Labeling, 3
controversy over, 13
outcomes of, 17–18

Language assessment, in autism
spectrum disorders, 507–508

Language impairment, conduct
problems and, 135

Language skills, assessment of, with
intellectual disability, 571–
574, 572–573t

Lead exposure, ADHD and, 75–76
Learned helplessness, in child sexual

abuse, 703–705

Subject Index 859



Learning disabilities, 598–635
assessment of

comorbid conditions in, 604–
606

etiology in, 606–607
exclusion factors in, 604
federal involvement in, 602–
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rapid-cycling, 263
See also Bipolar disorder;

Depression; Pediatric bipolar
disorder

Mood dysregulation, severe, 261
Moral development, in maltreated

children, 666–667
Mother–Child Neglect Scale, 671–

672
description of, 669t

Motivational interviewing, 54–55
in ADHD Checkup, 92

Motor-Free Visual Perception Test,
573–574

description of, 572t
Mullen Scales of Early Learning,

506–507
description of, 565t, 566, 567
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Ontario Child Neglect Index, 677
Oppositional defiant disorder, 71–72,

133
with ADHD, 55, 65

outcomes and, 76
with bipolar disorder, 262
with substance use disorder, 189
See also Conduct problems

Oppositional disorders. See Conduct
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430
future directions, 430–433
with general psychiatric

interview, 423–424
with interviews for school-age

children, 425–426
with paper-and-pencil self-

reports, 426–428
with PTSD-specific interviews,

424–425
for stressor, 418–422
tools for, 413–418, 423–429
See also specific tools

child abuse and neglect and, 645
child sexual abuse and, 699–701,

722–724
shame related to, 719–720
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stressors, 421–422
for intellectual disabilities, 583–
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Self-Report of Personality, 91, 662

Semistructured Clinical Interview for
Children and Adolescents,
145

Separation anxiety disorder, 348–349,
349t

Sex crimes, Internet-initiated, 688
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