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Abstract 
 

Lord Kelvin once said that "if you cannot measure it, you cannot improve it". Quantitative security 

metrics has been a challenging area so far. Defining enterprise level security metrics has been listed as 

one of the hard problems in the Infosec Research Council’s hard problems list. Almost all the efforts 

in defining absolute security metrics for the enterprise security have not been proved fruitful. 

However, with the maturity of the security industry, there has been a continuous emphasis from the 

regulatory bodies on establishing measureable security metrics. Security metrics help to make 

functional and business decisions for improving the performance and cost of the security controls. 

This thesis proposes a relative security metric model that derives three quantitative security metrics of 

efficiency, effectiveness and cost/benefit measure of security controls. Similarly, virtualization 

technologies are rapidly changing the landscape of the computing world. Devising security metrics for 

virtualized environment is even more challenging. This thesis took the secure virtual machine 

migration process as case study and applied the relative security metric model for measuring the 

efficiency, effectiveness and cost/benefit measure of the secure VM migration protocols. As secure 

VM migration is an evolving area and no standard protocol is available specifically for secure VM 

migration, therefore, this thesis first proposes a lightweight secure VM migration protocol and then 

applied the proposed relative security metric model in order to compute the security performance of 

the proposed protocol. 
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Chapter 1: Introduction 

1. Introduction  
In this chapter explanation of basic concepts and overview of the research work carried on during the 

thesis phase is elaborated. This chapter starts off with brief introduction of basic terms such as 

security metrics, virtualization, hardware virtualization and process of virtual machine migration. 

Afterwards the need for development of security metrics in order to perform security evaluation of 

security sub systems/protocols is explained.  Later sections provide the motivation for carrying out the 

research in the field of quantitative metrics and virtual machine migration. In the end of this chapter, a 

brief yet comprehensive discussion on major contribution of the conducted research and scope of the 

work is discussed. The chapter ends with description of thesis organization. 

 

1.1. An Overview of Security Metrics 
Investments in the field of information security have increased significantly since last decade but it 

has become a matter of concern that still there exists no particulars ways which exactly measure the 

information security performance.  A widely accepted management principle states that if you cannot 

measure it then you surely cannot manage it. In this regard, designing security metrics to measure 

information security performance as recommended by NIST IR 7564[35] can be of great help.  SANS 

guide to security metrics states that threat, vulnerability and asset value are the critical elements that 

can be incorporated into security metrics. Efficient and effective security metrics are the computable 

functions which produce meaningful quantifiable information which shows trends in efficiency of 

security sub system and aids in decision making. Security metrics can measure efficiency and 

effectiveness of security controls and indicate the level to which security objectives are being met by 

security controls. Developing absolute security metrics is hard problem because field of information 

security has many unknown values such as unknown number of adversaries and weaknesses a system 

can have. However developing relative security metrics is a manageable task which compares two or 

more attributes of the security sub system to measure their efficiency and effectiveness. NIST SP 800-

55 Rev. 1[36] has categorized metrics into implementation metrics, impact metrics and effectiveness 

or efficiency metrics. The first category looks for progress in implementing security controls related 

policies and procedures. Impact metric delivers the information security program's impact on 

organization mission. The efficiency and effectiveness metrics measure the results and effects of 

security controls on the system's security performance.  Truly useful metrics are those which provide 
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the extent to which security goals are being met by security controls and drive actions to improve 

overall performance of security programs [37]. 

 

1.2. An Overview of Virtualization 
Virtualization technology is used to create a virtual version of computing resource such as operating 

system virtualization, hardware virtualization, storage virtualization, network virtualization etc.  This 

idea was first introduced in 1960’s where IBM’s main frame computers which were then under-

utilized used virtualization to share the hardware resources among multiple users to increase 

efficiency of both consumers and expensive hardware resources. At that time this idea was a 

breakthrough because it made possible for organization and even individuals to use an expensive 

machine without actually buying it. Later, with the passage of time and introduction of low priced 

computers and pc’s use of this idea got restricted. Virtualization again got a boom in 1990’s for the 

very same reason. A single server machine has such a huge capacity that it was hardly possible for 

most of the workloads to fully utilize it. In order to fully utilize the computing resource virtualization 

was used as a tool i.e. to partition a single piece of server machine into multiple small virtual servers. 

Now days, with the evolution of cloud computing, data centres use hardware virtualization to share 

the big data centre’s hardware resources among multiple tenants in a transparent way. 

 

Figure 1: Layered Architecture of Virtualization 

Enterprises acquire cloud services for their bulk data storage or running their systems on cloud instead 

of building data centres with expensive servers of their own thus reducing capital and operating cost. 

There are many advantages of virtualization. First it provides isolated execution environment for 

multiple operating systems to co-exist i.e. a system running Microsoft windows as host operating 

system may run Linux, Ubuntu, CentOS or any other operating system of user’s choice on a guest 

virtual machine. Secondly, it aids in server consolidation i.e. instead of deploying separate expensive 

server machine in a data centre, one may run multiple server such as web server and file server on 

same server machine using virtual machines. Therefore virtualization results in increased hardware 

utilization and decreased capital and operating cost. Figure 1 shows the layered architecture where 
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virtualization layer (virtualization software) runs directly on the hardware.  Such virtualization 

software which runs directly on hardware is also stated as Type1 or bare metal hypervisor. Bare metal 

hypervisors are the far most used virtualization software in cloud computing environment and big data 

centres. Moreover multiple virtual machines are run and managed by virtualization layer. Each virtual 

machine has its own operating system and applications running in complete isolation from other 

VM’s. 

 

1.3. Hardware Virtualization and Virtual Machines 
Hardware virtualization used by data centres refers to creation of virtual machines which run on a 

shared hardware with an operating system. Instead of making physical hardware characteristics visible 

to the user an abstract view of underlying hardware is shown to the user of virtual machine.  A virtual 

machine (VM) is a software abstraction of the underlying hardware in which an operating system is 

installed and it runs virtually like a real machine with its own virtual hardware. In hardware 

virtualization, the machine which runs virtual machines on it is called host machine. Host machine 

may run one or more virtual machines on it called guest virtual machines. The virtualization software 

which runs on host machine is called hypervisor or virtual machine monitor. A hypervisor is 

responsible for creating virtual machines and their management like virtual machine’s CPU resource 

allocation, VM memory and VM storage allocation etc. It manages the hardware resource sharing 

among multiple underlying guest VMs. Virtualization technology provides complete isolated 

execution environment to the virtual machines running on it.  

 

1.4. Cloud Computing and Virtual Machine Migration 
Cloud computing technology provides the computing resources such as applications, software, servers 

and network to the consumers over the internet. Cloud data servers use virtualization technology to 

provide an isolated execution environment to its consumers on a shared set of hardware resources 

giving them an illusion that they have a dedicated set of resources. In IAAS (Infrastructure as a 

service) model the cloud provider provides services to its consumers through provisioning of virtual 

machine. The virtualization software or hypervisor is responsible for creation, deletion, resource 

management and working of these virtual machines in cloud. Hypervisors support some state of the 

art feature such as virtual machine migration.  

VM migration is the process of transferring the complete operating system that runs inside a VM 

along with applications running on it, from one physical location to other. Virtual machine (VM) 

migration is an administrative tool supported by many virtualization software or Virtual Machine 

Monitors (VMMs). For example XEN [17], VMware [18], KVM [19], Hyper-V etc. provide flexible 
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migration and management of VMs. VM migration can be of many types including offline or cold, 

suspended and live VM migration. Live VM migration includes the transfer of VM’s operating system 

and applications running on it from one physical location to other physical location while it is 

executing. During Live migration, applications running on being migrated VM might face varying 

downtime during final synchronization. In offline migration, VM is shut down or stopped at source, 

then sent over the network and resumed at destination. An abstract level view of VM migration is 

given in figure 2. In the figure, a VM (VM3) is being migrated from source domain to the destination 

domain. Possible reason could be whatsoever e.g. load balancing, power management or disaster 

recovery etc. 

 

 

  
 

Figure 2: Virtual Machine Migration 

Migration of VMs is a useful tool in data centres and cloud environments in which a virtual machine 

is migrated from one physical location to another for the sake of load balancing or in a scenario where 

a hardware failure is imminent i.e. a VM can be migrated from a server which is susceptible to some 

hardware failure to a stable server with free resources, so that even if the server stops functioning the 

services running on the VM do not face downtime.  Similarly a data centre’s admin may use the 

process of virtual machine migration for hardware maintenance. For example if he wants to bring 

down a server machine ‘server 1’ for maintenance running some virtual machines, he migrates the 

VMs running on that ‘server 1’ to some other ‘server 2’, so that VMs running on ‘server 1’ do not 

face a down time during maintenance. Furthermore, VM migration has a key role in load balancing 

scenarios of datacentres. In data centre’s peak service hours a server machine may face a down time, 

in such scenario one or more VMs running on that heavy load server can be migrated to some other 

server with relatively lesser load. Hence, service of VM migration aids in load balancing, elastic 

scaling, fault tolerance, disaster recovery and easier hardware maintenance [13,14]. 
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1.5. Requirement of Security Metrics 
A system is stated as secure if no actual adversary can exploit it [33]. Generally system is made secure 

by deploying some security subsystem that serves to protect the system. This security subsystem is the 

integral part of a secure system. Organizations in general and security designers in particular often 

remain concerned about how much their system is secure. Information security performance 

measurements is also gaining interest due to number of regulatory requirements e.g. Government 

Performance and Results Act (GPRA) and Federal Information Security Management Act (FISMA) in 

particular require to measure information security performance [36]. These factors are pushing 

security designers to develop metrics for assessing the security of the system. However, developing 

enterprise level security metrics is a complex process and is listed as one of the hard problems in the 

Infosec Research Council’s Hard Problem List 2005. It has been the main reason that why enterprise 

level meaningful security measures could not be developed. However, some security metrics have 

been successfully developed to measure the security of the specific attributes of components of 

security subsystem [40]. 

 

1.6. Research Methodology 
Research is the process of systematic study of subject associated data sources and processes in order 

to conclude new facts and conclusions. Generally there are two approaches for carrying out the 

scientific research i.e. inductive research methodology and deductive research methodology. Inductive 

research methodology works from more specific to broader view of the problem and is also known as 

bottom up approach. Deductive research methodology works by narrowing down from general to 

specific view also known as top down approach. In this research work the deductive research 

methodology is used for carrying out the research work. A hypothesis was made about secure 

migration of virtual machine which was examined by performing extensive literature review on the 

problem. Observations resulted in design of a protocol for secure VM migration and quantitative 

security metrics for its evaluation. The designed protocol was verified using formal verification 

method. The protocol was further evaluated through devised security metrics against different 

adversary models. 

 

1.7. Scope and Motivation 
According to NIST Interagency Report, Directions in Security Metrics Research 7564 [35], evaluation 

of security effectiveness is usually performed through reasoning rather than direct measure of 

system’s components however security metrics provide a systematic way to measure performance of 

security controls. Therefore this research work proposed a relative quantitative security metric model 
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which is used to devise three security metrics such as efficiency, effectiveness, and cost benefit 

measure for evaluation of security controls of designed protocol. Security evaluation results are 

obtained via real values obtained from applying attack models i.e. Dolev-Yao Attack Model & KCI 

Attack Model on proposed protocol and using these values as inputs to devised metrics. The target of 

assessment for devised security metrics is the proposed secure VM migration protocol. VM migration 

and security metrics for information security both are emerging technologies this thesis works around 

these two domains. 

Area of Secure migration of virtual machine is recently capturing attention. Many of the hypervisors 

which support this process do not include a comprehensive solution for securing this process [13][20].  

Businesses are increasingly acquiring cloud services using IAAS (Infrastructure as a Service) service 

delivery model by provisioning of virtual machines. In order to satisfy the concerns of enterprises 

acquiring cloud services and providing them with flexibility of migrating their virtual machines 

securely, it has become crucial to develop some uniform security scheme along with a negotiation 

protocol that deals with security issues of virtual machine migration in cloud environment. As VM 

migration involves sending critical infrastructural information over network, therefore, VM migration 

involves number of security challenges. For example unencrypted traffic may result in exposing 

machine states, secret keys and passphrases [20]. Similarly unauthorized VM migration may result in 

VM to be migrated to a platform under the control of attacker. Moreover, lack of mutual 

authentication may also result in same kind of attacks i.e. man in the middle attack. In this regard, we 

designed a protocol for secure virtual machine migration  that preserves confidentiality, authenticity 

and integrity of virtual machine before, during and after transit; both on source and destination 

platform. This proposed protocol was made target of assessment for devised security metrics and 

efficiency, effectiveness and cost benefit measure of the security controls was measured using devised 

metrics. 

As shown in figure 3, the scope of thesis includes the detailed study on security aspects of virtual 

machine migration and finding out a set of security requirements which must be met in order to 

securely migrate a virtual machine to its destination domain. Later a detailed architecture is proposed 

for secure migration of VM. Afterward, the process of formal verification of the designed protocol is 

performed.  
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Figure 3: Thesis Scope 

In literature no work has been done so far which measures the security performance of VM migration 

protocols. In this regard a relative quantitative security metric model has been proposed which is used 

to further derive three metrics for measuring efficiency, effectiveness and cost benefit measure of VM 

migration protocols. The results are given for three different security states of protocol against two 

different attack models. 

 

1.8. Problem Statement  
Information security regulations and standard guidelines require devising quantitative security metrics 

for measuring the performance of security controls. However no such security metrics are present 

which measure efficiency, effectiveness or cost of security protocols. Like all other security areas, 

there is a need to develop security metrics for secure VM migration protocols also as no such security 

metrics exist already. 

 

1.9. Research Contribution 
A detailed study on process of virtual machine migration was carried on and many weaknesses along 

with potential attacks were identified. In the light of identified threats and weaknesses a detailed 

design and architecture is proposed for secure migration of virtual machine. A conference paper with 

title “A Secure Architecture for Inter-Cloud Virtual Machine Migration” authors Tayyaba Zeb et al., 

[46] is published in 10th International Conference on Security and Privacy in Communication 

Networks (SecureComm 2014). In this conference paper a secure architecture for inter cloud VM 

migration is proposed. The proposed approach provides the authenticated and authorized migration of 
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virtual machine from source cloud domain to destination cloud domain. Both source and destination 

domains mutually authenticate each other and validate migration request. This helped to avoid 

unintended migration of VM to some malicious destination under the control of attacker. Similarly 

this also helped to avoid unintended malicious VM potentially with rogue applications to be received 

on a legitimate destination. The mutual authentication of source and destination cloud domain is based 

on Federal Information Processing Standard, FIPS PUB 196 i.e. Authentication Using public key 

cryptography. The domains must have acquired X.509 certificate from trusted Certificate Authority. 

Confidentiality and integrity of VM data is achieved by applying Advanced Encryption Standard 

(AES) and SHA-512 respectively. The scheme presented in this paper also provides the non-

repudiation service. Each of the domains presents the signed ticket containing digitally signed 

request/response with the domain’s private key. 

 

1.10. Thesis Organization 
Rest of the thesis is organized as follows. Chapter two provides a literature survey regarding 

virtualization, virtualization software, forms of virtual machine migration and security metrics. It 

specifically discusses the security issues related to hypervisor, virtual machine migration and existing 

solutions for secure migration of virtual machines. The chapter concludes with limitations in existing 

techniques identified in the light of literature review and need of security metrics for security controls 

evaluation. Third chapter is about proposed architecture. The chapter initially describes the security 

requirements for virtual machine migration. Later it explores the different components of the designed 

system and proposed protocol for secure migration of virtual machine. Chapter four explains that how 

the process of formal verification for the proposed protocol is carried out while chapter five describes 

proposed security metrics model for evaluation of designed protocol. Chapter six concludes this work 

by giving conclusion and future directions. 

 

Summary 

This chapter provides an introduction to security metrics, virtualization and explains the basics of 

virtual machine migration. It then describes the scope of thesis work and motivation to carry out 

research in the field of secure virtual machine migration and its evaluation through quantitative 

metrics. It also explains the need of security metrics for evaluation and measurement of security 

controls.  Furthermore it elaborates the problem statement and research contribution. At the end of 

this chapter thesis organization is described. 
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Chapter 2: Literature Review 

2. Literature Review 
This chapter includes the literature work that has already been done in the area of security metrics and 

secure migration of virtual machine. The related work section is divided into five categories. Initially 

security metrics for evaluation of security sub systems and its different types are discussed. Second 

section describes the process of VM migration its forms and functionality issues including VM 

migration within data centres and across data centres. Later a detailed study of attacks on VM 

migration process along with security approaches used by community for securing VM migration is 

provided. The chapter concludes with limitations of existing techniques. 

 

2.1. Security Metrics 
According to NIST Special Publication 800-55 Rev.1 [36], information security programs must 

measure their performance through security metrics. A security metric is a computable function that 

tells about the security extent of the system. The aim of the system evaluation through metrics is to 

have a measureable level of confidence about how much the system is secure. According to the 

system under discussion three security metrics which match the security specifications are selected 

from literature [33] to find out the system’s security level and to reach to the desired security goal. 

These metrics are as under: 

• Weakness based Metric 

• Threat based Metric 

• Protection based Metric 

Weakness based Metrics: In weakness based metric the weaknesses of the system are identified and 

then system is assigned a security level/number on the basis of rectified weaknesses. Weaknesses that 

weakness based metrics takes as input may be divided into i) known weaknesses and ii) unknown 

weaknesses. Since unknown weaknesses set consists of unknown term and thus are not measurable so 

known weakness is the only term that can possibly be included in this metrics. 

Threat based Metrics: A threat based metric takes estimates of possible threats to the system from 

an active adversary. It takes into account following two features, i) Adversary capabilities and ii) 
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known weaknesses of the system that an intruder can exploit. To quantify the adversary capability 

there come many attack models which can be applied on the system to verify the security level of the 

system such as Dolev-Yao model [25], CK model, eCK[34] model and Actor Key compromise model 

etc. The attack model defines capabilities and restrictions an attacker has. Secondly, there are 

exploitable weaknesses that an attacker can exploit to cause damage to the system. These attack 

models also help in finding out those weaknesses of the system which might not be obvious but an 

attacker can exploit to do the damage to the system. 

Protection based Metrics: Protection based metrics provides a relative sense that how much our 

system is protected. Classically, protection based metrics can be based on quantitative measure such 

as cost to implement the protection system or on qualitative measure such as the certification level or 

ranking assigned by some external body. This research work proposed two new protection based 

metrics that are efficiency of the security control and the effectiveness of putting that security control 

in the system. 

2.1.1. Metrics for Security Sub Systems/Protocols 

Security metrics for security evaluation of security sub systems is an emerging domain and research 

community is putting emphasis on it. Vaughn et al., [45] has given a classification of different 

information assurance/security metrics. The author has stated metrics which measure the security of 

technical objects, processes and protocols as TTOA metrics (Technical Target of Assessment). The 

authors have further categorized TTOA metrics into metrics for strength assessment and metrics for 

weakness assessment. The first category i.e. metrics for strength assessment takes into account two 

scenario where security is assessed with and without presence of adversary. Moreover, metrics for 

weakness assessment take into account measures such as threats, risks and vulnerabilities. 

M. S. Ahmed et al., [44] have given quantitative security metrics based solution on the subject of 

network security. The authors have proposed security metrics framework for measuring network 

security. The authors make use of three measures such as existing vulnerabilities measure, historic 

vulnerabilities from National Vulnerability Database (NVD) and probabilistic vulnerability measure 

to evaluate network security. Attack propagation metric is devised using vulnerabilities measures to 

assess that how an attacker can cause an attack to propagate in the network exploiting services 

vulnerabilities. As a result of proposed metrics different security policies can be compared in order to 

evaluate which policy provides better network security. However the approach adopts apparently 

complex scenario for measures while security metric guides recommend that the measures should be 

readily available. Moreover the approach also assigns a protection level of one to firewalls and 

between 0-1 to IDS (Intrusion Detection System) qualitatively as opposed to quantitative measures 

mentioned in title. 
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Lemay et al., [46] provides a model based approach for generation of security metrics intended for a 

particular system. The approach takes adversary information, system information and desired security 

metrics as input. The model is implemented as a tool which generates attack execution graph using 

system information and attackers profile showing the possible ways an attacker can execute an attack 

on system. The proposed model gives the security level of a system against particular adversary. The 

proposed model however assumes that a system is already aware of types of adversaries and their 

capabilities. 

H. Wang et al., [49] has proposed security metrics for software systems. The measures for formulated 

metrics are taken from CVE (Common vulnerability Exposures) and CVSS (Common Vulnerability 

Score System). The metric takes product of weakness severity and its associated risk as input. As a 

single weakness may result in multiple vulnerabilities so severity of weakness is calculated as sum of 

severity of all vulnerabilities associated to that weakness. Severity of vulnerabilities is taken using 

scores from CVSS while risk is calculated as ratio of frequency of occurrence of that vulnerability to a 

span of time taken in months. The results are taken against three different web browser applications. 

The author has provided the conclusion with quantitative measures that more the number of 

vulnerabilities a software application has the lesser security it provides. 

In literature a number of approaches are being proposed for secure VM migration and its performance 

metrics in terms of migration delay, response time, downtime etc., however, no work has been done 

on measuring the security performance of security controls. For example, William et al. [8] provides 

the cost of virtual machine migration in cloud. The authors have performed series of experiment with 

workload of modern internet applications on a set of virtual machines. They showed that process of 

VM migration with a workload of overly subscribed application with around 600 users exhibits a 

downtime of around three seconds. The objective of paper was limited to find out the performance 

metrics i.e. down time experienced by virtual machine during live migration. 

2.1.2. Metrics Formulation for Security Measurement 

It is reported that more than ninety per cent of security incidents are result of flaws at design and 

coding [49]. Therefore, performing the assessment of the system security at early level i.e. design 

stage helps in reducing exploitable future vulnerabilities.  Quantitative metrics are the tools to 

measure and assess the fulfilment of security objectives in a precise manner. In literature most of the 

work has been done on qualitative metrics however they tend to be less precise as they only assign a 

ranking of bad, good or average to the system which can be misleading sometimes. A lot of emphasis 

has been put together by standard and regulatory bodies to measure the security performance of 

security sub systems using security metrics. For example, NIST Direction in Security Metrics 

Research [35][36] recommends devising quantitative security metrics for measuring the efficiency 

and effectiveness of security controls. However no metrics has been formulated so far which measure 
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the efficiency and effectiveness of communication and security protocols specifically for secure VM 

migration. As with the advent of new applications and their changing requirements, new protocols are 

also being proposed to secure their communication. Therefore, it has become necessary to formulate 

security metrics which measure the extent to which security objectives of these protocols are being 

met. A number of approaches are proposed for measuring the security using quantitative metrics in 

the field of network security [44], application security [49] and code inspection [50], however, to the 

best of our knowledge currently no metrics are there which quantitatively measure the security 

performance of the security protocols and specifically secure VM migration protocols. A well 

understood classification, taxonomy and nomenclature is present in literature for security metrics 

[39][45] such as technical vs. management level metrics, component vs. enterprise level metrics, 

efficiency and effectiveness metrics, however, little attention is paid on actual formulation of these 

metrics.  Hence our contribution in this regard is the formulation of these quantitative metrics and 

further evaluation of secure VM migration protocol using formulated metrics. The efficiency metric 

formulated in this research work provides the efficiency of secure VM migration protocols in terms of 

their resilience against number of attempted attack. Furthermore lack of proper quantitative security 

metrics for effectiveness makes it harder to perform the comparison of different alternative security 

solutions. The relative quantitative security metric model presented in chapter 5 allows to relatively 

compare the effectiveness of two alternative protocols with similar security goals and objectives. 

However approach presented in this work compares the two different states of the same protocol to 

check their relative efficiency, effectiveness and cost benefit measure. 

2.2. Virtual Machine Migration 
Virtual machine migration involves sending complete operating system and application running on it 

from one physical location to other. This process seems complicated however in the presence of a 

hypervisor or virtual machine monitor things are not that convoluted. A process of virtual machine 

migration consists of two forms: i) Live VM migration and ii) offline VM migration. Live VM 

migration involves sending a VM along with its operating system and applications running on it from 

one physical location to other when its executing. While in offline VM migration a VM is paused at 

source machine, sent over the network and resumed at destination machine after its complete 

transmission. 

2.2.1. VM Migration within Data centre 

VM migration is supported by most of the current hypervisors including XEN, Hyper V, KVM and 

VMware within data centre over Local Area Network (LAN). Live VM migration involves sending 

three main physical resources of the migrating VM [1]. They include memory, disk and network. In 

scenario of LAN (local area network) or within a data centre local disk storage migration is not 

required because data centres usually use (NAS) Network Attached Storage and all VM’s use this disk 
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storage as single point of storage for disk images. Second main issue in live VM migration is the 

transfer of active network connection. In case of LAN or a single data centre it is done through 

sending an unsolicited ARP reply to the network about the new location of migrated VM’s IP [3]. As 

a consequence, live VM migration within a cloud’s data centre mainly consist of continuously 

copying memory state of migrating VM from source to destination server machine[2]. VM memory 

migration is divided into three phases [1] which include i) Push Phase, ii) Stop and copy phase, and 

iii) Pull phase.  

In push phase, the migrating VM starts sending its memory pages on destination machine while 

continuing its running on source domain. After a certain time it stops its execution for a very short 

duration, copies its pages on destination and starts execution on destination domain. This phase is 

therefore called stop and copy phase. In final pull phase if the VM executing at destination machine 

faces a page fault i.e. a page access which is not copied yet, the VM copies this page across the 

network from source domain. Although the process seems complicated but hypervisor implement Post 

copy or pre copy algorithms to migrate VMs and makes it easier for admin to perform the task. Both 

of the above mentioned algorithms (Post copy and pre copy) use only two phases from pull, stop and 

copy, push phases in their implementation.  A brief preview of post copy and pre copy is given as 

follows.  

Pre copy algorithm uses push phase along with stop and copy phase for VM migration. It is iterative 

in nature such that it copies memory pages iteratively to the destination using push phase.  This 

iterative nature is due to dirty pages i.e. the pages that get modified very frequently. The push phase is 

followed by stop and copy phase in which VM is stopped for as little time as possible. Post copy 

algorithm uses stop and copy phase first. It stops the VM at source, sends as many memory pages as 

possible, resumes the VM at destination. After starting execution at destination phase, migrated VM 

starts fetching the memory pages from source machine. Both approaches have their own advantages 

and disadvantages.  In pre copy dirty pages get to be sent repetitively while in post copy memory 

pages are at most transferred once. Many hypervisors like XEN, VMWare, KVM etc. use these 

algorithms for VM migration. XEN for example uses Pre copy for VM migration [4]. 

2.2.2. VM Migration across Data Centres 

Current open source hypervisor implementations provide VM migration within a single data centre 

and limit its scope to LAN environment only [6]. The migration of virtual machine over (WAN) Wide 

Area Network among distant data centres or whether it is inter-cloud VM migration, remains a 

desirable feature. A cloud provider may require it in order to cut down the cost by combining multiple 

smaller sites into single large data centre [3], thus moving the VMs over WAN flexibly. A cloud user 

i.e. an enterprise may require it if it finds cost benefit with some other cloud provider. The research 

community is putting a lot of focus on extension of VM migration over WAN [3,5,6] 
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Across data centre VM migration involves sending memory, disk state and redirecting network 

connections to the destination location. Memory pages are sent using same procedure as described in 

previous section but disk state transfer and network redirection are also not trivial. It is because 

transferring a VM’s disk state over WAN may require tens of Giga bytes of data to be transferred on 

low bandwidth and high latency links. Secondly In live VM migration active network connection 

needs to be redirected such that applications running on VM do not loose active connections and VM 

is transferred in a way transparent to applications.  

Franco et al. [5], discusses the analysis of the processes that allow the live migration of VMs over 

long-haul networks. The author also explains how VMs can be migrated across geographical distances 

transparently to applications. Live migration of VM is done over dedicated light paths of 1Gbps 

capacity among distant sites like Amsterdam and San Diego. An agent named (VM traffic controller) 

VMTC is responsible for maintaining connectivity with VM’s destination domain. VMTC 

communicates with an entity ‘AAA’ (Authentication, Authorization, and Accounting) for 

authorization in order to use the dedicated light path. The AAA entity grants VMTC with a token to 

start a set up request for available light path. VMTC when receives the confirmation of available light 

path starts VM migration command. In order to provide seamless connectivity to the applications 

running on the VM to be migrated, VMTC configures an IP tunnel. The authors state that a long haul 

migration occurs across multiple domains (source, destination and intermediate domains) with a 

limited trust but does not provide any solution for trust establishment. Secondly, solution requires 

1Gbps (a guaranteed service) capacity link which is not suitable or possible in most of circumstances. 

Moreover, the authors discuss security in term of resource allocation. Resources are granted to those 

claimers who present a security token to avoid resource theft. AAA entity (Authentication, 

Authorization, and Accounting) is responsible for authorizing the use of light path. In the form of 

AAA entity, paper provides Access control feature for accessing dedicated light path. 

Timothy et al. [3], presents the problems that are associated with live migration of virtual machine 

over wide area network. Author describes the key difference between LAN based VM migration and 

WAN based VM migration stating that VM migration on LAN only requires moving memory state 

because disk state is shared on network attached storage therefore, it evades moving disk state. 

Whereas WAN migration becomes challenging because it requires moving both memory as well as 

disk state. Secondly in LAN VM migration remains transparent to the running applications with active 

connections because IP address remains unchanged. On contrary WAN based VM migration require 

coordination with network routers in order to keep network connection of migrating VM alive.  The 

paper proposed an architecture named CloudNet which implements a set of optimizations which 

reduce the cost of sending VM memory and storage over low bandwidth and high latency links. The 

CloudNet platform uses DRBD a synchronous replication mode to reduce the volume of disk storage 

to be migrated. The use of a synchronous replication reduces the effects on performance in bulk data 
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transfer.  The CloudNet platform uses a set of optimization techniques to optimize the memory 

transfer such as smart stop and copy minimizes the unnecessary iterations. Using page delta 

optimizations, if a page needs to be resent only the 32 bit index to that page and page delta value is 

sent again instead of sending whole 4 kb page. The problem of redirecting active connections of 

applications while migrating a virtual machine from an enterprise to a cloud is discussed in [3]. The 

CloudNet platform developed by authors uses VPLS (Virtual Private LAN Services) which bridges 

the VLANs at Cloud and the Enterprise; enabling open network connections to be seamlessly 

redirected to the VM’s new location. 

The author made changes in Xen hypervisor to solve performance issues in migration over WAN, 

however, it does not consider the software vulnerabilities that may arise due to change in module such 

as memory safety violation i.e. buffer overflow. The optimization technique and algorithm although 

helped to reduce the bandwidth issue and reduced pause time of VM during migration, but it increases 

the CPU overhead due to excessive processing such as taking hash of each page to be sent. The 

authors use layer 2 VPN’s for security perspective thus protecting transmission channel. Samer et al. 

[7] provide optimization techniques i.e. data de-duplication for a group of migrating VMs. The author 

discusses the challenges of migrating a set of virtual machines stated as VMFlock between the data 

centres and across clouds. The said scenario may be needed when an application setup running on 

more than one virtual machine requires to be migrated. To accelerate the process of migrating flock of 

VMs the optimizations such as data de-duplication is performed to minimize the duplication of data 

sent over the network. The author proposes the deployment of designed approach as a virtual 

appliance in cloud. 

Pierre et al. [6] provides approach for VM migration over WAN considering the fact that multiple 

VMs running identical operating systems have considerable amount of identical data. Shrinker, the 

approach used by [6], leverages this identical data to achieve transmission efficiency between data 

centres over WAN.  The approach uses content based addressing to identify the pages that are already 

present on destination, thus reducing the number of pages sent over WAN. The approach is 

implemented in KVM hypervisor.  

 

2.3. Related Security Issues 
Cloud computing offers services to their customers using three service delivery models named as 

SAAS (Software as a Service), PAAS (Platform as a service) and IAAS (Infrastructure as a Service). 

In Infrastructure as a service model the cloud provider offers complete infrastructure to its consumer 

including applications, servers and storage. In IAAS delivery model the cloud provider provides 

services through provisioning of virtual machines. CloudStack and OpenStack are two open source 
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cloud platforms with IAAS delivery models. CloudStack is open source cloud operating system 

product for deployment and management of (IAAS) Infrastructure cloud. It supports variety of 

hypervisors such as KVM, XEN etc. Both of the mentioned hypervisors expose VM data during 

virtual machine migration. However, CloudStack itself provides encryption for network traffic which 

is enabled by setting one of its global encryption parameter as ’true’ thus providing confidentiality to 

VM migration traffic indirectly. One more constraint by CloudStack is that it restricts VM migration 

to local area network only. Moreover, there are many approaches proposed in literature which focus 

on providing secure cloud architecture, however, we keep our focus on study of those approaches that 

are related to virtualization or hypervisor security and then narrow it down to VM migration security. 

2.3.1. Security Issues of Hypervisors and Virtual Machines 

Hypervisor – the virtualization software is a key component in cloud infrastructure. In cloud service 

delivery models, the IAAS (Infrastructure as a Service) delivery model provides services to the 

customers through provisioning of virtual machines. Hypervisor is responsible for creation and 

management of virtual machines. There are two basic types of hypervisors: 

• Type I hypervisor 

• Type II hypervisor 

As shown in figure 4, Type I hypervisor are those which run directly on raw hardware. i.e. the 

virtualization software is directly installed on hardware. They are also called bare metal hypervisor 

e.g. XEN, Hyper V etc. Type II hypervisors are those hypervisors which are installed on a host 

operating system therefore, called hosted hypervisor e.g. oracle box and VMware. The hypervisor or 

virtualization software runs as a process in Type II hypervisor. Type I hypervisors are mostly adopted 

in cloud environment because they give higher efficiency and performance as they can communicate 

directly with hardware.  

 

Figure 4: Type I and Type II Hypervisor 
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Hypervisor security is directly connected to the cloud security because if an attacker gets to 

compromise virtualization layer, he can get control over the cloud infrastructure e.g. migrate VMs to a 

destination under the control of attacker. As virtualization has its own benefits like server 

consolidation, load balancing, power management, elastic scaling etc. at the same time it becomes 

vulnerable to (VMBRs) VM based Rootkits like Subvirt [9] and malware like Blue pill[10]. SubVirt 

was virtual machine based rootkit that used to infect system invisibly. It changes the system’s boot 

sequence to avoid its detection by operating system. Similarly blue pill malware was a hypervisor 

based root kit which made an ultra-thin layer of hypervisor on targeted operating system and get 

control over it. In order to cope with such security issues in virtualization environment many security 

solutions are proposed by research community. Some of them are given as under: 

Advanced cloud protection system (ACPS) provided by [11] is integrated into virtualization software 

(virtual machine monitor) to monitor the integrity of guest VMs. In ACPS, the host-side database 

(Checksum DB) contains computed checksums for selected critical host infrastructure and guest’s 

kernel code, data, and files. Integrity of cloud components is checked via logging and periodic 

checksum verification of executable files and libraries. The system responds to the warning according 

to the set policy. ACPS works well against network probing, root kits, weak passwords etc. As it uses 

IP tables for detection mechanism it cannot detect distributed denial of service attacks. It provides 

integrity of VMs from possible malware, viruses and rootkits. The paper provides a good approach to 

provide security with the help of virtual machine monitor. The approach resembles intrusion detection 

system functionality. The modules are implemented at host level but the author does not specify that 

how to cater if a VMM itself gets compromised by an attacker. 

An exclusive aspect of increasing VM security in cloud environment is presented in [12]. A combined 

approach that checks for software updates and scans virtual machines for known security 

vulnerabilities is presented. Update checker is capable of checking software update requirement in 

both active and dormant VMs. Online penetration suite finds any possible vulnerability in software 

packages and generates results in the form of a report. Vulnerability scanners used by penetration 

suite are although third party products but the two modules presented in the paper help in increasing 

security by alarming against any un-patched or vulnerable software. The paper provides an organized 

approach towards keeping the VM up to date and avoids retaining any un-patched software. Although 

auto update utility in MS Windows provides the similar functionality but the paper provides extra 

feature such as vulnerability assessment and a proper report generation even in the machines which 

are dormant and not so active for a long period. Providing basic security was not the scope of paper so 

it discusses only vulnerability assessment. 
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2.3.2. Security Issues specific to Virtual Machine Migration  

Virtual machine migration is an administration tool supported by many Virtual Machine Monitors 

(VMMs) i.e. XEN, VMware, providing flexible movement and management of VMs. In distributed 

computing environment such as cloud computing, VM migration allows transfer of complete 

operating system and applications running on it thus aids in load balancing, elastic scaling, fault 

tolerance, disaster recovery and easier hardware maintenance[13][15]. As VM migration involves 

sending critical infrastructural information on network, therefore VM migration involves number of 

security challenges.  The area of secure VM migration is recently getting attention. In literature, a few 

solutions are proposed regarding different aspects of security issues related to the VM migration 

process but first a slight discussion on how vulnerable a process of migration is and possible attacks in 

literature on VM migration are given as follows.  

Attacks on data and control plane of migrating VM are categorized and implemented by Jon 

Oberheide et al. [13]. Authors demonstrated that integrity of data can easily be harmed during 

migration. Attacks on VM are categorized in three categories [13] i.e. attacks on Data plane, Control 

plane and attacks on Migration Module. Data Plane is the communication channel on which VM 

migration data is transmitted while Control plane includes the communication mechanism employed 

by hypervisor to initiate the process of migration. The authors state that lack of security against 

control plan may result in attacks such as malicious outgoing/incoming migration requests. Moreover, 

large number of unsolicited VM migration requests by attacker may result in Denial of Service attack. 

Similarly false resource advertising (i.e. in Auto load balance enabled environment) is also a possible 

attack against control plane. In auto load balance enabled environment a VM automatically gets 

migrated to a host which has extra available resources. In such environment an attacker may take 

advantage and advertise false resources in order to get a victim VM migrated to the host under his 

control. Similarly on data plan passive sniffing and active memory manipulation is performed by 

author as proof of concept. The paper showed that XEN hypervisor entirely exposes migrating VMs 

data during transit. The author also indicated the loopholes of migration module in VMM that can 

cause Buffer/stack/heap overflow attacks. In order to avoid such attacks use of type-safe language is 

suggested for development of VMM. The authors have empirically demonstrated proof of concept by 

developing a tool, Xensploit and showed how these attacks can be applied on Xen and VMware. The 

author has described how certain functions in Xen source code can be exploited by attacker to cause 

heap/stack/buffer overflow. The author has also identified how easily integrity of data is harmed 

during migration however it does not specify any solutions for it which drew our major inspiration to 

devise a secure protocol for VM migration. 

The author also demonstrated simple memory manipulations against the VM states of migrating VM 

during live VM migration hence proved the need of an immediate rectifications and proper security 
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system for this critical process.  In figure 4 a possible attack scenario on process of VM migration is 

given [13].  

 

 

Figure 5:  A possible Attack Scenario on VM Migration 

As shown in figure 5, a VM is being migrated from source domain to destination, if VM data is not 

protected, an attacker may easily launch Man in the Middle attack.  At a minimum, he can capture the 

network traffic resulting in disclosure of sensitive information to attacker. 

 

2.4. Existing Security Solutions for VM Migration 
Security issues in VM migration are being studied in recent couple of years. A few protocols are 

proposed by researchers for secure migration of VMs. Security issues regarding the protected 

processes running inside a VM are discussed in [14]. Authors enforce the security when VM is 

migrated over the network providing confidentiality and integrity of protected process. A VM cannot 

be straightforwardly migrated if there are protected processes inside. It is required that the protection 

strength is not lowered during and after the relocation of a VM. The paper introduces security 

modules such as migration data protection module that encrypt the protected process pages before 

sending it to control VM or on network. The system also provides integrity of protected process data 

and prevention from replay attacks by taking hash and checksums. They have implemented a 

prototype system called PALM (Protection Aegis for Live Migration of VMs), which is based on Xen 

VMM and measures the performance of PALM with server application benchmarks. The encryption 

applied to only protected processes should have been applied to all memory pages for confidentiality 

and security reasons but scope of paper is limited to protected processes only. 

The author presents security and trust issues for the process of VM migration in [15] i.e. platform 

authenticity and confidentiality of VMs data during transit. For platform authenticity, authors 

introduced PTAA (Platform Trust Assurance Authority) which assigns trust levels to platforms based 

on their configurations and provides them with a trust credential ‘trust-token’ which they exchange 
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before migration. PTAA gives the authenticity that VM is being migrated on a trust worthy platform. 

For confidentiality a VM is encrypted with a symmetric key before migration. 

In this paper the author presents the idea of PTAA which is a traditional approach and is similar to 

certificate authority. The solution is based on TPM bind key which introduce hardware dependency 

and increased overhead due to PTAA (platform Trust Assurance Authority). The author initially 

presents the idea of VM migration audit by end user but does not discusses the solution in detail. 

Moreover, Trust Assurance Level (TAL) value assigned for a particular software configuration may 

be outdated or false after a software patch. As cloud is a big infrastructure its software and hardware 

configuration might change frequently, so after every update or change it could potentially require a 

new trust-token from third party. In this scenario, TAL value assigned to a particular software 

configuration may frequently be outdated or become false after a software patch. 

 

A TPM based VM migration protocol using virtual TPM (Trusted Platform Module) is presented by 

Boris et al. [16]. Authors presented a hardware based protection system which provides information 

protection and software authenticity in private clouds. The solution creates a hierarchy of TPM keys 

that are migrated along with the migrating VM which might cause the protection level to degrade as 

TPM’s security relies on its non-migrate-able keys. In both of the above mentioned 

approaches[15][16], the protocols work only if the infrastructure has TPM support, thus introducing 

the hardware dependency which is not suitable feature in all data centres with legacy hardware. 

Moreover the solution given by [16] works for suspended VM or  in other words it supports offline 

VM migration only. 

The process of live migration of virtual machine using KVM (Kernel based Virtual Machine) was 

carried out in [20]. The authors state that KVM and Xen expose entire machine state i.e. operating 

system kernel and application’s state during the process of VM migration; however, they do not 

provide solution for it. Jyoti et al. provide a survey on security schemes proposed by research 

community for secure VM migration [21]. The mentioned schemes use different security solutions 

like firewalls, TPM (Trusted Platform Module) and virtual LAN etc. for securing VM migration. The 

author however concludes that no approach provides a comprehensive solution to the migrating VM 

issues. Furthermore, Chen et al. [22] provide a framework for VM migration over local area network 

stated as network security enhanced hypervisor. The solution is based on network security engine i.e. 

state full firewall. The module implemented by author named SCMA (Security Context Migration 

Agent) is responsible for migrating VM from source to destination after checking security context of 

each packet.  
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2.5. Limitations of Existing Techniques 
Most of the existing work for VM migration is focused on following two areas. First area is the 

optimization techniques for reducing the redundant disk data in VM migration over WAN to achieve 

better transfer performance over low bandwidth and high latency links. And the other area is the 

approaches that deal with the transfer of the active network connections of VM over Wide Area 

Network (WAN). However, area of secure VM migration is recently getting attention. Most of the 

existing solutions for VM migration security are either TPM based and fail to work with legacy 

hardware, or they cater VM migration security issues individually. As mentioned in [13][20][22], 

XEN and KVM hypervisor expose the entire machine state during migration. A nearby attacker can 

easily capture the network traffic and perceive the internal states of migrating VM (keys, passphrases) 

etc. Even process of VM migration carried out using one of the security features such as encryption, 

provides confidentiality of data but its security may potentially fail if other security features are absent 

such as mutual authentication and data integrity. For example, lack of mutual authentication may 

cause VM to be migrated to a platform under the control of an attacker, even if VM was encrypted 

during transmission. Similarly lack of encryption may result in even more worst results.  
 

Table 1: Security Features provided by Existing VM Migration Protocols 

Security 
features/Sec. 
Approaches 

 
CloudNet[3] 

 
PTAA[15] 

 
PALM[14] 

 
VM-vTPM[16] 

 
NSE-H[23] 

VM Migration 
Confidentiality Yes Yes Partial Yes No 

Integrity of VM 
migration Yes No Yes Yes No 

Mutual 
Authentication No Yes No Yes Yes 

Non-Repudiation No No No No No 

Platform Trust No Yes No Yes No 

Identity 
Protection No No No No No 

Evaluation of 
Security Controls No No No No No 

 

The table 1 shows the security features provided by different VM migration protocols in literature. 

The major security features for VM migration, inferred through literature review are mentioned in the 

table 1. First feature mentioned is VM migration confidentiality i.e. VM data remains confidential in 

transit during VM migration. Second feature is VM’s data integrity, the integrity checks are applied so 

that VM data during migration remains unchanged or at least any unwanted changes get notified so 

that data can be retransmitted. Third security feature is mutual authentication among source and 
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destination domain of the migrating VM so that VM does not get migrated to a spoofed destination 

i.e. destination under the control of attacker. Fourth security feature is of non-repudiation i.e. the 

receiving node or destination of VM cannot deny that it has received the VM. Similarly sending node 

or source domain cannot deny over the fact that a VM is migrated by it. The second last security 

feature is of platform trust. This security feature is provided mostly by those approaches which use 

Trusted Platform Module (TPM). The TPM chip binds system configuration with its keys, and keys 

are retrieved only when the configurations are not altered, in this manner the owner of a domain 

cannot lie about the properties and configuration of the system. The last feature mentioned in the table 

is evaluation of security controls. In the field of information security it is a general understanding that 

security performance of the adopted security controls should be measured however in literature no 

such approach exist which performs the evaluation of the security controls. 

In the table given above two of the approaches including PTAA[15] and VM-vTPM[16] provide platform 

trust through the use of TPM chip. The authors provide platform trust for hardware and software 

configuration through use of crypto processor. These approaches however introduce hardware 

dependency. The PALM[14] approach mentioned in the table partially provides confidentiality because 

it is applying encryption to protected processes running inside a VM only. Similarly NSE-H[23] covers 

mutual authentication property only. Moreover CloudNet[3] approach provides data confidentiality and 

integrity for VM live migration only. 

 

 

Summary 
This chapter starts off with a detailed description of different types of security metrics for evaluation 

of the security protocols. It then provides in depth understanding of how VM migration is performed 

within and across data centres. Furthermore it discusses the related security issues including security 

issues in virtual environment and the security issues specific to VM migration. The chapter concludes 

with discussion on limitations of existing security techniques. 

  

Page | 22  
 



 

Chapter 3: Proposed Architecture  

3. Proposed Architecture  
In this chapter the detailed design and architecture for secure virtual machine migration across inter 

cloud domains is described. Initially a set of security requirement are defined which must be met in 

order to securely migrate the VM from source cloud domain to destination cloud domain. Secondly 

the designed system’s components are discussed and then detailed design and message exchange are 

described. The chapter ends with description of performance modelling for the proposed protocol. 
 

3.1. Security Requirements for VM migration 
After a deliberate review of literature and finding out the limitations of existing techniques, following 

security requirements were considered while designing our proposed solution:  

• Mutual Authentication of source and destination domain  

• Confidentiality of VM in transit  

• Integrity of VM in transit  

• Non-Repudiation for VM migration 

• Cloud and User Identity Protection 

• Logical error detection in Migration Protocol flow 

In literature review chapter the security requirement for secure migration of virtual machine are 

analysed, and it is identified that lack of single security feature may arise many other vulnerabilities in 

the process of VM migration. The emphasis is put on complete secure architecture because a single 

security feature i.e. mere encryption might not help. For example, a virtual machine being migrated to 

destination with full encryption may fail to provide security if the VM get transmitted to some rogue 

domain under the control of attacker due to the lack of mutual authentication among participating 

domains. The approach presented in this thesis work attempts to cover all above mentioned security 

requirements as a single comprehensive solution. 

3.1.1. Mutual Authentication of source and destination domains 

In the process of virtual machine migration source domain is the one which is currently hosting the 

virtual machine and wants to migrate it while destination domain is the domain which is the intended 

receiver of the virtual machine. Mutual authentication of source and destination domain is necessary 

because lack of this property may result in many attacks possibility, Such as virtual machine being 

Page | 23  
 



migrated to rogue destination. Secondly there arises clogging attack i.e. a malicious node may 

continuously initiate large number of migration requests, the destination domain if reserves some 

resource after receiving a request may suffer through un-utilised reserved resource and thus may not 

be able to entertain legitimate user request.  

3.1.2. Confidentiality of VM Data in transit 

Most of the hypervisors responsible for VM migration expose the VM data during transmission over 

network. An active intruder can easily intercept the migrating VM’s traffic and disclose the data that 

may include secret information like secret keys, passphrases etc. The confidentiality property of 

migrating VM is required so that classified information of virtual machine is not disclosed to the 

adversary. 

3.1.3. Integrity of VM Data in transit 

Jon Oberheied et al. [13] performed memory manipulation for migrating virtual machine’s data and 

showed how easily the integrity of data can be harmed. He showed that by inserting a test stream into 

running virtual machine during migration. Therefore integrity checks for VM migration are 

mandatory so that if some modification is detected, VM data could be retransmitted. 

3.1.4. Non-Repudiation for VM migration 

Non repudiation is the property which prohibits the sender or receiver of a transaction to refuse from 

it after having performed it. This property is helpful in VM migration so that receiver of VM could 

not refuse from having received the virtual machine. Similarly the sender of VM can also not refuse 

the sending of VM by him. 

3.1.5. Identity Protection 

In many security protocols it becomes a required feature that a possible intruder should not be able to 

know that who is communicating with whom. In secure migration of VM the identity protection of 

both user and participating domain should be provided so that possible intruder becomes totally blind 

from participants of on-going transaction. 

Logical errors in the proposed protocol flow are identified and rectified during formal verification of 

the protocol described in chapter four. 

3.2. Inter Cloud Virtual Machine Migration  
Inter cloud virtual machine migration is performed over public network between two distant data 

centres. As attacker has extensive control over public network as compared to migration performed 

within data centres so inter cloud VM migration becomes more susceptible to threats. Inside a data 

centre, the VMs are migrated from one host to other using local area network within closed periphery  

thus comparatively less susceptible to attacks as compared to VM migrated over public network. The 
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focus of proposed solution is to address the limitations of existing techniques which are identified in 

literature review and devise a comprehensive protocol for securely migrating the virtual machine as 

an authenticated and authorized process. 

The approach presented in this thesis work provides a single comprehensive solution for secure VM 

migration to an authenticated and authorized environment by considering its authentication, 

confidentiality, data integrity, identity protection and non-repudiation. The proposed protocol initially 

performs the local authentication of user. The authorization servers on both of the source and 

destination domains mutually authenticate the domains through exchange of digitally signed tickets. 

The domains must have acquired X.509 certificate from trusted Certificate Authority.  The mutual 

authentication of source and destination cloud domain is performed based on Federal Information 

Processing Standard, FIPS PUB 196 i.e. Authentication Using public key cryptography. A symmetric 

session key is generated on both ends using ECDH and VM data is encrypted during transmission 

using AES. Moreover, least possible inter domain message exchange for mutual authentication of 

domains make the protocol not only secure but efficient as well. 

 

3.3. The System’s Components 
There are different components involved in secure migration of virtual machine from source cloud 

domain to destination cloud domain which are explained as under: 

• Source cloud domain 

• Destination cloud domain 

• Virtual machine 

• Certificate Authority 

• Cloud Subscriber 

• VMM/ Hypervisor 

 

Source cloud domain is the cloud domain which is hosting the migrating VM while destination cloud 

domain is the domain which is intended receiver of the virtual machine. Both of the cloud domains 

before sending or receiving the virtual machine will negotiate on set of terms which are described in 

protocol description. A virtual machine is the main entity that is being migrated in this protocol from 

source domain to the destination domain.  Certificate authority is an infrastructural level domain from 

which both of the participating domains acquire digital certificate. As cloud is a big domain it is 

assumed that both of the domains have already acquired certificates from certificate authority. A 

cloud subscriber is the entity who has obtained IAAS cloud services through provisioning of virtual 

machine from cloud service provider. The process of virtual machine migration is carried out by a 

VMM (Virtual Machine Monitor) also called hypervisor. A hypervisor is the main component in 

cloud responsible for creation, deletion and management of virtual machines. It is responsible for 
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resource allocation among multiple underlying virtual machines sharing a same piece of hardware. A 

cloud domain may have support of many hypervisors including both commercial as well as open 

source. The hypervisors supported by CloudStack (cloud operating system) include XEN, KVM, 

VMware and Hyper-V. It is mandatory for both participating cloud domains to run same cloud 

operating systems i.e.( CloudStack or Openstack ) or atleast same hypervisors. The hypervisor type 

and version for VM migration is also supposed to be identical. 

The process of VM migration is initiated based on need of a cloud provider or on cloud subscriber 

request. A cloud provider requires to migrate virtual machine from its data centre to another data 

centre to increase its data centre’s resources which may fall short in peak service hours, while a cloud 

subscriber may require it if he finds a cost benefit with other cloud provider. 

Both cloud providers (source & destination) should have acquired the certificates from CA 

(Certificate Authority) which they exchange to mutually authenticate each other. After both domains 

authenticate each other, a symmetric master key is generated using ECDH (Elliptic Curve based 

Diffie Hellmann scheme). This master key is further used to generate one time session key to encrypt 

the virtual machine before migration. The use of ECDH improves system efficiency in term of speed 

and provides Perfect Forward Secrecy which inhibits VM’s data compromise even if key is disclosed 

later. The integrity of VM during transit is ensured using SHA-512. After migration integrity 

verification is performed and final message contains acknowledgement.  

 

3.4. Proposed Inter-Cloud VM Migration Architecture  
As shown in Figure 6, in the proposed architecture, the process of inter-cloud virtual machine 

migration [46] consists of following steps:  

Step-1: Acquire X.509 certificates: Source and destination cloud providers are required to have X.509 

certificates from a trusted Certificate Authority.  

Step-2: Request for VM migration process initiation: The process of VM migration can be initiated 

either by a cloud provider or by a cloud subscriber. A cloud provider may require migrating virtual 

machine from its data centre to another data centre for increasing its data centre’s resources which 

may fall short in peak service hours. A cloud subscriber may require VM migration if he finds cost 

benefit with some other cloud provider.  

Step-3: Authentication from local authentication server: After verifying the credentials presented by 

the migration client, the authentication server provides an authentication ticket to the migration client.  

Step-4: Getting authorization ticket from local authorization server: The migration client presents the 

authentication ticket to the authorization server. After necessary verification, authorization server 

issues an authorization ticket to the migration client.  

Step-5: Migration request to the destination cloud domain: The migration client sends the migration 

request to the destination cloud domain. This request contains the public key certification of the 
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source cloud domain and the authorization ticket issued by the authorization server of the source 

cloud domain. 

 
 

Figure 6: Proposed Architecture for Secure Migration of Virtual Machine 

 
Step-6: Mutual Authentication: The authorization server in destination cloud domain verifies the 

public key certificate and authorization ticket for VM migration sent by the source domain. The 

authorization server in destination cloud domain verifies the rights of requesting domain for the 

migration request. After needful verification, the destination domain sends the positive reply for the 

migration request and also sends its own public key certificate. The source cloud domain verifies 

public key certificate of the destination cloud domain. This process provides the mutual authentication 

service for both source as well as destination cloud domains.  

Step-7: Shared Key Generation: After both domains authenticate each other, a symmetric master key 

is generated using ECDH (Elliptic Curve Diffie-Hellmann Scheme). This master key is further used to 

generate session key to encrypt the virtual machine data before migration.  

Step-8: VM Data Transfer: VM data is encrypted with the shared key using symmetric key algorithm 

e.g. AES and then this encrypted data is sent to the destination cloud domain. The integrity of VM 

data during transit is ensured using SHA-512 hash algorithm.  

Step-9: Acknowledgement: Destination cloud domain performs the integrity verification and then 

sends back the acknowledgement message for successful transfer of virtual machine data. The process 

of VM data transfer and acknowledgement continues until all the VM data is successfully transferred 

to the destination cloud domain. 
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3.5. Detailed Message Exchange 
Figure 7 shows the message exchange between different components of source and destination cloud 

domain for secure VM migration process. In the first step, the migration client is authenticated from 

local authentication server. The client sends authentication request message along with its user ID to 

the local authentication server in source domain. In response, the authentication server sends back the 

authentication reply message containing the user ID, Authentication Ticket and the shared key for 

secure communication between migration client and the authorization server. The communication 

between migration client, authentication server and authorization server is secured using shared key 

cryptography algorithm e.g. AES. SK1 is shared key between migration client and the authentication 

server. SK2 is the shared key between migration client and the authorization server and SK3 is the 

shared key between authentication server and the authorization server. These keys can either be used 

as pre-shared keys or can be generated by the authentication server. Nonce is used to avoid the replay 

attacks. 
 

𝐴𝑢𝑡ℎ𝑒𝑛𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑅𝑒𝑞𝑢𝑒𝑠𝑡 = [𝑈𝑠𝑒𝑟𝐼𝐷 || 𝑁𝑜𝑛𝑐𝑒1 ] 

𝐴𝑢𝑡ℎ𝑒𝑛𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑅𝑒𝑝𝑙𝑦 = [𝐸𝑆𝐾1(𝑈𝑠𝑒𝑟𝐼𝐷|| 𝑁𝑜𝑛𝑐𝑒1||𝑆𝐾2)||(𝐴𝑢𝑡ℎ𝑡_𝑇𝑘𝑡)] 

 
𝐴𝑢𝑡ℎ𝑒𝑛𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑇𝑖𝑐𝑘𝑒𝑡 = [𝐸𝑆𝐾3(𝑈𝑠𝑒𝑟𝐼𝐷 || 𝑁𝑜𝑛𝑐𝑒2 ) ] 

 
The migration client forwards the migration request message along with authentication ticket. The 

authorization server decrypts the authentication ticket using shared key between authentication and 

authorization server i.e. SK3. Ticket and message both contain nonce to avoid message replay attack. 

After verifying the authenticity of request, authorization server checks the access rights of the user. 

The authorization server further generates an Authorization Ticket containing Domain ID (DID), user 

ID, migration request and nonce signed with private key of source cloud domain. The message is 

encrypted with public key of destination cloud domain (pbB); therefore it remains confidential during 

transit. The destination domain decrypts this message using its private key; it also verifies the digital 

signature of source domain in the message. The destination’s authorization server checks the rights for 

requesting domain and decides to proceed or abort. Furthermore, in case of positive response, the 

destination domain sends back the digitally signed encrypted acknowledgement to source domain.  
 

𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑙𝑜𝑐𝑎𝑙 = [𝐸𝑆𝐾2(𝑀𝑖𝑔_𝑅𝑞𝑠𝑡||𝐷𝑒𝑠𝑡_𝐷𝐼𝐷||𝑈𝑠𝑒𝑟𝐼𝐷||𝑁𝑜𝑛𝑐𝑒3)||(𝐴𝑢𝑡ℎ𝑡_𝑇𝑘𝑡)] 
 

𝐴𝑢𝑡ℎ𝑜𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑇𝑖𝑐𝑘𝑒𝑡 = [𝐸𝑃𝑟𝐴(𝑆𝑟𝑐_𝐷𝐼𝐷||𝐷𝑒𝑠𝑡_𝐷𝐼𝐷||𝑈𝑠𝑒𝑟𝐼𝐷||𝑁𝑜𝑛𝑐𝑒4 ) ] 
 
 

𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑟𝑒𝑚𝑜𝑡𝑒 = [𝐸𝑝𝑏𝐵(𝑀𝑖𝑔_𝑅𝑞𝑠𝑡||𝑆𝑟𝑐_𝐷𝐼𝐷||𝐷𝑒𝑠𝑡_𝐷𝐼𝐷||𝑈𝑠𝑒𝑟𝐼𝐷)||𝐴𝑢𝑡ℎ𝑟_𝑇𝑘𝑡||𝐶𝑒𝑟𝑡𝐴] 
 

𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑟𝑒𝑚𝑜𝑡𝑒 = [𝐸𝑝𝑏𝐴(𝑆𝑖𝑔𝑛𝑝𝑟𝐵(𝐷𝑒𝑠𝑡_𝐷𝐼𝐷||𝐴𝑐𝑘||𝑁𝑜𝑛𝑐𝑒5))||𝐶𝑒𝑟𝑡𝐵] 
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Figure 7: Message Exchange for Secure Migration of Virtual Machine 

Both of the domains keep the digitally signed messages as a record thus providing the feature of non-

repudiation to the system. The use of public key cryptography is not recommended for bulk data 

transfer e.g. VM data due to relatively slow encryption process.  Therefore, a shared symmetric key is 

required which is used to encrypt the VM states during transit. Both source and destination domains 

generate shared key using Elliptic Curve Diffie-Hellman Scheme (ECDH). After generation of ECDH 

based shared key, the Virtual Machine Monitor (VMM) of source domain encrypts the VM states 

using that shared key (SKV) and a SHA-512 hash of data is calculated and concatenated with the sent 

message. Destination cloud domain after successfully receiving the VM data sends back the 

acknowledgement messages.  

𝑉𝑀 𝐷𝑎𝑡𝑎 𝑇𝑟𝑎𝑛𝑠𝑓𝑒𝑟 = [𝐸𝑠𝑘𝑣(𝑉𝑀_𝐷𝑎𝑡𝑎||𝐻𝑎𝑠ℎ(𝑉𝑀_𝑑𝑎𝑡𝑎))] 
 

𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑘 = [𝐸𝑠𝑘𝑣(𝐴𝑐𝑘)] 

 
The use of ECDH is made due to performance and security edge that it has over simple Diffie-

Hellman and other approaches for key generation. As the protocol exchanges least possible inter 

domain messages for mutual authentication of domains, thus we refer it as a secure and efficient 

protocol for VM migration. 
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3.6. Performance Modelling 
As delay involved in migrating the virtual machine across data centres is the most important 

performance parameter therefore, this section models the delay involved in performing such virtual 

machine migration.  

4.  
5. 𝐷𝑒𝑙𝑎𝑦 = 𝐿𝑜𝑐𝑎𝑙 𝑀𝑒𝑠𝑠𝑎𝑔𝑒 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝐷𝑒𝑙𝑎𝑦 + 𝑊𝐴𝑁 𝑀𝑒𝑠𝑠𝑎𝑔𝑒 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝐷𝑒𝑙𝑎𝑦 
6.  
7. 𝐷𝑒𝑙𝑎𝑦 = 𝑛 ∗  �𝑆𝐿

𝐵𝐿
+ 𝐷𝑃𝐿 + 𝐷𝑃𝑟𝑜𝑐� +  𝑚 ∗  �𝑆𝑤

𝐵𝑤
+ 𝐷𝑃𝑤 + 𝐷𝑃𝑟𝑜𝑐� 

8.  
9. Here,  
10. n = Number of Local Control Messages Exchanged 
11. SL = Size of the Local Control Messages 
12. BL = Bandwidth on Local Link 
13. DPL = Propagation Delay in Local Network 
14. DProc = Processing Delay that depends upon the cryptographic algorithms used 
15. m = Number of Control Messages Exchanged over WAN 
16. SW = Size of the Control Messages Exchanged over WAN 
17. BW = Bandwidth on WAN Link 
18. DPW = Propagation Delay in WAN 

 

Figure 8: Delay for Migrating Virtual Machine with varying Bandwidth over WAN link 

Figure 8 shows the effect of available bandwidth for WAN connectivity over migration delay. The 

graph is drawn for three different public key storage file formats i.e. DER, Base64 and PKCS7. The 

graph shows that increasing the WAN bandwidth decreases the migration delay. This trend is obvious; 

however, the notable thing is that when the bandwidth is increased greater than a certain limit, it gives 

no advantage towards decrease in migration delay. 
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Figure 9: Delay for Migrating VM with varying Propagation Delay over WAN link 

Figure 9 shows the effect of propagation delay between two datacentres locations over the migration 

delay. The graph shows that the propagation delay has linear affect over the migration delay i.e. with 

increased propagation delay the delay involved in migrating the virtual machine from one datacentre 

location to another datacentre location over the WAN will linearly increase. The factors that may 

affect the propagation delay include the available bandwidth, geographical distance between two 

datacentre locations, congestion over the WAN path, etc. Depending upon these mentioned 

parameters, propagation delay over the Internet usually varies between 100ms to 350ms and overall 

migration delay that is affected from this propagation delay varies only from 1 second to 2 seconds. 

 
Figure 10: Delay for Migrating VM with varying Number of Control Messages over WAN link 

 

Figure 10 shows the migration delay with the varying number of messages that are exchanged during 

the virtual machine migration. The number of messages depends upon two factors; one is the control 

messages exchanged by the migration protocol and other is the size of the virtual machine itself. 
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Figure 11: Comparison of Initial Response Time of the proposed architecture with IPsec and 
TLS 

Figure 11 shows the comparison of the delay in terms of initial response time of the proposed 

architecture with the IPsec and TLS protocols. Initial response time is the delay involved in mutual 

authentication of the two cloud domains and the establishment of the shared master key. The proposed 

architecture exchanges two messages for this purpose whereas IPsec Internet Key Exchange Protocol 

(IKEv2) takes at least four control messages for this purpose [47]. Similarly Transport Layer Security 

Protocol (TLSv1.2) takes at least nine messages for this purpose including the Ack messages [48]. If 

let some of the Ack messages of TLS are piggybacked with the TLS Handshake messages even then 

TLS takes on average seven messages in order to complete the TLS mutual authentication and the 

generation of the shared key. In this respect, the overhead of the proposed architecture is less as 

compared to the IPsec and TLS. 

Result of Figures 8, 9, 10, and 11 shows that out of number of factors e.g. available bandwidth, 

distance between two datacentre locations over the WAN, number of messages, the main factor that 

affects the migration delay is the number of messages exchanged. Although bandwidth and distance 

also affect the migration delay, however, their affect is considerably small as compared to the 

affect caused by the number of messages exchanged.  

 

Summary 

This chapter elaborates the proposed architecture for inter cloud virtual machine migration. In 

starting sections, the security requirements for the process of virtual machine migration are 

described, and then different components of the designed architecture are explained. Finally 

proposed architecture for inter cloud virtual machine migration is described along with protocol’s 

performance modelling.  
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Chapter 4: Formal Verification 

4. Formal verification 
Formal verification is the act of verifying the correctness of a protocol with respect to some set 

properties. Formal verification is performed to verify if the security goals of the protocol are met or 

not. The process of formal verification applied to security protocol at initial stages aids in finding the 

protocol errors at early level and prohibits defective protocols from being standardized [28]. For 

example, an analysis of IPsec Internet key exchange protocol (IKEv1) was carried on by Perlman et 

al. [29] and many weaknesses in the standard were identified. Their suggestions were incorporated in 

IKEv2 standard. Formal analysis and verification therefore aids in finding out the logical weaknesses 

along with un-intended flaws in message construction. This process thus results in a protocol that is 

less vulnerable to zero-day attacks and more resistant towards old classic attacks. Moreover many 

state of the art security protocols are formally verified such as entity authentication protocols in the 

ISO/IEC 9798 Standard [30] and IKE key exchange protocols in the IPsec standard [31]. 

VM migration is a relatively new communication paradigm so for that reason several security 

protocols are being proposed for this process however it still lacks any standardized protocol. Formal 

verification of newly proposed protocol is mandatory for finding out logical and technical errors at 

early level. In this chapter the formal verification for proposed secure VM migration protocol is 

performed. This chapter begins with introduction of an attack model which elaborates the capabilities 

and limitations of an active compromising adversary with respect to the system. Later on, proposed 

security properties of the protocol are presented that need to be satisfied when the said attack model is 

applied to the protocol. 

 

4.1. Attack Model 
The security analysis and verification of designed protocol in the presence of an active adversary who 

is capable of compromising these properties is an effective notion. There are two attack models that 

are applied on the designed protocol.  The first attack model applied on the proposed protocol is 

Dolev-Yao model [25]. This is a formal model to verify the properties of cryptography based security 

protocols. This model has two basic assumptions: i) network is under the control of attacker i.e. 

attacker can learn, intercept or spoof messages into the network ii) second assumption which was later 

called as ‘Perfect Cryptography Assumption’, states that an intruder is only limited by the constraints 

imposed through use of cryptographic scheme and cannot decrypt any messages unless he has the 
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decryption keys. In this model conspiring agents or malicious insider/agent are those entities which 

conspire with the intruder and may provide him with some secret internal information. These 

abstractions are close to real time environment thus applying this attack model aids in finding out 

logical errors in protocol construction along with detection of various attacks that may possibly  be 

launched. 

The second attack model is KCI (Key Compromise Impersonation) attack model. It is reasonably 

advance and strong adversary model than DY attack model. In security protocols resilience against 

KCI attacks is a desired feature. It is stated as strong adversary model because it captures the 

resilience against key compromise impersonation attacks and provisions the scenario where an 

adversary can reveal session keys, random numbers and long term secret keys of participating nodes. 

KCI revolves around the property called Actor Key Compromise (AKC) which states that if an 

attacker compromises an entity A’s secret key due to whatsoever reason, A should still be able to 

securely communicate with other nodes depending upon the protocol used for communication [42] i.e. 

attacker must not be able to infer session key from compromised long term secret key. In case of 

successfully launched KCI attack, an adversary with secret key knowledge of A can impersonate as A 

to some other node B [43].  

In addition to Dolev-Yao and KCI attack model, some additional compromise capabilities of a 

possible adversary are also included in process of formal verification which include i) Infer local state 

automatically ii) session key reveal. In the two above mentioned compromise capabilities the 

adversary tries to infer the local state of a message and also attempts to reveal session key. 

 

4.2. Proposed Security Properties for protocol 
In order to verify the correctness of proposed protocol, the process of formal verification is 

performed. Formal verification gives a proof that either the described security properties of the 

proposed scheme are met or not. First of all, a set of security properties is defined that describe the 

security goals of the designed architecture.  

Property 1: Confidentiality This property is satisfied if the virtual machine data and other 

parameters used for secure session establishment such as nonce and session key remain confidential 

from a possible intruder. To verify that ‘property 1’ is met certain claims are set. Claim events are 

used to verify that intended security property is met by the protocol specifications. The confidentiality 

claims are as under: 

claim (Src,Secret,nMRq); 

claim(Src,Secret,nDt); 
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claim(Src,Secret,vmdata); 

claim(Dest,Secret,nMRs); 

claim(Dest,Secret,nDA); 

The claim event with argument of “secret” if satisfied, proves that VM migration request/response 

(nMRq/nMRs), nonces (nDt,nDA) and VM data (vmdata) remain secret/confidential during transit 

from an active intruder. Above mentioned first three claims are for source domain (Src) while last two 

claims are for destination domain (Dest). 

Property 2: Authentication This property is one of the most rudimentary objectives of security 

protocols. It can be divided into a hierarchy of authentication properties [26] which include aliveness, 

agreement and synchronisation. Aliveness property guarantees that the peer is alive and thus saves 

from possible Reflection attack. Agreement expresses that two participating agents agree on a set of 

terms, constants or variables.  

claim(Src,Alive); 

claim(Dest,Alive); 

claim(Src, Commit, Dest, nMRq, nDt, nAT); 

claim(Dest,Commit,Src,nMRs); 

The first two claim events are to check aliveness of source and destination domain respectively. The 

remaining two claims are that source (Src) and Destination (Dest) are agreed on terms nDT, nAT, 

(nonce) and nMRs, nMRq (message request/ response currency). The last notion in the hierarchy of 

authentication is synchronization. This property is satisfied if symmetry or order of protocol execution 

is reserved that is all messages are sent or received in the same order as prescribed by the protocol. 

Synchronisation in its strong form is stated as injective synchronisation. Injective synchronisation 

property holds for an initiator or sending node if protocol synchronises and each run of source domain 

corresponds to unique run of destination domain [24]. Therefore synchronisation and injective 

synchronisation aids in avoiding attacks such as reflection, Pre-play and replay attack.  Pre-play 

attacks are launched when an attacker predicts a message and inserts it into the system before an 

intended user actually creates it while replay attack involves re-sending the old captured message by 

attacker. 

Property 3: Mutual Authentication The international standard for entity authentication ISO/IEC 

9798-1:2010S [32] states that an entity is authenticated by proving its knowledge of a secret. Mutual 

authentication is satisfied if both sender and receiver authenticate each other as legitimate agents 

through proving the knowledge of secret (private key encryption). Mutual authentication property 

eradicates the root cause of many possible attacks such as Man in the middle and identity spoofing. 

This property is enforced through use of digitally signed tickets and nonce while sending a message 

both by source and destination domain. 
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send_1(Src,Dest, {srcDID, destDID, userID,nAT} sk(Src)}pk(Dest)); 

send_2(Dest,Src, {ackRq, nMRq, nMRs, {nMRs} sk(Dest) } pk(Src) ); 

First ‘send_1’ event is from source to destination encrypted with private key of source domain 

(sk(Src)) while second ‘send_2’ event is a reply from destination to source encrypted with private key 

of destination domain (sk(Dest)). Encryption with private keys ensures that message is sent by the 

legitimate domain. 

Property 4: Integrity This property is satisfied if the VM’s data integrity is not harmed during the 

process of migration. i.e. the data remains unchanged despite the efforts of possible intruder who tries 

to insert/learn the messages in transit. This property is enforced through appending a hash with every 

sent message preventing message stream modification. 

 

4.3. Protocol Modelling and Analysis 
The formal verification is performed for designed protocol using scyther-w32-Compromise-0.9.2 

[27]. It is used for verification, falsification and a comprehensive analysis of security protocols. It is 

based on pattern refinement algorithm which aids in tracing all possible behaviours of the protocol, 

assist in analysis of classes of attacks and prove correctness for unbounded number of sessions. The 

protocol description is given in spdl (Security Protocols Description Language). In modelling of 

security protocol, peers involved in protocol are defined in term of Roles. Roles are defined by 

sequence of events like send, receive and claim. The events may contain constants, freshly generated 

variables like nonce, session keys encrypted with/without private, public key pairs (Sk, Pk) and 

message encryption with symmetric key ‘k’ (EK(M)). For the proposed secure VM migration protocol, 

two Roles are defined e.g. Source VM domain and Destination VM domain. In addition to Dolev-Yao 

attack Model, a few more adversary compromising capabilities are also added like Session key reveal 

and infer local state automatically.  

The assessment of security properties in the presence of active adversary may reveal possible attacks 

and vulnerabilities. Table-2 is presented with security properties and possible weaknesses/attacks due 

to un-fulfilment of these security properties. The table shows that during formal analysis the protocol 

was either susceptible to the mentioned attacks or not and in case an attack was found possible was 

this attack possibility rectified or not. 
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Table 2: Security Properties and Sub Categories with Possible Weaknesses/Attacks 

 

After applying attack models the authentication property was found susceptible to few attacks 

scenarios due to the reason that protocol was not injectively synchronising. It was possible because in 

attack model the attacker was able to change the symmetry of the messages exchanged, thus causing 

attacks like pre-play and replay to be effective. This property (synchronisation) was later enforced 

through introduction of a few terms which reserved the order of exchanged messages. 

The first property mentioned in Table 2 is confidentiality of VM data and keys or nonce used for 

secure session establishment. Lack of confidentiality property may result in disclosure of migration 

data to adversary through passive/active sniffing and eavesdropping.  This property was tested with 

security claim of secrecy and was proved to be met. Similarly Integrity of VM data and other 

messages is imposed through concatenation of hash with every sent message thus avoiding data 

modification. Authentication and non-repudiation is obtained using public key infrastructure i.e digital 

signature. Also the hierarchy of authentication properties including aliveness, agreement and 

synchronisation are verified thus resulting protection against reflection, identity spoofing, pre-play, 

replay and Man-in-the-Middle attack. Reflection attack is the kind of attack in which an attacker 

simply sends the message captured from sender, back to him, such that sender cannot identify it as a 

message actually belonging to itself.  

Figure 12 given below shows the verification results for secure VM migration protocol named as 

’secmig’. The security claims include Secret, Alive, Weakagree, Niagree, Nisynch and commit. Secret 

claim verifies the confidentiality property while alive, agree, Niagree and Nisynch make a hierarchy 

of authentication and verify mutual authentication and data authentication properties of the protocol. 

Weakagree and Niagree are weak forms of authentication as compared to Nisynch. Moreover Nisynch 

claim verifies that protocol is synchronising i.e. the symmetry of exchanged messages is reserved and 
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each run of source domain (Src) corresponds to a unique run of destination domain (Dest). As 

mentioned before source and destination are the declared Roles in specification and each run 

corresponds to execution of a particular role. 

 

Figure 12: Protocol Verification Results 

 

Summary 

This chapter provides the process of formal verification for the proposed VM migration protocol. It 

starts with explanation of formal verification and its significance. It then gives details of the attack 

model applied on the protocol clarifying the adversary capabilities. Moreover proposed security 

properties and their verification process are explained. The chapter concludes with protocol 

modelling and security analysis for the proposed VM migration protocol.  
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Chapter 5: Quantitative Security Metrics 

5. Quantitative Security Metrics 
A security metric is a computable function that tells us the extent to which a system is secure or not. 

This chapter provides a relative quantitative security metric model which is used to develop 

quantitative security metrics such as efficiency, effectiveness and CBM (Cost Benefit Measure) for 

evaluation of the proposed protocol. 

 

5.1. Measurements and Metrics 
Process of data collection, its analysis and reporting can be termed as measurement [36]. The 

measures in information security are necessary inputs to quantitative metrics for measuring efficiency 

and effectiveness of security goals. As quantitative metrics provide quantifiable information therefore 

they indicate trends that aids decision making.  This is the main reason that quantitative metrics are 

more desirable as compared to qualitative metric which merely provide a rating in term of good, bad 

or average. Even though absolute numbers are more helpful and desirable, however percentages or 

averages are most common while designing metrics [36].  

Benefits of using Metrics: Security metrics have certain benefits including: 

• Increased accountability 

• Compliance check 

• Aids in improving security subsystem performance and cost 

• Provide quantifiable information for decision making while resource allocation  

An information security program of an organization matures with passage of time thus has more 

measures to evaluate security performance. A high level mature information security program makes 

use of efficiency, effectiveness and business impact measures. As shown in figure 13, security 

controls adopted to protect a security sub system provide it with security strength against possible 

threats and enables it to meet business objectives effectively. Security controls helps to provide 

undisturbed business operation while number of disturbances to business operations and successful 

attempted attacks by adversaries are the measures that can be utilised as inputs to security metrics 

which in turn show the efficiency, effectiveness and cost benefit analysis of security controls. 
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Figure 13: Security Controls, Effectiveness and relationship with Business Objectives 

Measurements deliver single point in time sight of certain specific factors. Measurements are mostly 

generated by counting the terms while metrics are generated through performing analysis of data. An 

example of measurement is total number of vulnerabilities detected on a web server by some 

vulnerability scanner [37], whilst metrics are generated by relating two or more measurements. One 

example of metrics would be change in the number of malwares detected by antivirus software in 

2015 as compared to previous year in 2014. Security metrics should tell about the state or degree of 

safety relative to a reference point and what to do to avoid possible threat. Security objectives are the 

most important factors in information security as in the absence of security objectives it is not 

possible to develop useful metrics [38]. 

 

5.2. Effective Security Metrics  
Effective metrics can be stated as SMART, i.e. specific, measurable, attainable, repeatable, and time-

dependent. Metrics should also provide the extent to which security goals are met and should drive 

possible actions in order to improve the security system [37]. Security metrics can be obtained at 

different levels within an organization including business level to systems and service level [39]. 

Security metrics can be quantitative or qualitative, absolute or relative, and direct or indirect [39].  

Qualitative Metric: Qualitative metrics are based on the quality of some attribute of the system.  

Quantitative Metric: Quantitative metrics are the results that can be presented as numbers.  
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Absolute Metric: Absolute metrics use numeric values to represent the value of the measure. 

Information security domain is full of many unknown quantities such as unknown system weaknesses 

and unknown number of adversaries and their capabilities. As unknown attributes cannot be measured 

deterministically, therefore, it is hard to develop absolute security metrics [33].  

Relative Metric: Making comparisons of different attributes of a system is a basic process for 

deriving relative metrics. Comparisons are helpful to establish metrics for the attributes of the systems 

that have no direct metric [42]. Relative metrics are normally represented in terms of percentages or 

comparisons. 

Direct Metric: Direct metrics are based on the values that can be measured independent of the other 

parameters of the system. They can be measured directly.  

Indirect Metric: Indirect metrics are based on the values that cannot be measured directly. They 

depend on the values of other parameters.  

 

5.3. System and Security Subsystem 
Let a system S with security subsystem C. If we change or enhance the security subsystem to mitigate 

some weakness or to provide some new security services then the changed security subsystem is 

presented by C’≠C. As C or C’ are integral part of the system S so, with changed C’ the system in 

new state will be termed as S’≠S. S’ is considered completely new system with new set of 

weaknesses. When we apply some security control C it mitigates some weaknesses. However, there 

would still be some weaknesses that would have not been mitigated by the control C [33]. From the 

point of the view of the some viewer V, some of the weaknesses will be known to viewer V and some 

will be left unknown to V. 

 

Figure 14: Categories of Weaknesses 
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Now, set of exploitable weaknesses (Wx) by an adversary is the intersection of set of weaknesses 

known to that adversary (Wk) and the set of unmitigated weaknesses (Wu) presented as [33]: 

𝑊𝑥 = {𝑊𝑘} ∩ {𝑊𝑢} 

The fundamental goal of the security program is to reduce the set of exploitable weakness to zero.  

𝑊𝑥 = { ∅ } 

In absolute terms, this security goal is not achievable, because we don’t know the number of 

adversaries and their capabilities [33]. Therefore, we propose a relative security metric model that can 

be used to quantitatively assess the relative efficiency, effectiveness and cost/benefit measure of the 

security subsystem. 

 

5.4. Proposed Relative Security Metric Model 
This model gives the relative, quantitative security metrics of efficiency, effectiveness and CBM 

(Cost Benefit Measure) of the security protocols against the attempted attacks. In order to state that 

how much system B is secure, we cannot give any absolute value. However, using the proposed 

model, relative security measure can be obtained to state that how much system B is secure as 

compared to the system A. However, for comparing two systems following conditions must be true: 

1) Two systems in comparison are of same type 

2) Attack instrument is same 

3) Context is same  

More often system A and B represent two different states of the same system i.e. system A may 

represent the previous state of the system with old security controls and system B may represent the 

new state of the same system with improved security controls.    

Attack instrument is an instrument that is used to test the security strength of the security subsystem. 

Attack instrument does not enhance the security of the system rather; it is used to measure the 

efficiency and effectiveness of the security control. Different attack instruments can be used at 

different stages of the life cycle of the security controls e.g: 

i) Design Stage  

ii) Implementation Stage  

iii) Deployment Stage  

Attack instruments used at the design stage and the implementation stage represent the lab testing. 

Example of attack instrument that can be used at design stage is formal adversary models and the 
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example of the attack instrument that can be used at implementation stage is penetration testing tools. 

Attack instruments used at the deployment stage represent the field testing with some real life 

adversaries.  

 

Figure 15: Model for measuring Efficiency and Effectiveness of Security Subsystem/protocols 

Figure 15 presents the relative security metric model used for measuring efficiency, effectiveness and 

cost benefit measure of the security controls. Both systems A and B have their corresponding security 

sub systems which are designed to provide protection to system A and B respectively. An attack 

instrument is used to apply attacks on the respective security subsystems in order to test their security 

strength. When an attack instrument is applied to the security sub system it can block number of 

attacks whereas one or more attacks can be successful in bypassing the security sub system. This 

proposed relative security metric is used to derive three security metrics for measuring efficiency, 

effectiveness and cost benefit measure of security controls. These metrics are given as follows: 

5.4.1 Efficiency Metric 
Efficiency generally describes the extent to which a factor is well used for the intended purpose. In 

general, efficiency is a measurable concept, quantitatively determined by the ratio of output to input. 

This research work proposed the efficiency (η) of the security protocol as its resiliency to the 

attempted attacks. Relative security metric model is proposed to measure the efficiency of the 

proposed security protocol.  

Let number of all attempted attacks is sum of the number of attacks blocked by the security subsystem 

and number of attacks successfully bypassing the security subsystem. Then efficiency of the security 

protocol is the ratio of number of blocked attacks by the number of all attempted attacks.  

For number of attempted attacks > 0, following formula is used for calculating the efficiency of the 

security control of proposed protocol:  
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𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (𝜂) =  lim
0→100

�
𝑁𝑜. 𝑜𝑓 𝐵𝑙𝑜𝑐𝑘𝑒𝑑 𝐴𝑡𝑡𝑎𝑐𝑘𝑠
𝑁𝑜. 𝑜𝑓 𝐴𝑡𝑡𝑒𝑚𝑝𝑡𝑒𝑑 𝐴𝑡𝑡𝑎𝑐𝑘𝑠

× 100� 

𝐹𝑜𝑟 𝜂 ⟹  �
𝜂 = 100% ; 𝑆𝑦𝑠𝑡𝑒𝑚 𝑖𝑠 𝑠𝑒𝑐𝑢𝑟𝑒
𝜂 < 100% ; 𝑆𝑦𝑠𝑡𝑒𝑚 𝑖𝑠 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑙𝑦 𝑖𝑛𝑠𝑒𝑐𝑢𝑟𝑒� 

Here, impact of all successful attacks is taken as equal. However, in reality the impact of different 

security attacks is not always equal. In most cases, it cannot be measured in absolute sense. They are 

normally ranked with respect to their severity level i.e. low, medium, high. There is no consensus on 

how many number of low impact attacks are equal to a medium or high impact attacks. If such 

equivalence would have been existed then a weighted average efficiency formula would have been 

more appropriate and realistic.  

𝑁𝑜. 𝑜𝑓 𝐴𝑡𝑡𝑒𝑚𝑝𝑡𝑒𝑑 𝐴𝑡𝑡𝑎𝑐𝑘𝑠 =  𝑁𝑜. 𝑜𝑓 𝐵𝑙𝑜𝑐𝑘𝑒𝑑 𝐴𝑡𝑡𝑎𝑐𝑘𝑠 + 𝑁𝑜. 𝑜𝑓 𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝐴𝑡𝑡𝑎𝑐𝑘𝑠 

𝑁𝑜. 𝑜𝑓 𝐵𝑙𝑜𝑐𝑘𝑒𝑑 𝐴𝑡𝑡𝑎𝑐𝑘𝑠 ≤ 𝑁𝑜. 𝑜𝑓 𝐴𝑡𝑡𝑒𝑚𝑝𝑡𝑒𝑑 𝐴𝑡𝑡𝑎𝑐𝑘𝑠 

As total number all attempted attacks is relatively harder to calculate directly therefore, it is estimated 

by the sum of number of blocked attacks and number of successful attacks. Number of blocked 

attacks can be estimated from the alerts generated by the security subsystem such as firewall, IDS and 

antivirus programs. Similarly, number of attacks successfully bypassing the security subsystem can be 

estimated from sum of anomalies detected from the systems, reported by the users and sometimes 

claimed by the attackers.  In this research work, total number of attempted attacks possible on 

designed protocol is determined by applying two different adversary models on it.  

5.4.2. Effectiveness Metric 

Effectiveness (ε) is often a relative, non-quantitative concept, mainly concerned with achieving 

objectives. Effectiveness is normally referred to as the capability of producing a desired result. In 

medicine, effectiveness relates to how well a treatment works in practice, as opposed to efficacy, 

which measures how well it works in clinical trials or laboratory studies. Same terminology can be 

used with the proposed model at different stages of the life cycle of the security system.  

𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 (𝜀) =  
𝜂𝑛𝑒𝑤 −  𝜂𝑜𝑙𝑑

𝜂𝑜𝑙𝑑
 

Here, ηnew = Efficiency of the proposed protocol with improved security control in place 

ηold = Efficiency of the proposed protocol with previous security controls 

In case when ηold = 100%, there is no need of investing in ηnew. Similarly when ηold = 0, then 

effectiveness formula will produce infinite value. Therefore, for the calculation of effectiveness (ε) 

following bound should exist: 
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0 <  𝜂𝑜𝑙𝑑 < 100 

0 ≤  𝜂𝑛𝑒𝑤  ≤ 100 

With these ranges, effectiveness (ε) can be expressed as follows: 

𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 (𝜀) =  
𝜂𝑛𝑒𝑤 −  𝜂𝑜𝑙𝑑

𝜂𝑜𝑙𝑑
 

𝐹𝑜𝑟 ε ⇒  �
𝜀 < 0 ; 𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 ℎ𝑎𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑖𝑚𝑝𝑎𝑐𝑡 𝑜𝑛 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦 𝑜𝑓 𝑝𝑟𝑜𝑡𝑜𝑐𝑜𝑙
𝜀 = 0 ; 𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 ℎ𝑎𝑠 𝑛𝑜 𝑖𝑚𝑝𝑎𝑐𝑡 𝑜𝑛 𝑡ℎ𝑒 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦 𝑜𝑓 𝑝𝑟𝑜𝑡𝑜𝑐𝑜𝑙
𝜀 > 0 ; 𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 ℎ𝑎𝑠 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑑 𝑡ℎ𝑒 𝑠𝑒𝑐𝑢𝑟𝑖𝑡𝑦 𝑜𝑓 𝑝𝑟𝑜𝑡𝑜𝑐𝑜𝑙

� 

 

5.4.3. Cost/Benefit Measure (CBM) 

Cost/benefit measure indicates that how much cost is incurred for providing the security service. Here 

cost is taken in general e.g. cost of implementation, resources required, overhead, etc. In this work, we 

took number of encryptions used to implement the security protocol. Similarly, benefit is taken as 

efficiency with which a security protocol blocks the attempted attacks. In this sense, cost/benefit 

measure is the ratio of number of encryptions used by the security protocol to the efficiency of the 

protocol against particular attack instrument. For the sake of simplicity, we took symmetric 

encryptions, public key encryptions and cryptographic hashes with equal weight.  

𝑁𝑜. 𝑜𝑓 𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛𝑠 =  �𝑆𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝐸𝑛𝑐. +�𝑃𝑢𝑏𝑙𝑖𝑐 𝐾𝑒𝑦 𝐸𝑛𝑐. + �𝐶𝑟𝑦𝑝𝑡𝑜 𝐻𝑎𝑠ℎ𝑒𝑠 

𝐶𝐵𝑀 =  
𝑁𝑜. 𝑜𝑓 𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛𝑠
𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 ′𝜂′

 

 

Efficiency ‘η’, Effectiveness ‘ε’ and CBM are Quantitative, Relative and Indirect measures in nature 

as shown in table 3. Quantitative in the terms that we calculate these metrics and assign numeric 

values to them. All three metrics are relative because they do not provide absolute sense. As we don’t 

have complete knowledge of weaknesses and number of adversaries and their capabilities therefore, 

absolute security metric can’t be measured. Efficiency depends upon the number of attacks attempted 

which can be computed only from the known and available attack instruments that is the incomplete 

set. Effectiveness is relative because it is the ratio of two efficiency values. Similarly, CBM is relative 

because it is the ratio of cost to the efficiency measure. All three metrics are indirect. Efficiency is 

derived from the ratio of the blocked attacks to the number of all the attempted attacks and 

Effectiveness is derived from the efficiency values.  
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Table 3: Summary of Nature of Metrics used in the Proposed Security Metric Model 

S. No. Metric Quantitative Relative Indirect 

1 Efficiency Yes Yes Yes 

2 Effectiveness Yes Yes Yes 

3 Cost/Benefit Measure Yes Yes Yes 

 

5.5. Secure Virtual Machine Migration Protocol as Target of Assessment 
A security protocol is a collection of one or more security controls intended for providing protection 

to the system. However aggregation of multiple security controls in the name of security may 

sometimes result in inherently less secure system therefore measuring the extent to which security 

protocols are meeting their security objectives is a crucial factor. The proposed relative security 

metric model needs two components for performing evaluation. One is the security subsystem as 

Target of Assessment (ToA) and other is the attack instrument. We took secure virtual machine 

migration protocol as the target of assessment [46] and took a formal security verification tool 

scyther-w32-compromise-0.9.2 [20] as the attack instrument. We modelled three version of the secure 

VM migration protocol in scyther using SPDL (Security Protocol Description Language).  These 

versions or states are termed as the i) migration protocol with no security, ii) migration protocol with 

initial level of security, and iii) migration protocol with improved security. 

5.5.1 VM Migration Protocol Version 1: With No Security  

Virtual machine migration protocol with no security control represents the protocol state when no 

security is provided to the virtual machine migration process. We used this state in order to identify 

the number of threats to which migration protocol is vulnerable. In this state migration protocol 

exchanges two initial control messages of migration request message and the migration response 

message. After a positive response message, the virtual machine migration data is sent and in response 

to this, the recipient sends back the acknowledgement. This process continues until all the data is 

transmitted at the destination end. 

5.5.2. VM Migration Protocol Version 2: With Initial Security Protocol State 

Secure virtual machine migration protocol presented in [46] and as described in chapter 3 is taken as 

the migration protocol with initial security protocol state. The proposed secure VM migration protocol 

provides the security services of mutual authentication of two cloud domains, confidentiality of the 
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VM data, integrity of VM data, non-repudiation and identity protection. The content of the messages 

exchanged is given in Table 4. We call it the VM migration protocol with initial security protocol 

state because during designed protocol analysis and formal verification, we found few unintended 

logical errors in protocol flow that may possibly result in number of security attacks.  

Table 4: Message Contents of Secure VM Migration Protocol as Initial Security Protocol State 

No. Direction Message Type Message Contents 

1. 𝐴 → 𝐵: 𝑀𝑖𝑔 𝑅𝑒𝑞 𝑀𝑠𝑔, �𝐸𝑝𝑏𝐵(𝑀𝑖𝑔 𝑅𝑒𝑞, 𝑆𝑟𝑐 𝐷𝐼𝐷,𝐷𝑒𝑠𝑡 𝐷𝐼𝐷,𝑈𝑠𝑒𝑟𝐼𝐷,𝐴𝑢𝑡ℎ𝑟 𝑇𝑘𝑡,𝐶𝑒𝑟𝑡𝐴) � 

   𝐴𝑢𝑡ℎ𝑟 𝑇𝑘𝑡 = �𝐸𝑝𝑟𝐴(𝑆𝑟𝑐 𝐷𝐼𝐷,𝐷𝑒𝑠𝑡 𝐷𝐼𝐷,𝑈𝑠𝑒𝑟𝐼𝐷,𝑁𝑜𝑛𝑐𝑒1)� 

2. 𝐵 → 𝐴: 𝑀𝑖𝑔 𝑅𝑒𝑠𝑝 𝑀𝑠𝑔, �𝐸𝑝𝑏𝐴�𝑆𝑖𝑔𝑛𝑝𝑟𝐵(𝐷𝑒𝑠𝑡 𝐷𝐼𝐷,𝐴𝑐𝑘,𝑁𝑜𝑛𝑐𝑒2) �,𝐶𝑒𝑟𝑡𝐵� 

3. 𝐴 → 𝐵: 𝐷𝑎𝑡𝑎 𝑀𝑠𝑔, �𝐸𝑠𝑘�𝑉𝑀 𝐷𝑎𝑡𝑎,𝐻𝑎𝑠ℎ(𝑉𝑀 𝐷𝑎𝑡𝑎)�� 

4. 𝐵 → 𝐴: 𝐷𝑎𝑡𝑎 𝐴𝑐𝑘 𝑀𝑠𝑔, {𝐸𝑠𝑘(𝑉𝑀 𝐷𝑎𝑡𝑎 𝐴𝑐𝑘)} 

 

Where, 

Mig Req Msg = Migration Request Message EprA= Encrypted with Private key of A 
Mig Resp Msg = Migration Response Message EpbA= Encrypted with Public key of A 
Mig Req = Migration Request EpbB= Encrypted with Public key of B 
Dest DID = Destination Domain Id SignprB= Digitally Signed with Private key of B 
Src DID = Source Domain Id CertA/B = Certificate of Domain A or B 
Authr Tkt = Authorization Ticket Esk= Encrypted with  shared symmetric key 

between A & B 
  
 

5.5.3. VM Migration Protocol Version 3: With Improved Security Protocol State 

The vulnerabilities of the protocol identified within initial security protocol state were mitigated by 

the modification in the protocol design. This modified security VM migration protocol is stated as 

improved security protocol. These modifications include the addition of the service of freshness of 

VM data, enforcement of order/symmetry of the messages exchanged and signature in the data and 

acknowledgement messages as shown in Table 5. The lacking of these attributes or parameters was 

resulting in introduction of new vulnerabilities in the protocol design which could be exploited by 

attacker in future in order to launch an attack. 

Table 5: Message Contents of Secure VM Migration Protocol as Improved Security Protocol 

State 

No. Direction Message Type Message Contents 

1. 𝐴 → 𝐵: 𝑀𝑖𝑔 𝑅𝑒𝑞 𝑀𝑠𝑔, �𝐸𝑝𝑏𝐵(𝑀𝑖𝑔 𝑅𝑒𝑞, 𝑆𝑟𝑐 𝐷𝐼𝐷,𝐷𝑒𝑠𝑡 𝐷𝐼𝐷,𝑈𝑠𝑒𝑟𝐼𝐷,𝐴𝑢𝑡ℎ𝑟 𝑇𝑘𝑡,𝐶𝑒𝑟𝑡𝐴) � 

   𝐴𝑢𝑡ℎ𝑟 𝑇𝑘𝑡 = �𝐸𝑝𝑟𝐴(𝑆𝑟𝑐 𝐷𝐼𝐷,𝐷𝑒𝑠𝑡 𝐷𝐼𝐷,𝑈𝑠𝑒𝑟𝐼𝐷,𝑁𝑜𝑛𝑐𝑒1)� 

 
2. 𝐵 → 𝐴: 𝑀𝑖𝑔 𝑅𝑒𝑠𝑝 𝑀𝑠𝑔, �𝐸𝑝𝑏𝐴�𝑆𝑖𝑔𝑛𝑝𝑟𝐵(𝐷𝑒𝑠𝑡 𝐷𝐼𝐷,𝐴𝑐𝑘,𝑁𝑜𝑛𝑐𝑒2) �,𝐶𝑒𝑟𝑡𝐵� 
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3. 𝐴 → 𝐵: 𝐷𝑎𝑡𝑎 𝑀𝑠𝑔, �𝐸𝑠𝑘�𝑉𝑀 𝐷𝑎𝑡𝑎,𝑁𝑜𝑛𝑐𝑒3,𝑁𝑜𝑛𝑐𝑒2,𝐸𝑝𝑟𝐴(𝐻𝑎𝑠ℎ(𝑉𝑀 𝐷𝑎𝑡𝑎)) � � 

4. 𝐵 → 𝐴: 𝐷𝑎𝑡𝑎 𝐴𝑐𝑘 𝑀𝑠𝑔, {𝐸𝑠𝑘(𝑉𝑀 𝐷𝑎𝑡𝑎 𝐴𝑐𝑘,𝑁𝑜𝑛𝑐𝑒4,𝑁𝑜𝑛𝑐𝑒3)} 

 

5.6. Attack Models: 
Formal security verification tool scyther-w32-compromise-0.9.2 [20] is used as the attack instrument. 

Three version of the secure VM migration protocol were modelled in Scyther using SPDL (Security 

Protocol Description Language) and then two attack models i.e. DY attack model and KCI attacks 

model are applied on the protocol. These attack models served as the attack instruments used to 

measure the values of the proposed security metrics.  

5.6.1. DY Attack Model 

The first attack model applied on the proposed protocol is Dolev-Yao model [25]. This is a formal 

model to verify the properties of cryptography based security protocols. This model has two basic 

assumptions: i) network is under the control of attacker i.e. attacker can learn, intercept or spoof 

messages into the network ii) second assumption which was later called as ‘Perfect Cryptography 

Assumption’, states that an intruder is only limited by the constraints imposed through use of 

cryptographic scheme and cannot decrypt any messages unless he has the decryption keys. In this 

model conspiring agents or malicious insider/agent are those entities which conspire with the intruder 

and may provide him with some secret internal information. These abstractions are close to real time 

environment thus applying this attack model aids in finding out logical errors in protocol construction 

along with detection of various attacks that may possibly  be launched. 

5.6.2. KCI Attack Model 

The second attack model is KCI (Key Compromise Impersonation) attack model. It is reasonably 

advance and strong adversary model than DY attack model. In security protocols resilience against 

KCI attacks is a desired feature. It is stated as strong adversary model because it captures the 

resilience against key compromise impersonation attacks and provisions the scenario where an 

adversary can reveal session keys, random numbers and long term secret keys of participating nodes. 

KCI revolves around the property called Actor Key Compromise (AKC) which states that if an 

attacker compromises an entity A’s secret key due to whatsoever reason, A should still be able to 

securely communicate with other nodes depending upon the protocol used for communication [42] i.e. 

attacker must not be able to infer session key from compromised long term secret key. In case of 

successfully launched KCI attack, an adversary with secret key knowledge of A can impersonate as A 

to some other node B [43]. 
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5.7. Results 
Figure 16 represents the number of successful attacks launched by two different attack instruments 

against different states of the security protocol. No control represents the state of the system when no 

security is available. Initial security state represents the state of the protocol when initial level of 

security measures are applied. Improved security stste represents the state of the protocol when 

improvements are made to the security protocol in order to thwart some specific attacks. We 

implemented the proposed secure virtual machine migration protocol in Scyther formal verification 

tool and used DY attack model and KCI attack model as sample attack instrument for our security 

metric model. Total twenty two security claims are taken as reference. These security claims served as 

objectives of the security protocol. 

 

Figure 16: Number of Attacks using DY and KCI Attack Models on different Protocol States 

Figure 16 represents that in protocol version 1 with no security in place, all the claims are 

compromised thus indicating that all the attacks launched by using DY and KCI attack models 

remained successful. With initial level security state in place (protocol version 2), some of the attacks 

are blocked while numbers of attacks were still successful. With improved security state (protocol 

version 3), all the attacks launched using the DY attack model are blocked, while some of the attacks 

launched by KCI model are still successful. 
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Figure 17: Efficiency of different protocol security states against DY and KCI Attack Models 

Figure 17 represents the efficiency of the security protocol states against the DY and KCI attack 

models. As expected, with no security in place (protocol version 1), the efficiency of the security 

protocol is 0%. Whereas, with improved security protocol in place (protocol version 3), the efficiency 

of the security protocol is 100% against the DY attack model. However, efficiency is 32% against the 

KCI attack model.  

 

Figure 18: Relative Effectiveness Measure of Improved Security protocol state w.r.t. Initial 
Security protocol state against different Attack Models 

Figure 18 represents the relative effectiveness of the improved security protocol with respect to the 

initial security protocol version against DY and KCI attack models. Positive values of effectiveness 

measure show that security of the protocol is increased with the improved version of the security 

protocol.   
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Figure 19: Cost in terms of Number of Encryptions used in different Security protocol states 

Figure 19 shows the total number of encryptions used for implementing the different security protocol 

versions. These numbers of encryptions are used for calculating the cost/benefit measure of different 

security protocol versions.  

 

Figure 20: Cost/Benefit Measure (CBM) of different Security Protocol Versions 

Figure 20 represents the cost/benefit measure of different security protocol states against DY and KCI 

attack models. Figure shows that CBM is high for the security protocol state provided to counter the 

attacks of the KCI attack model. Low value of CBM is desirable whereas high value indicates that 

cost of implementing the security protocol is higher as compared to the benefit gain of the security 

protocol against the attack model. In the figure, CBM is plotted as percentage value in order to make 

it comparatively visible on the chart. 

 

Summary 

This chapter initially differentiates among measures and metric. It then explains the proposed relative 

quantitative security metric model used for formulating security metrics. In later sections all the three 
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formulated metrics and their calculation methods are explained. The last section provides the results 

that are obtained through applying devised security metrics on proposed VM migration protocol. The 

results are provided for three different states of secure VM migration protocol against two different 

adversary models. 
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Chapter 6: Conclusion and Future 
Directions 

6. Conclusion and Future Directions 
This chapter provides the conclusion of presented thesis work and highlights the possible future 

directions. 

6.1. Conclusion 
This section delivers the overall work flow carried on in this research work. A detailed literature 

review was carried on and security requirements for secure VM migration were identified. In the light 

of those security requirements a protocol for secure VM migration was proposed. Afterword, formal 

verification of the designed protocol was performed using scyther-w32-Compromise-0.9.2. In order to 

evaluate the security control’s performance a relative quantitative security metric model was 

proposed. Three security metrics are devised in order to evaluate the efficiency, effectiveness and cost 

benefit measure of the security controls of proposed protocol. Efficiency is calculated in term of 

resilience of security controls against number of attempted attacks applied on them using two 

different attack/adversary models. Effectiveness is a relative metric taking ratio of difference of new 

and old efficiency to old efficiency. Moreover CBM metric is ratio of cost to benefit where cost is 

taken as total number of encryptions, hashes required to implement the security controls to the 

efficiency gain through the security controls. The measures are taken by applying different adversary 

models on the proposed protocol. The results are given for three different security control states of 

proposed VM migration protocol against different adversary models. Results showed that with 

improved security controls applied to VM migration protocol the efficiency and effectiveness was 

increased against both DY and KCI attack models. However, cost benefit measure value for KCI 

(40.6%) showed that cost for implementing security controls against KCI attack model was more than 

the achieved efficiency (32%) whereas against DY attack model, CBM value was lesser (8%) 

showing that cost for implementing the security controls was smaller as compared to gain in 

efficiency (100%). 

6.2. Future Directions 
We describe three important future directions that can be the further extension of the presented work. 

These future research directions are given as follows: 
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• In future the proposed security metric model can be used for analysis and security evaluation 

of more security protocols, products and standards.  

• We aim to evaluate the existing security solutions for secure VM migration using the security 

metric model and devised security metrics proposed in this research work. 

• As presented in NIST publication 800-55, Security metrics area is less explored so in this 

regard, we intend to define more security metrics for security analysis and evaluation of 

variety of security sub systems. 

 

Summary 

This chapter briefly concludes all the research work described in previous five chapters of this thesis 

document including literature review, proposed secure VM migration protocol, its formal verification 

and security metrics devised for the security evaluation of VM migration protocols. This chapter ends 

with a description of future directions that can be used to extend this work. 
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Appendix 

Appendix 
Scyther Code 

Secure VM Migration Protocol ver1: No Security Controls  

/*  

 * The description of secure migration of vm protocol.  No Security Control in place.   

 * All Type Attacks:  Automatic F6, Attack Instrument DY=KCI=After PFS = 22, After Correct 
wPFS=36 

 */ 

usertype ID, Data, Type; 

protocol secmig(Src,Dest) 

{ 

role Src 

 { 
//data sent 

fresh srcDID, destDID, userID: ID;   // Source Domain ID 

fresh migReq: Type;     // Message Type - Migration Request 

fresh vmdata: Data;     // vm data 
//data received 
var ackRq, ackDt: Type; 
send_1(Src,Dest,  migReq, srcDID, destDID, userID)   ; // migration request remote 

recv_2(Dest,Src, ackRq, destDID );    //claim(Src, Running, Dest, nMRs); 
send_3(Src, Dest, vmdata); 
recv_4(Dest, Src, ackDt); 
claim(Src, Secret, vmdata);    // secrecy of vmdata 
claim(Src, Alive); 

claim(Src, Weakagree);     //claim(Src, Commit, Dest,  nAT); 

claim(Src, Niagree);     // non-injective agreement 

claim(Src, Nisynch);     // non-injective synchronization  

} //////////////////////////////////////////// End Role Src  

/////////// Role - Desitnation  
role Dest 

{ 
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//data sent 

fresh ackRq, ackDt: Type; 
// data received 
var migReq: Type;     // Message Type - Migration Request 
var srcDID, destDID, userID: ID;   // Source Domain ID 
var vmdata: Data; 
recv_1(Src,Dest,  migReq, srcDID, destDID, userID ); // migration request remote - received 
send_2(Dest,Src, ackRq, destDID );   // migration response remote – sent 

recv_3(Src,Dest, vmdata); 
//claim(Dest,Running,Src,  nAT); 
send_4(Dest, Src, ackDt); 
//claim(Dest,Commit,Src,nMRs); 
//claim(Dest,Secret,nMRs); 

claim(Dest,Alive); 

claim(Dest,Weakagree); 

claim(Dest,Niagree); 

claim(Dest,Nisynch); 

} //////////////////////////////////////////// End Role Dest  

} //////////////////////////////////////////// End protocol secmig  

 

Secure VM Migration Protocol ver2: Initial Security Controls 

/*  
 * The description of secure migration of vm protocol.  SecureComm 2014, Initial Controls 
 * Automatic F6: Attack Instrument DY=15, KCI=21, After PFS = 24, After Correct wPFS=22, 
Session Key Reveal=24 
 */ 
usertype ID, Data, Type; 
hashfunction H; 
protocol secmig(Src,Dest) 

{ 

role Src 

{ 

//data sent 

fresh nAT:Nonce;    // Currency of Authenticaion Ticket 
//  fresh nAT, nDT:Nonce;  // Currency of Authenticaion Ticket 
fresh srcDID, destDID, userID: ID;  // Source Domain ID 
fresh migReq: Type;    // Message Type - Migration Request 
fresh vmdata: Data;    // vm data 
//data received 

var nMRs:Nonce;    // Currency of Migration Response Message 
//  var nMRs, nAD:Nonce;  // Currency of Migration Response Message 
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var ackRq, ackDt: Type; 
send_1(Src,Dest, {migReq, srcDID, destDID, userID} pk(Dest),  {(srcDID, destDID, userID, nAT)} 
sk(Src)  );         // migration request 
remote 

//send_1(Src,Dest, { {H(srcDID, destDID, userID, nAT)} sk(Src) } pk(Dest)   ); // migration request 
remote 
recv_2(Dest,Src, { {ackRq, destDID, nMRs} sk(Dest) } pk(Src) ); 

claim(Src, Running, Dest, nMRs); 
send_3(Src, Dest, { vmdata, H(vmdata) }k(Src,Dest) ); 
//send_3(Src, Dest, {vmdata, nDT, nMRs, {H(vmdata, nDT)}sk(Src)} k(Src,Dest)); 
//send_3(Src, Dest, {{H(vmdata, nDT, nMRs)}sk(Src)} k(Src,Dest)); 
recv_4(Dest, Src, { ackDt }k(Src,Dest) ); 
claim(Src, Secret, vmdata);   // secrecy of vmdata 
claim(Src, Alive); 

claim(Src, Weakagree); 
claim(Src, Commit, Dest,  nAT); 

claim(Src, Niagree);    // non-injective agreement 

claim(Src, Nisynch);    // non-injective synchronization  

} //////////////////////////////////////////// End Role Src  

/////////// Role - Desitnation  
role Dest 

{ 
//data sent 

fresh nMRs:Nonce;    // Currency of Migration Response Message 
 

//fresh nMRs, nAD:Nonce;   // Currency of Migration Response Message 
fresh ackRq, ackDt: Type; 
// data received 
var nAT:Nonce;     // Currency of Authenticaion Ticket 
//var nAT, nDT:Nonce;    // Currency of Authenticaion Ticket 
var migReq: Type;     // Message Type - Migration Request 
var srcDID, destDID, userID: ID;    // Source Domain ID 
var vmdata: Data; 
recv_1(Src,Dest,  {migReq, srcDID, destDID, userID} pk(Dest),  {(srcDID, destDID, userID, nAT)} 
sk(Src)  );      // migration request remote - received 
 

//recv_1(Src,Dest,  { {H(srcDID, destDID, userID, nAT)} sk(Src) } pk(Dest)   ); // migration request 
remote - received 
send_2(Dest,Src, { {ackRq, destDID, nMRs} sk(Dest) } pk(Src) );    
       // migration response remote - sent 

recv_3(Src,Dest, { vmdata, H(vmdata) }k(Src,Dest) ); 
claim(Dest,Running,Src,  nAT); 
send_4(Dest, Src, { ackDt }k(Src,Dest) ); 

//send_4(Dest, Src, {ackDt, nAD, nDT, {H(ackDt, nAD)}sk(Dest)} k(Src,Dest)); 
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//send_4(Dest, Src, {{H(ackDt, nAD, nDT)}sk(Dest)} k(Src,Dest)); 
claim(Dest,Commit,Src,nMRs); 
claim(Dest,Secret,nMRs); 

claim(Dest,Alive); 

claim(Dest,Weakagree); 

claim(Dest,Niagree); 

claim(Dest,Nisynch); 

} //////////////////////////////////////////// End Role Dest  
} //////////////////////////////////////////// End protocol secmig 

 

Secure VM Migration Protocol ver3: Improved Security Controls 

/*  
 * The description of secure migration of vm protocol.  Improved Security Controls 
 * Automatic F6: Attack Instrument DY=15, KCI=21, After PFS = 24, After Correct wPFS=22, 
Session Key Reveal=24 

 */ 

usertype ID, Data, Type; 
hashfunction H; 
protocol secmig(Src,Dest) 

{ 

role Src 

{ 
//data sent 

//fresh nAT:Nonce;  // Currency of Authenticaion Ticket 
fresh nAT, nDT:Nonce;  // Currency of Authenticaion Ticket 
fresh srcDID, destDID, userID: ID;  // Source Domain ID 
fresh migReq: Type;  // Message Type - Migration Request 
fresh vmdata: Data;  // vm data 
//data received 
 

//var nMRs:Nonce;  // Currency of Migration Response Message 
var nMRs, nAD:Nonce;  // Currency of Migration Response Message 
var ackRq, ackDt: Type; 
send_1(Src,Dest, {migReq, srcDID, destDID, userID,  {(srcDID, destDID, userID, nAT)} sk(Src) } 
pk(Dest)  );    // migration request remote 

//send_1(Src,Dest, { {H(srcDID, destDID, userID, nAT)} sk(Src) } pk(Dest)   ); // migration request 
remote 
recv_2(Dest,Src, { {ackRq, destDID, nMRs} sk(Dest) } pk(Src) ); 

claim(Src, Running, Dest, nMRs); 
send_3(Src, Dest, {{ vmdata, nDT, nMRs, H(vmdata) }k(Src,Dest)}pk(Dest) ); 
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//send_3(Src, Dest, {vmdata, nDT, nMRs, {H(vmdata, nDT)}sk(Src)} k(Src,Dest)); 
 

//send_3(Src, Dest, {{H(vmdata, nDT, nMRs)}sk(Src)} k(Src,Dest)); 
recv_4(Dest, Src, { ackDt, nAD, nDT }k(Src,Dest) ); 
claim(Src, Secret, vmdata);   // secrecy of vmdata 
claim(Src, Alive); 

claim(Src, Weakagree); 
claim(Src, Commit, Dest,  nAT); 

claim(Src, Niagree);    // non-injective agreement 

claim(Src, Nisynch);    // non-injective synchronization  

} //////////////////////////////////////////// End Role Src  

/////////// Role - Desitnation  
role Dest 

{ 
//data sent 

//fresh nMRs:Nonce;    // Currency of Migration Response Message 
fresh nMRs, nAD:Nonce;   // Currency of Migration Response Message 
fresh ackRq, ackDt: Type; 
// data received 

//var nAT:Nonce;    // Currency of Authenticaion Ticket 
var nAT, nDT:Nonce;    // Currency of Authenticaion Ticket 
var migReq: Type;    // Message Type - Migration Request 
var srcDID, destDID, userID: ID;   // Source Domain ID 
var vmdata: Data; 
recv_1(Src,Dest,  {migReq, srcDID, destDID, userID,  {(srcDID, destDID, userID, nAT)} sk(Src) } 
pk(Dest) );      // migration request remote - received 
 

//recv_1(Src,Dest,  { {H(srcDID, destDID, userID, nAT)} sk(Src) } pk(Dest)   ); // migration request 
remote - received 
send_2(Dest,Src, { {ackRq, destDID, nMRs} sk(Dest) } pk(Src) );    
       // migration response remote - sent 

recv_3(Src,Dest, {{ vmdata, nDT, nMRs, H(vmdata) }k(Src,Dest)}pk(Dest) ); 
claim(Dest,Running,Src,  nAT); 
send_4(Dest, Src, { ackDt, nAD, nDT}k(Src,Dest) ); 
//send_4(Dest, Src, {ackDt, nAD, nDT, {H(ackDt, nAD)}sk(Dest)} k(Src,Dest)); 
//send_4(Dest, Src, {{H(ackDt, nAD, nDT)}sk(Dest)} k(Src,Dest)); 
claim(Dest,Commit,Src,nMRs); 
claim(Dest,Secret,nMRs); 

claim(Dest,Alive); 

claim(Dest,Weakagree); 

claim(Dest,Niagree); 

claim(Dest,Nisynch); 
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} //////////////////////////////////////////// End Role Dest  

} //////////////////////////////////////////// End protocol secmig 

/*  
 * The description of secure migration of vm protocol.  Improved Security Controls - KCI Support 

 * Automatic F6: Attack Instrument DY=15, KCI=21, After PFS = 24, After Correct wPFS=22, 
Session Key Reveal=24 

 */ 
usertype ID, Data, Type; 
hashfunction H; 
protocol secmig(Src,Dest) 

{ 

role Src 

{ 
//data sent 

fresh nAT, nDT:Nonce;  // Currency of Authenticaion Ticket 
fresh srcDID, destDID, userID: ID;  // Source Domain ID 
fresh migReq: Type;  // Message Type - Migration Request 
fresh vmdata: Data;  // vm data 
//data received 
var nMRs, nAD:Nonce;  // Currency of Migration Response Message 
var ackRq, ackDt: Type; 
send_1(Src,Dest, {migReq, srcDID, destDID, userID,  nAT, {H(srcDID, destDID, userID, nAT)} 
sk(Src) } pk(Dest)  );   // migration request remote 

recv_2(Dest,Src, { ackRq, nMRs, { H(ackRq, nMRs, nAT)} sk(Dest) } pk(Src) ); 

claim(Src, Running, Dest, nMRs); 

//send_3(Src, Dest, { vmdata, nDT, { H(vmdata, nMRs) }sk(Src) }k(Src,Dest) );   

// kci attacks 17 
send_3(Src, Dest, { { vmdata, nDT, { H(vmdata, nMRs) }sk(Src) }k(Src,Dest) }pk(Dest) ); 

// kci attacks 15 

//recv_4(Dest, Src, { { { ackDt, nAD, { H(ackDt, nDT) }sk(Dest) }k(Src,Dest) }pk(Src) }k(Src,Dest) 
); 
recv_4(Dest, Src, { { ackDt, nAD, { H(ackDt, nDT) }sk(Dest) }k(Src,Dest) }pk(Src) ); 
claim(Src, Secret, vmdata);   // secrecy of vmdata 
claim(Src, Alive); 

claim(Src, Weakagree); 
claim(Src, Commit, Dest,  nAT); 

claim(Src, Niagree);    // non-injective agreement 

claim(Src, Nisynch);    // non-injective synchronization  

} //////////////////////////////////////////// End Role Src  
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/////////// Role - Desitnation  
role Dest 

{ 
//data sent 

fresh nMRs, nAD:Nonce;   // Currency of Migration Response Message 
fresh ackRq, ackDt: Type; 
// data received 
var nAT, nDT:Nonce;    // Currency of Authenticaion Ticket 
var migReq: Type;    // Message Type - Migration Request 
var srcDID, destDID, userID: ID;  // Source Domain ID 
var vmdata: Data; 
recv_1(Src,Dest,  {migReq, srcDID, destDID, userID,  nAT, {H(srcDID, destDID, userID, nAT)} 
sk(Src) } pk(Dest) ); // migration request remote - received 
send_2(Dest,Src, { ackRq, nMRs, { H(ackRq, nMRs, nAT) }sk(Dest) }pk(Src) );   
       // migration response remote - sent 

//recv_3(Src,Dest, { vmdata, nDT, { H(vmdata, nMRs) }sk(Src) }k(Src,Dest)); 
recv_3(Src,Dest, {{ vmdata, nDT, { H(vmdata, nMRs) }sk(Src) }k(Src,Dest)}pk(Dest) ); 
claim(Dest,Running,Src,  nAT); 
send_4(Dest, Src, { { ackDt, nAD, { H(ackDt, nDT) }sk(Dest) }k(Src,Dest) }pk(Src) ); 

//send_4(Dest, Src, { { { ackDt, nAD, { H(ackDt, nDT) }sk(Dest) }k(Src,Dest) }pk(Src) }k(Src,Dest) 
); 

//send_4(Dest, Src, { { ackDt, nAD, { H(ackDt, nDT) }sk(Dest) }pk(Src) }k(Src,Dest) ); 
claim(Dest,Commit,Src,nMRs); 
claim(Dest,Secret,nMRs); 

claim(Dest,Alive); 

claim(Dest,Weakagree); 

claim(Dest,Niagree); 

claim(Dest,Nisynch); 

} //////////////////////////////////////////// End Role Dest  
} //////////////////////////////////////////// End protocol secmig 
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