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Abstract

Virtual Machine (VM) migration is one of the core features of Cloud, which is
mainly used for high availability, workload balancing, hardware maintenance
and fault takeover. It is used by private Cloud Service Providers (CSPs) for
the migration of VM on the public Cloud when the demand for computa-
tional resources increases. However, VM migration has severe security issues
and it is prone to active and passive attacks. By exploiting the vulnerabil-
ities of the migration process, attacker can launch attacks on availability,
integrity and confidentiality of the VM data by illegally accessing or adding
malicious code to VM images. Therefore, CSPs are reluctant to use this im-
portant feature, especially when the VM contains sensitive data. Previously,
security aspects in the VM migration process were not completely explored;
therefore, this paper proposes a comprehensive system for secure migration
of VM in the Cloud environment which provides security features such as
authorization, confidentiality, replay protection, integrity, mutual authenti-
cation and source non-repudiation with negligible modifications in existing
infrastructure. We have carried out a thorough security requirement analysis
of the VM migration process. We have enhanced the key manager of Cloud
provider which now offers new features for the management and storage of
keys involved in the SV2M solution. In addition, we have also incorporated
the SV2M in a widely-used open source Cloud platform, and have evaluated
the SV2M system with respect to performance and security.



Chapter 1

Introduction

Chapter 1 s intended to provide a comprehensive overview and literature
review on Virtualization, Cloud Computing and security challenges of Vir-
tualization features in Cloud. It also provide the motivation of our thesis
work which is based on the one of the feature of Virtualization technology
, VM migration and its use in traditional as well as in Cloud environments.
The motivation part is categorized into three main sections: Virtualization
and VM, VM in laaS delivery model of Cloud , and VM migration between
Cloud Services Providers (CSPs). It paves the way for rest of the thesis and
defines the overall thesis structure. We briefly state our aims for the thesis
and define the scope within the boundary of Secure VM magration. The chap-
ter concludes with the details regarding the structuring of thesis work and by
highlighting the goals of each chapter.

1.1 Virtualization: Background

Virtualization technology is the abstraction of hardware resources to enable
improved sharing between multiple clients. There are different types of vir-
tualization such as hardware virtualization, operating system virtualization
and application virtualization. Virtual Machine Monitors (VMMs) and the
Virtual Machines (VMs) are two important components of virtualized envi-
ronment [I]. A VM is defined as an efficient isolated clone of a real
hardware machine. VMM is defined as a layer of software/tool which
satisfy the following three properties:

1. A VMM must provides VMs with same essentially same functionalities
to the real world hardware machine.



3 Introduction

2. Virtualized environment may degrades the performance of programs
when they execute in a VM rather than on the real machine.

3. The VMM must completely controls and isolate the system resources.

VMNDMs are classified into two categories based on their usage. In type I
VMM’s, which are also known as hypervisors, directly run on the bare hard-
ware while type II VMMs run on the host operating system(OS) [2]. There
are several commercial and open-source hypervisors are available including
VMware’s vSphere Hypervisor (ESXi)and the Xen hypervisor. The basic
concept of virtualization is shown in Figure

ERENIENENIED
EBEBEDEDED

Wirtualization Infrastructure
(Hypervisors, Wirtual Switches, etc.)

( Commodity Servers, Storage, Networking j

Figure 1.1: Virtualization Technology.

1.2 Benefits of Virtual Machine (VM)

Before the Cloud technology, VM was mostly used by administrator in the
traditional data centers. There are many benefits of VM in IT infrastruc-
ture.Few of them are mention below.

1. Virtual Machine helps in making efficient/better use of hardware re-
sources in data centers.

2. It facilitates a greater degree of abstraction.

3. It is easily moved from one piece of hardware to another. VM migration
features is commonly used for load balancing in data centers

4. Tt is used to create more scale able and flexible infrastructure.

1.3 Security Challenges of Virtualization Tech-
nology

Besides the several benefits of virtualization, there are several security chal-
lenges associated with it. This section discusses different security issue of
virtualization technology in Cloud environment.
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1.3.1 Security Issues of Hypervisor

An attacker can install malicious OS in the allocated VM which may compro-
mises the hypervisor by modifying the source code to gain access to sensitive
contents of memory [3]. In hyperjacking technique attacker install malicious
program to take control of underlying OS [4].

In VM Escape attack, a program running in one VM can get root access
to the host machine. Escaping the guest OS allows the malicious VM to
interact with the hypervisor and provides them access to other guest OS on
the system as well. Complete control of the underlying operating system by
hiding itself from administrator and security software [5].

1.3.2 Security Issues of VM

If isolation is not properly implemented in virtualized environment, attacker
can use covert channels for unauthorized communication with other VMs of
the system. Guest OSes of VM can be target with the same attacks on OSes
of physical systems to compromise them. Trojans and malwares can be used
by attacker for traffic monitoring, stealing critical data, and tampering the
functionality of VMs.Viruses and worms which exploit the mistakes of the
buggy software used to take control of VMs [6].

Furthermore, zero day attacks can be launched on un patched OS of VM.
Attacks on TCP/IP layers such as sync attack can be launched on a Cloud
network with little effort. Furthermore, the saved/paused state of guest
virtual machine (suspended or paused VM) as a disk file store in plaintext .
Attacker can compromise the integrity and confidentiality of the saved VM
state and when restored VM may not function as desired. VMs are also
migrated in traditional data centers for load balancing and fault takeover.
The state of VM memory stored in file and attacker can modify the content
of VM during migration which is severe security threat. VM migration is
also in Cloud environment [7].

1.4 Cloud Computing

Cloud computing is gaining attention in small and medium enterprises (SME’s).
It has revolutionized the I'T industry in the last decade and it is steadily gain-
ing attention in the business world because of scalability, increased efficiency,
lower infrastructural cost and better utilization of hardware resources. It is
combination of several other technologies such as Virtualization, Service Ori-
ented Architecture (SOA) and web 2.0 [§]. Cloud Computing is providing
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many benefits to SME’s, however there are still many significant barriers in
its adoption. The security of data and information in Cloud is the main
concern of any organization.

1.5 Characteristics of Cloud

According to National Institute of Standards and Technology (NIST) defini-
tion of Cloud, it’s consist of five necessary characteristics (as shown in Figure
which make it different from traditional computing environments [9].
These characteristic of Cloud have positively improved the Cloud usage and
integration within the I'T industry.

On-Demand
/ Self-Service

Measured Broad
Service Network
Access
Cloud
Rapid Resource
Elasticity Pooling

Figure 1.2: Characteristics of Cloud.

1. On-demand Self-Service: Cloud users can avail CSP services as per
their demands. They can change the computing capabilities automat-
ically without requiring any intervention of CSP.

2. Broad Network Access: Extensive network services provided by CSP
are used by mobile phones and laptops through standard mechanisms.

3. Resource Pooling - Virtualized computing resources (such as storage,network
bandwidth, and virtual machines) are provided by the CSP to serve
multiple Cloud users in multi-tenant model.

4. Rapid elasticity - Cloud provides the quick and elastic provisioning of
virtualized resources.

5. Measured service - In Cloud services model, each and every thing is
monitored, controlled and reported such as resource usage for trans-
parency between CSP and consumers.
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Cloud Service & Deployment Models: Cloud computing is also clas-
sified based on their data and services geographic location. Cloud, computing
architecture is service oriented which is capable of offering any thing “as-a-
service” such as Software-as-a-service (SaaS), Platform-as-a-service (PaaS),
Infrastructure-as-a-service (IaaS).There are many other such Security-as-a-
service, Database-as-a-services etc. There are many companies which are
offering on-demand and low-cost services to the the consumers such as Ama-
zon(Paa$ and laaS),Mircosoft(PaaS), RackSpace (IaaS) and Salesforce, Google
(SaaS). There are four deployment models of Cloud including public, private,
community and hybrid Cloud. Each deployment model has its own pros and
cons in terms of security and functionality they can offer. However our inter-
est is on laaS service model of Cloud. From the Cloud service provider (CSP)
perspective, both delivery models SaaS and PaaS are dependent on TaaS for
their services. Similarly any security violation in IaaS delivery model will
have an effect on SaaS and PaaS security and vice versa [g].

1.6 Motivation

The motivation section is categorized into three different but interrelated
domains, which include Virtualization and virtual machine, VM in IaaS de-
livery model of Cloud and Migration of VM between CSPs. In the following
paragraphs, we present the details regarding each one of them.

Virtualization and Virtual Machine: Virtualization is the primary
component that makes Cloud computing special. Virtualization enables a
single system to run multiple isolated virtual machines (VMs), operating
systems or multiple instances of a single operating system (OS). The concept
Cloud is merger of several other technologies such as virtualization and Ser-
vice Oriented Architecture (SOA). Virtualization is one of the critical and
important technologies of Cloud and it enables the abstraction of hardware
resources for the purpose of improved and better hardware utilization leads to
reduce operational and investment costs. In the past, virtualization technol-
ogy used in the traditional data center for better utilization of organization
resources. However in Cloud environment, CSPs provision virtualized com-
puting capacity (VM) as per customer needs [, [10].

VM in IaaS delivery model of Cloud: Virtual Machine is important
components of I'T infrastructure. CSPs allocates VM to consumers from the
pool of virtualized computing resources such as storage, network, processing
and others in [aaS delivery model. Security constraints of virtualization tech-
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nology are also inherited in the Cloud environment along with their benefits.
Security of VMs becomes critical for the overall security of Cloud because
virtualization technology introduces new attacks and challenges [10], [11].

Migration of VM between CSPs: VM migration or mobility is
the key feature of virtualization technology which is used to provide hard-
ware/system maintenance, work load balancing, and transparent manage-
ment in conventional data centers as well as in Cloud infrastructure [12].
This useful feature is used by the Private Cloud for the migration of VM
on the Public Cloud when the demand increases for computing. Apart from
providing major features, migration provided by KVM, VMware, XEN and
Hyper-V hypervisors is prone to severe security risks. VM migration is not
secure because of unavailability of strong security features in hypervisors.
VM migration without security becomes single point of failure for Cloud
environment because intruder can inject malicious code or modify the VM
content [13].

1.7 Aims and Scope

In this thesis we aim to identify and address the important security issues of
Virtualization technology which effects the infrastructure as a service (IaaS)
delivery model of Cloud. To achieve this goal, first we will extensively explore
the vast domain of Virtualizaiton and its features which are used in Cloud
environment, highlight its security issues and its effects on cloud technology.
Finally aim to design and implement a secure secure VM migration (SV2M)
system that meets the pressing needs of CSPs. Our scope, therefore, is lim-
ited to following research objectives:

Objective 1: To provide an assessment criterion for the evaluation of
secure VM migration systems . This objective can be achieved by carrying
out an extensive literature survey in the domain of Virtualization and Cloud
from the perspective of both security and functionality. We intend to use this
work as a tool to evaluate many state-of-the-art secure solutions for VM mi-
gration in traditional data enters as well as in Cloud environment.

Objective 2: To design and develop holistic solution for the secure mi-
gration of VM between Cloud which fulfills the our assessment criteria |,
provides the strong security features and integrated with the open source
Cloud platform OpenStack. .
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1.8 Research Contributions
The primary contributions related to our research field are given below:

e Survey on Secure Live Virtual Machine (VM) Migration in
Cloud: After extensive literature review, we have identified threats
and vulnerabilities in virtual machine migration process. An assess-
ment criterion has been devised that every secure VM migration sys-
tem must fulfill it. In addition to this, We have made a contribution to
this part by identifying certain features performing an extensive litera-
ture survey on the security issues of secure VM migration solutions. We
have further performed a comprehensive analysis of existing secure VM
migration approaches given in literature and evaluated them according
to our assessment criterion [14].

e Secure VM Migration (SV2M)in Cloud Federation: A secure
VM migration system has been designed and developed which provides
security features such as authorization, confidentiality, replay protec-
tion, integrity, mutual authentication and non-repudiation with negligi-
ble modifications in existing infrastructure We have used secure tropos
methodology for the representation of threats, vulnerabilities on mi-
gration process and possible security control against them. We have
enhanced the key manager of Cloud Provider which offers new fea-
tures for management and storage of keys involved in SV2M solution.
In addition to this, we have incorporated the SV2M in open source
Cloud platform Open Stack, which is used by large research commu-
nities and CSPs. We have done security evaluation of SV2M system
using AVISPA tool. We also evaluated the performance of our solution
using time utility which is available in the linux OS [15].

1.9 Limitations

In order to limit the scope of this work, we have restricted our research at-
tention to the security of migration process in Cloud domains. Therefore,
our research contribution focuses on providing security features ( confiden-
tiality, integrity, mutual authentication,authorization, reply protection and
source non-repudiation ) in inter-Cloud VM migration ; other security con-
cerns such as trust establishment between Cloud etc. remains the foremost
problems. Since, these security issues are not directly related to our work so
are understandably considered beyond the scope of this thesis work.
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1.10 Organization of Thesis

Our thesis is organized in the form of well-organized chapters, where each
chapter is directed to provide valuable insights that positively lead towards
the completion of this thesis work. A brief overview of our thesis road-map
is shown in the Figure

e Chapter 01 provides a comprehensive overview of virtualization and
Cloud technology, their features and issues of security in Cloud due
to virtualization . It also provides the motivation of our thesis work
which is based on the useful feature virtual machine (VM) migration
of virtualization technology and its security requirements. It explains
in detail the main areas of research which are focused. We briefly state
our aims and give details regarding the contributions which have been
made throughout this thesis.

o Chapter 2 discusses the details regarding the research approach that
we have assumed to achieve our thesis objectives. We have explored
various research methods and decide to follow mixed research method-
ology. Research approaches including deductive, qualitative, empirical
and analytical, have been used to achieve the our research objectives.

e Chapter 3 explains our proposed assessment criteria which is based on
potential security features that are positively imminent for the evalu-
ation of secure VM migration in Cloud. Further, it gives details re-
garding the proposed criteria which has been formulated after carrying
out an in-depth literature survey of security of VM migration in Cloud
environment. In addition to this, comparative analysis of numerous
secure VM migration systems using the proposed assessment criteria is
presented.

e Chapter 4 describes the design, architecture and implementation of
Secure VM migration system for Cloud environments. The enhanced
architecture of Key manager which is used in our system and SV2M
integration with OpenStack is also discussed. In addition to this, the
complete implementation details including XML encryption/decryp-
tion, XML signature, Python/bash code snippets are also presented in
this chapter.

e Chapter 5 describes the details of our thesis evaluation with respect
to security and performance. Validation of security features has been
carried out using AVISPA, which is a security protocol verification
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Figure 1.3: Organization of Thesis.

tool.Further, performance test of insecure and secure VM migration
also carried out in OpenStack Cloud using time utility of linux which
is used to monitor the system resources.

Chapter 6 presents the summary of our research findings and concludes
by stating the future research directions of our thesis. It highlights the
vital research problems of virtual resources security in Cloud which are
still needed to be resolved particularly the issues related to security.



Chapter 2

Related Work

This chapter explains the related work done in the area of security of VM in
traditional data centers and Cloud environment. Cloud computing has been
a important area of research since 2000 and a lot of research has been done
in the area of use of virtualization in Cloud. In this research work , we have
done literature review of related work to secure vm migration and survey of
existing solutions/approaches. We have followed the layered approach to re-
view the literature of securing the virtual machines in Cloud. The first part
of the chapter presents about the VM migration and its different types which
are supported by Open sources and commercials hypervisors. The second part
presents the identified threats and vulnerabilities in VM maigration process,
wdentified security requirement for secure VM magration solutions and com-
parison of existing solution/approaches with respect to security features. The
last part of this chapter presents the secure tropos methodology for security
requirements of VM migration and also security reference diagram for the
representation of threats/vulnerabilities.

2.1 About VM Migration

This section explains about the VM migration, its different types and support
in KVM, XEN and VMware Hypervisors. VM Migration feature is one of
useful features of virtualization technology which is used for migrating a VM
from one physical server to another or from one data centre to another. This
feature provides efficient system maintenance, load balancing and proactive
fault tolerance in enterprises infrastructures [12, [13]. VM migration is also
used in Cloud Federation to provide cloud bursting feature [16].
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2.1.1 VM Migration Types:

VM migration is classified into following types due to its usage in traditional
data centers.

Cold M:igration: In Cold migration, first VM is shut down and then
migrated to other destination host, it is also known as offline migration [17].

Hot Migration: In hot migration, VM is migrated without shutting
down the machine and it is also used to minimize the downtime of the services
running inside the VM. Live and suspend /paused VM migrations are types of
hot migration.Live migration is defined as transfers of running VMs from one
physical server to another with minimum downtime and without interrupting
the services running inside VM [12]. Live migration is further classified into
memory migration and block/storage migration.

Live Mzigration: In memory migration only contents of volatile mem-
ory of VM are migrated and in block migration, the storage of VM is also
migrated along with memory and it takes longer time as compared to mem-
ory migration.

Suspend/Pause Migration: However in Suspend/Pause migration
technique, contents of VM stores in disk or in memory (RAM) respectively
before transfer from one cloud to another [18].

2.1.2 VM migration support in Hypervisors:

VM migration is useful and important feature so that why it is supported
by Xen, VMware, KVM and Hyper-V hypervisors. XEN hypervisor sup-
ports the suspended/live VM migration using XenMotion module and it also
supports cold migration [19, 20]. KVM is another well know open source
Hypervisor which is also supports both types of migration features [21].
VMware vSphere and Microsoft Hypervisor-V also support live VM migra-
tion feature [22]. Open source and commercial Cloud platforms which are
using these hypervisors support VM migration in cloud environment.

2.2 Identified Threats & Vulnerabilities in VM
Migration

John et al [I3] has empirically demonstrated that live VM migration process
is prone to active and passive attacks. Attacks on live VM process are cat-
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egorized into control plane, data plane and migration module classes. This
section discuses the threats and vulnerabilities on migration process.

Control Plane: Hypervisor operations such as initiation and manage-
ment of live VM migration must be authenticated and resistant against tam-
pering. Furthermore, protection against spoofing and replays attack should
be provided. We have identified various vulnerabilities and threats on control
plane which are mentioned in Table and Table respectively.

Data Plane: Live VM Migration occurs in this plane, memory contents
such as kernel states and application data transfer from one physical server
to another. Attacker can use ARP spoofing or DNS poisoning techniques to
launch man in the middle (MITM) attack on insecure communication chan-
nel. This introduces active and passive attacks during the migration process.
Therefore secure and protected channel must be use to minimize snooping
and tampering attempts on migration data. We have identified various vul-
nerabilities and threats on data plane which are mentioned in Table and
Table respectively.

Migration Module: VM Migration functionality of VMM is imple-
mented by software component which is known as the migration module.
Vulnerabilities in migration module may allow attacker to compromise the
VMM and any guest OSes as well. Possible threats due to vulnerabilities
in migration module are shown in Table [2.2] Vulnerabilities in migration
module are shown in Table 2.1l
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Table 2.1: Identified Vulnerabilities in Live VM Migration

Vulnerabilities

Description

Vulnerabilities in Migration
Module

Loop holes/bugs in migration module of hypervisor such as
following vulnerabilities in migration restoration routine of
Xen.

1. Stack overflow due to integer signedness issue.

2. Heap overflow due to issue in memory allocation
routine..

Aforementioned bugs may allow attacker to achieve priv-
ileged code execution and completely compromise the
VMM and host machine [3].

Vulnerabilities in live VM
Migration process (control
and data plane)

Insecure live VM migration provided by Xen, KVM and
VMware. It is vulnerable to severe security attacks

Table 2.2: Identified Threats in Live VM Migration

Threats

Description

Complete Control of VMM
or Guest OS (Migration
Module)

Attacker may gain full control of VMM or host due to
stack, heap and integer overflow vulnerabilities in migra-
tion module.

Lack of access control polices
in VM migration (control
plane)

It may allow an unauthorized user to initiate and migrate
the VM. Attacker can perform following action.

1. Denial of service by initiating a large number of
outgoing migrations of VM’s to a legitimate victim
VMM.

2. Migration of VM with malicious code for exam-
ple malware/ Trojans to legitimate VMM. To gain
control, malicious VM can be used to launch at-
tack on VMM and other guest VM.

3. Attacker first initiates unauthorized incoming mi-
gration request to influence others to transfer
VM’s. When VM is migrated, attacker gains con-
trol of guest VM by migrating it on his machine.

4. Attacker can falsely advertise resources of the
compromised platform to influence others to share
workload by migrating VMs on compromise ma-
chine.

Continued on next page
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Table 2.2 — Continued from previous page

Attacker can launch active and passive attacks during VM
migration on insecure and unprotected channel.
Insecure communication

channel (data plane) 1. Passive Attacks:

1.1. Leakage of sensitive data from memory of
migration VM such as cryptographic keys,
password, application data.

2.2.  Capturing authenticated packets and re-
play latter.

3.3. Attacker can identify the guest VM’s
based on size and duration characteristics
of migration.

4.4. Attacker can also identify the source and
destination of migration process.

2. Active Attacks:

1.1. Manipulating memory of VM during live
migration

2.2.  Manipulating specifics applications in
memory of migrated VM for example au-
thentication services such as SSHd, Plug-
gable authentication module (PAM) in live
VM migration

Placement of low security level VM near high security level
VM during migration process. Attacker can launch attack

Migration of low security on high security level VM by exploiting low security level
level VM near high security VM [12].
levels VM

2.3 Identified Security Requirements

This section presents the our identified and formulated essential security
requirements which should be supported by secure live and offline VM mi-
gration solution in Cloud environment. The detail of each requirement is
given below.

1. Integrity Verification of Platform:

The destination platform cryptographically identifies itself to source
for trust establishment.

2. Mutual Authentication:
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Attacker can launch MITM attack using technique such as route hi-
jacking or ARP poisoning in the migration process. In order to avoid
MITM attacks on live VM migration, source and destination platforms
must mutually authenticate each other.

3. Authorization (Access control policies):

Appropriate access control policies must be provided to secure the live
VM migration process. An unauthorized user/role may launch VM
initiate, migration operation. Unauthorized activities can be prevented
using access control list (ACL’s) in hypervisor.

4. Confidentiality and Integrity of VM during migration:

An encrypted channel must be established so that an attacker can not
get any information from VM contents and modification of contents
can be properly detected. This will help to avoid active attacks such
as memory manipulation on live migration and passive attacks such as
leakage of sensitive information.

5. Replay Resistance:

Attacker can capture traffic and replay it latter to get authenticated
in VM migration process. Therefore live VM migration process should
be replay resistant. Nonce’s can be used to prevent replay attack in
migration.

6. Source Non-Repudiation:

Source host cannot deny from VM migration operation This feature
can be achieved by using Public key certificate.

2.4 Analysis of Existing Approaches & Solu-
tions

This section discusses in more detail some of the existing solutions or ap-
proaches for secure VM migration in cloud environment. Many of existing
solution are using Trusted Platform Module (TPM) in their solution and only
support offline migration. TPM dependent solutions require changes in soft-
ware (virtualization of TPM in hypervisor) and hardware of current Cloud
infrastructure. Approaches which provide security in live VM migration are
not comprehensive and do not fulfil all the essential security features (such as
Mutual Authentication, Authorization, Replay Resistance , Confidentiality
and Integrity of VM contents during migration process and Non-Repudiation)



17 Related Work

of Live Migration process [12], 23].

Isolated /segregated migration uses Virtual LAN (VLAN) to isolate mi-
gration traffic from other network traffic because it reduces the risk of ex-
posure. However it does not provide any security feature and cost of VLAN
management is also linked with population of VM’s [12] 24]. In Network
Security Engine-Hypervisor based approach, firewall and IDS/IPS function-
alities become part of hypervisor for protection against intrusions. However,
it does not provide security features during the VM migration process [12].

In Policy or Role based secure migration approach, only offline VM mi-
gration is supported and it requires changes at software and hardware level
for linking in existing infrastructure [12], 25]. Security requirements such as
mutual authentication, replay resistance and source non-repudiation are not
part of this approach.

Secure VM-vTPM migration protocol provides mutual authentication and
establishes secure session for subsequent communication. Remote verifica-
tion is performed by the source to check or verify the integrity of destination
system. However, this approach does not support live migration and keys
of vIPM are also stored outside the TPM, therefore prone to leakage and
unauthorized modification [12 26].

Another such approach includes vI'PM migration protocol, where both
parties mutually authenticate each other and then property based remote
attestation is performed by source host to verify the integrity of destina-
tion. Key exchange is performed using Diffie-Hellman (DH), which is used
to achieve confidentiality during migration process. This approach only sup-
ports offline migration and vTPM state is also migrated [23].

In this paper, author proposed solution that uses proxy and secure shell
(SSH) to ensure security while VM migration. Proxies are used to restrict
access to end nodes which are involved in VM mobility and SSH tunnel is
established between both proxies to achieve confidentiality. However it does
not provide authorization and non-repudiation security features and port for-
warding is require on all intermediate devices and firewalls [16].

In this paper, author proposed new architecture for cloud platform, which
is known as Trusted Cloud Security Level (TCSL). It uses set of policies to
customize Cloud zones and reliable migration module for VM migration in
trusted Cloud. However it does not provide any security feature during the
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migration process. In TCSL approach, VM isolation is based on its security
level in trusted zone of Cloud. It requires changes in existing Cloud platform
for availability of security features [27].

RSA with secure shell (SSL) based approach provides authentication, en-
cryption, and reply resistance during migration process. For authentication,
it requires public keys of all other hypervisors for VM migration however it
includes the difficulties of public key management [2§].

Trusted Token (TT) based migration technique uses satisfactory Trust
Assurance Level (TAL) value of the target cloud platform for VM transfer.
Platform Trust Assurance Authority considers hardware and software com-
ponents of platform while issuing TT credential. TAL value is enclosed in
TT credential, which is further used in VM migration. User can perform
VM migration if TAL value of recipient platform is acceptable correspond-
ing to migration policy of sender. This approach also uses the TPM in key
pairing and does not provide live VM migration. Moreover, it gets complex
when the multiple number of users simultaneously perform VM migration
in Cloud. TAL value is dependent on hardware and software components of
Cloud infrastructure; therefore change in any component (addition of new
hardware, installation of new software) requires new TAL value. The perfor-
mance of this approach may degrade due to dependencies on hardware chip
(TPM) which is also virtualized (vIPM) in Cloud environment so that all
VM'’s can access it [29].

Fengzhe et al. proposed Protection Aegis for Live Migration (PALM)
of VM’s using customized Virtual Machine Monitor (VMM) called VMM
enforced protection system which provides security to running processes in
VM. In this approach, protected memory pages also transfer as metadata
along VM. Furthermore it does not provide authentication and authorization
security features [30].

Table presents the result of our extensive analysis with respect to
security aspects.
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Table 2.3: Analysis Of Existing Solutions & Approaches

Isolate | NSEH | Role | Secure | Improved | VM | TCSL Secure Trust | PALM
migration based VM- | vIMP | mobility Migration | Token
Security Requirements network Migration | vIPM | based using using RSA | Based
R VLAN Migration | SSH with SSL | migration
funnel
oI N A O I M4 | [
Integrity Verification of platform X X v v v X X X v X
Authentication of platform X X X v v X v X X
Authorization
(Access control policies ) ¥ ¥ Y ¥ X X ¥ ¥ ¥ ¥
Confidentiality and Infegrity % " v v e v % v v v
Replay Resistance ® v v v % v v vV
Source Non-Repudiation X Ve V4 Y v v X

2.5 Secure Tropos Methodology for Security
Requirements of VM Migration

We already have performed extensive literature review and find out the
threats and vulnerabilities on existing VM migration process. We also have
analyzed security requirements for Secure migration process. In this section
we are using secure tropos methodology to model the threats and security
features of VM migration using the security reference diagram which is con-
structed after analysing the security requirements of system. Before the
development cycle, security requirements of the system collect using security
referring modelling. It involves the identification of security needs/feature of
the system, problems related to the security of the system, such as threats
and vulnerabilities as well as possible solutions to the these security prob-
lems. Tropos methodology is used in the software development cycle which
employs modelling concepts such as actors, soft goals, goals, resources and
tasks. These concepts are also best suited to model the security requirements
of the system, however the security requirements are usually expressed in
natural language such as confidentiality and authentication goals [31].
Secure tropos methodology is used to consider security features at design
phase of application or software. The security reference diagram of secure
tropos is used for the representation of the link between security features,
threats, protection objectives and security mechanisms. Security features
represent that the end system must have associated features such as privacy,
availability, confidentiality and integrity. Protection objectives of secure tro-
pos represent a set of rules that contribute towards the achievement of the
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security features and the concept of goal is used for the modelling of pro-
tection objectives. Examples of protection objectives are cryptography and
accountability. Security mechanisms or methods used for the satisfaction of
the protection objectives. Security mechanisms are modelled using task con-
cept because a security mechanism represents a precise way of satisfying a
protection objective. Threats represent circumstances that have the potential
to cause loss that violates the security features of the system. Examples of
threats are password sniffing and eavesdropping attacks. The notations used
by secure tropos for the protection objective, security mechanism, threats
and security features are shown in the Figure 2.1} The notations of security
reference diagram are linked with each with the help of positive and negative
contribution links. A positive contribution link associates two nodes when
one node helps in the fulfillment of the other and a negative contribution
link indicates that a node contributes towards the denial of another node. A
positive contribution link of security reference diagram is modelled as an ar-
row with a plus (4), which points towards the node that is fulfilled, whereas
a negative contribution link is represented as an arrow with a minus (-) [31].

Protection Secuiy
objective Mechanism Threats  Security Feature

Figure 2.1: secure tropos notations for security reference diagram

VM migration in Cloud environment is vulnerable to active and passive
attacks. In active attacks, attacker can modify the content or steal sensitive
information of VM during migration. An unauthorized migration request
may cause denial of service (DoS) attack. VM migration is prone to replay
attack on unencrypted/insecure channel and attacker can use it to replay the
authentication session, therefore nonces/random number are used for protec-
tion. The source of VM migration operation may deny therefore source non
repudiation is required in secure migration. We have used the methodology
of Secure tropos for Secure VM migration. The security reference diagram of
SV2M is constructed after analyzing the security requirements which shows
the threats on migration process and the possible solution against identi-
fied threats is shown in Figure [2.2] The security reference diagram consists
of different symbols or notations to shows the threats, security mechanism
and desirable security features of SV2M system. Threats and their possible
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security mechanisms are linked to security features of SV2M system using
negative/positive contribution link respectively.

Mutual
authentication Entity Auth RNG
FIPS196 (Nonce)
Weak
authentication Sender deny
Confidentiality
Source

== Non-Repudiation
=
Crypto
Leakage of (confidentiality
sensitive data

Encryption

Replay
protection

Masquerade

Decryption

Hash Message
Function Digest

Figure 2.2: Security reference diagram using secure tropos notations.




Chapter 3

Research Methodology

This Chapter discuses the research methodology that we adopted during this
thesis work to achieve our goals. This thesis work has several components;
first of all the detailed study of Virtualziation technology and its usage in
Cloud environment. Then security analysis of the VM migration solution
to identify potential threats and vulnerabilities and also devise assessment
criteria (security requirements) for different commercial and open sources
solutions. After identification of security requirements , we have to design
and implementation of proposed solution for the protection of VM migra-
tion process in Cloud computing. We have adopted deductive approach &
researchmethodologies for the completion of our research work. This chap-
ter presents the details about the complete methodology for defining research
problem, develop hypothesis, observation and development of proposed solu-
tion based on hypothesis.

3.1 Introduction

‘Research’ is define as in depth study and investigation in a specific area with
an objective to search for new knowledge and get some specific information
related to any particular field [32][33]. Tt is carried out for the most efficient
solutions of unsolved problems. Research is the keen desire for knowledge
that encourages us to inquire and discover the unknowns. Every research
activity generally involves a series of steps such as:

1. Identify area/field of research
2. Perform extensive literature review

3. Identify the problem



23 Research Methodology

4. Develop hypothesis
5. combine and evaluate

6. Certify the result to decide whether or not they fulfill the hypothesis

3.1.1 Research Method & Research Methodology

Research Methodology is standard set of guidelines and systematic procedure
which is used to conduct research in any area . It consist of following steps
including:

1. Information Gathering.
2. Data Review.
3. Analysis and Development of hypothesis.

4. Deduction of Research findings [32} [34].

Research methodology covers research methods, their logic and impor-
tance of the research methods for specific scenarios. Research methods may
follow a systematic or objective approach depending upon the problem area.
Similarly, for the this thesis work, we have done an extensive literature review
for identification of potential research questions which are either unanswered
or have not given due attention. Our main objectives in this thesis include:

e Detail study of virtualization and usage of useful features in Cloud.

Identification of security requirements for VM migration.

An assessment criteria for secure VM migration system .

Develop hypothesis through extensive literature review.

Validate the hypothesis through implementation and evaluation of frame-
work.

3.1.2 Types of Research Methods

There are different types of research methods and each one of them is suitable
for specific domains and research phenomenon.
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3.1.3 Applied Research

Applied research is adopted to solve real world problems which targets the
business, industry or general public. In the end this research method pro-
duces detailed findings or solutions of problem [33].

3.1.4 Descriptive Research

It is a survey based research methodology and the methods which are used
in this research mainly focus on survey techniques . It consist of various
surveys of literature/questionnaires to find facts and It does not produce any
novel contribution. The whole research is done by the evaluation of already
available data to researcher. [33].

3.1.5 Analytical Research

This research method required extensive study of state-of-the-art literature
with an objective to conduct comparative analysis to produce detailed results
and findings. This type of research ends with report which consist of facts
and finding which are consolidated after performing detailed comparative
analysis of the existing solutions/approaches [33].

3.1.6 Deductive research

In this research method, researcher begins to explore the broad spectrum
of information say theory about some filed (hypothesis) an that why it is
also known as top-bottom approach. It consist of theory/survey, hypothesis,
observations and validation. Researchers narrow down by investigating the
possibilities to achieve some specific goals and objectives [35]. Any research
methodology that involves theory, hypothesis, observation and confirmation
phases is referred to as deductive research approach.

3.1.7 Inductive Research

It is opposite to deductive research method, It uses bottom-up strategy is
used to draw generalized theories from study of experimental observations
(hypothesis) [35]. Inductive research is considered unreliable in comparison
to deductive research because it is not logical to assume that general theory
is always correct.
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3.1.8 Empirical Research

Empirical Research targets the experiments or involves observation to draw
conclusions from it. It helps integrating research and practice. Researcher
required to formulate a hypothesis first to perform empirical research and
then validate the results using facts.

3.1.9 Qualitative Research

Qualitative research provides detail information about the research area using
survey and research analysis. Information gather using this research method
is considered reliable and stronger analysis conclusions. Sometimes, it helps
to develop a new theory that didn’t exist before [36], 37].

3.1.10 Quantitative Research

As it name indicates that it is used to reduce data to numbers and analyzed
using some statistical methods. Quantitative research approach supports an
exist theory using observations, surveys and analysis of records for numeric
figures. Findings of quantitative research are descriptive in nature [36].

3.1.11 Conceptual Research

Conceptual research used to find the basic ideas behind a phenomenon. It
is a method of research in some areas such as social sciences and psychology
where the researchers explore some existing idea to develop new theory or
change the existing ones [33].

3.2 Thesis Research Approach

In order to achieve our research goals we have to adopt more than one research
methodology described above. We have conducted our research in three
phases. In first phase we have done detail study of virtualization technology
and usage of useful features in Cloud environment. We have considered VM
migration feature during this phase wich is used in the data center and in the
Cloud. Then We have performed the in depth literature review on security
challenges of VM migration in Cloud and identified security requirements
for secure VM migration solutions. This leads to us to design and develop
a secure system which fulfill the our identified security requirements. we
have used multiple research methodologies for the completion of different
phases. Conceptual research for study the security architecture of Cloud
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Figure 3.1: Thesis Research Workflow.

and virtualization . Deductive research methodologies for the identification
of problem in Virtualization technology. Similarly, we have used empirical
research to implement secure VM migration in Cloud environment.

We have taken several steps during this research for the completion of
our thesis work. Figure [3.1] provides an illustrative overview of the steps of
our research methodology.

3.2.1 Defining Area of Research

As a first step, VM migration in Cloud was selected as our general domain
for thesis work and then we consider deductive research approach to conduct
an in-depth survey on the proposed secure VM migration (SV2M)system.
we have formulated our thesis research problem statement and hypothesis
using facts and observations derived from this survey work. We have ex-
plored the domain of secure VM migration in Cloud and contributed into
its different domains. Our first contribution involves the survey on secure
VM migration in Cloud environment. An extensive research work has been
conducted for the understanding of the threats and vulnerabilities on VM
migration in Cloud, identification of security requirements and assessment
criteria for SV2M system. In our second contribution we have proposed se-
cure VM migration solution to resolve the identified problems of existing
solutions/approaches. We have performed a detailed literature survey which
covers the various security challenges and solutions from Cloud environment.
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3.2.2 Literature Survey

We have chosen security of virtualization technology in Cloud as our thesis
research problem statement. We have selected this as our research area after
reviewing literature (research articles) and existing open source and commer-
cial secure VM transfer solutions. Qualitative research methodology helped
us in the identification of security issue in the VM migration systems.

We have used design system technique for reviewing and analyzing several
security challenges associated with VM migration systems which help us for
the development of our thesis research problem statement. We analyzed that
there is no assessment criterion for the evaluation of SV2M system. After
analyzing various solutions/approaches,we have proposed an assessment cri-
terion and security requirements for the evaluation of secure VM migration
systems.

3.2.3 Problem Statement

After conducting an extensive literature review, we have derived following
problem statements regarding the security of VM migration in Cloud envi-
ronment:

1. An assessment criteria is required for the evaluation of secure VM mi-
gration systems.

2. In addition to assessment criteria, there is a need to design and imple-
ment secure VM migration system which fulfills the derived security
requirements and integrated with the existing infrastructure of Cloud
with minimum changes.

3.2.4 Hypothesis

Analytical and deductive research methodology has helped us in establish-
ing our thesis hypothesis. We survey various state-of-the-art Cloud identity
management systems with related security issues and enlist a number of ob-
servations and assumptions which will be used to verify our hypothesis at
the end. Hypothesis can be summarized in following three questions:

1. Does the insecurity in VM migration process is a major hindrance in
adoption and acceptance in IT industry?

2. Is it possible to develop an assessment criteria for the evaluation of
existing VM migration solutions/approaches ?
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3. Is it possible to define security requirements for the secure VM migra-
tion between CSPs?

Following are the observations that we have concluded after performing
an extensive literature survey:

e VM migration is useful feature which is used for load balancing and
fault takeover in data center however it is single point of failure for
Cloud environment.

e VM migration is vulnerable for active and passive attacks which leaks
sensitive information during transfer.

e There are some open source and commercial solutions but they are not
satisfying strong security features.

e Existing solutions/approaches required many changes in the infrastruc-
ture of Cloud.

3.2.5 Formulation of system design

We have specified the important modules of our system which are required
to achieve objective of the thesis work. Thesis objectives include:

e Analyze features of existing secure VM migration solutions/approaches
and based on these devise an assessment criteria for the evaluation of
secure VM migration in Cloud.

e Design and develop secure VM migration module which easily inte-
grated with open source Cloud platform OpenStack.

3.2.6 Execution of Thesis Research

In order to solve the problem statement and satisfy the developed hypothesis
we offer In order to support the hypothesis and to provide solution to the
above mentioned problems, we offer

1. Security Requirements for secure virtual machine migration systems of

Cloud.

2. An implementation of Secure VM migration module for open source
Cloud platform OpenStack which satisfy the identified security require-
ments.
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To explain these arguments further, security requirements for the evalu-
ation of VM migration solutions devised which comprises of strong security
features such as mutual authentication, confidentiality etc. Finally, we have
to implement secure migration module for VM using XML encryption /sig-
nature for the OpenStack.

3.2.7 Evaluation and Hypothesis Testing

We have proved the validity of our hypothesis by implementing the SV2M
system for Cloud environment and then we have used AVISPA | security pro-
tocol verification tool for the evaluation phase to confirm the effectiveness
of our research work. The details about the evaluation and its results are
discussed in the next chapters. However, the results of our assessment shows
that the our developed system provides the required strong security features,
hence positively support our thesis hypothesis.

In this research work, first of all we understand and explore the domain
of Virtualization and its security issues in Cloud environment. After an
in-depth literature survey and analysis, we have identified the key areas of
virtualization which require further attention. So Our aim is to identify and
solve the potential problems of virtualization domain which also effect the

Cloud.



Chapter 4

Proposed System &
Implementation

This chapter presents the design, architecture and implementation of se-
cure VM migration system for Cloud environments. Proposed system ensure
the identified security requirements and required minimum changes in ex-
isting Cloud infrastructure. SV2M system introduces strong security features
such as mutual authentication between CSPs, authorization before initiation
of migration operation, confidentiality, integrity, replay resistance and non-
repudiation. We have used open source libraries (Mcrypto,Pyssl) and Cloud
platform software (OpenStack) in our implementation work. FIPS196 stan-
dard provides mutual authentication feature between CSPs. Role based ac-
cess control (RABC) used for authorization support in SV2M. We have used
XML Encryption/Signature for the confidentiality, integrity and source non-
repudiation security features. We have enhanced the functionalities of Key
Manager (KM) of CSP which support the storage of keys for SV2M sys-
tem. This chapter first describe the related technologies which are used in our
thesis work. Then we describes the different components of SV2M system
with their functionalities. Complete work-flow and an activity diagram of
SV2M is also discussed. Integration of SV2M with OpenStack components
and its complete work-flow is also explained in detail.

4.1 Related Technologies of SV2M System

Implementation of the SV2M system for Cloud environment involves the use
of PyXMLSec,OpenStack, M2Crypto and FIPS196 tools and specifications.
We elaborate each one of them to help understand their functionality and
usage in our thesis work.



31

Proposed System € Implementation

PyXMLSec We selected XML encryption and XML digital signature
in our thesis work. It is used to provide confidentiality, integrity and
source non-repudiation security feature in SV2M. It has various features
such as message level security, different keys for different document etc.
PyXMLSec is an open source implementation of XML (Encryption/Dig-
ital Signature)feature in Python. We have used this library for XML
encryption, Decryption and Digital signature functionalities in SV2M.

OpenStack OpenStack is open source Cloud platform which provides
TaaS delivery model of Cloud computing The major components of
OpenStack are Dashboard or graphical user interface (Horizon), Iden-
tity service (Keystone), Image Service (Glance), Storage infrastructure
(Swift), Network service (Neutron), Volume service (Cinder) , Compute
Infrastructure (Nova) [I8, 38]. Horizon is the dashboard project which
provides graphical interface to administrator and user to access, provi-
sion resources of Cloud. It is just one way to interact with OpenStack
resources. Authentication and Authorization in OpenStack are pro-
vided by Keystone component. We have integrated our SV2M module
in this Cloud platform.

M2Crypto M2Cypto is the popular M2Crypto library of Python which
various security features such as symmetric algorithm (AES),Asymmetric
algorithm (RSA) which is used for generation of Private/Public keys
[39]. We have used this library in the one module of SV2M. It is used for
generation of self signed certificate to use in SV2M module. M2Crypto
is available as a as a fully supported package in the major distribution
of Linux (Ubuntu,Fedora).

FIPS196 It is Federal Information Processing Standard (FIPS )-196
for the mutual authentication between two entities. It is used in SV2M
to achieve mutual authentication between CSPs. There is no Python
implementation available for FIPS-196, therefore we contributed FIPS-
196 implementation to open source community.

4.2 Proposed System Design

Our proposed solution provides the protection against active and passive
attacks during migration process. The solution introduces strong security
features such as mutual authentication between CSPs, authorization before
initiation of migration operation, confidentiality, integrity, replay resistance
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and non-repudiation. The architecture of proposed solution is shown in Fig-

ure 411
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Figure 4.1: Proposed System

Proposed secure VM migration (SV2M) system encompasses different
components. Its core part is SV2M module which is further divided into
sub modules such as i) certificate management module (CMM) ii) authoriza-
tion module (AZM) iii) mutual authentication module (MAM) iv) encryption
and decryption module (EDM). Other components are load monitoring mod-
ule (LMM) for continuous monitoring of cloud resource and Key Manager
(KM) for storing the keys which include encrypted disk image keys (EIK)
and VM encryption keys (VMK). All these modules communicate with other
components of Cloud platform. The detail functionalities of each module are
described below.

4.2.1 Secure VM Migration (SV2M) Module

This module provides security while VM mobility occurs between CSP’s.
It consists of following four sub modules: Certificate management mod-
ule (CMM), Authorization module (AZM), Mutual Authentication module
(MAM) and VM encryption/decryption module (EDM). The detail descrip-
tion of sub modules are given below.

4.2.1.1 Certificate Management Module (CMM)

This module first generates RSA keys, stores the private key secret and then
sends the certificate signing request (CSR) to Trusted Third Party (TTP)
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or Certification Authority (CA) for digital identity certificates. The digital
certificate for the CSP is also store in the Cloud platform on certain path
which is accessible to other modules. This X.509 v3 certificate is later used by

the authentication module for entity authentication or mutual authentication
of CSPs using FIPS-196 standard.

4.2.1.2 Authorization Module (AZM)

This module checks the authorization of current user/operator before initi-
ating the process of secure VM migration. Secure VM migration can only be
performed by those users which are allowed by the Cloud administrator. We
are using Role based access control (RBAC) to restrict access to SV2M mod-
ule. RBAC is a secure method of restricting operator access to authorized
Cloud resources only.

4.2.1.3 Mutual Authentication Module (MAM)

Authenticity of sender and receiver is achieved using strong authentication
mechanism. This module ensures that source and destination CSPs are au-
thenticated by each other and ready to perform the VM migration. In this
module, CSPs send X.509 certificates to each other and perform mutual
authentication. We are using FIPS-196 standard to achieve mutual authen-
ticity between CSPs before VM transfer. Random numbers from sender to
receiver and Public Key Cryptography are used in FIPS-196 standard for
mutual authentication [40].

4.2.1.4 VM Encryption and Decryption Module (EDM)

After successful mutual authentication between CSP’s, the next step is en-
cryption and digital signature of suspended/paused VM at sender CSP end.
We are using XML Encryption and Signature in this module. First of all,
XML signature of suspended VM is created and signed with private key
(Priv_.KA) of Cloud A. In the next step, encryption key (VMK) for sus-
pended VM is retrieved from key manager and used for XML Encryption of
VM using AES algorithm. In final step, both VMK and (EIK) are encrypted
using the Public Key (Pub_KB) of Cloud Band transferred along XML en-
cryption and signature of VM, as shown in Figure [4.2]

After the encrypted VM is received, the decryption module extracts the
VMK and EIK using the private key (Priv_KB) of Cloud B. The EI key of
received VM is stored in the Key Manager, whereas VMK is used to decrypt
the migrated VM. For XML signature verification, ED module decrypt the
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Xml Encr of VM Signed xml sig of Encr of {VMK +
+ +
M EIK} it

Figure 4.2: Encryption of message at sender side

signed XML signature of VM using Public key of Cloud A (Pub_KA) and
compare it with newly created XML signature of decrypted VM as shown
in Figure [4.3] After successful verification, suspended VM is resumed on
receiver Cloud for providing services.

Verify VM xml Decr of VM & Decr of {VMK +
sig create Hash EIK} oo o

Figure 4.3: Decryption of message at receiver side

4.2.1.5 Key Manager (KM)

Key Manager provides key management such as generation, their secure stor-
age, updation and deletion. CSP uses Key Managers for server side encryp-
tion such as Object Storage transparent encryption by Google and Amazon
[41]. CSP also use it for storage of encrypted disk images keys (EIK) which
are used to protect disk images in cloud repositories [42] 43| 44, 45]. Tt is
also used for generation and storage of VM encryption keys (VMK) for ED
module. In secure migration module, EIK and VMK are transferred to the
receiver Cloud Provider along with encrypted VM. After successful resump-
tion of VM, disk image key (EIK) is store on the key manager at receiver
end.

4.2.1.6 Load Monitoring Module (LMM)

This module is used to monitor the Cloud resources which include the un-
used random access memory (RAM), storage and virtual CPU (vCPU) etc
and linked to secure VM migration module (SV2M). It intimates the source
Cloud (Cloud A) operator about the migration of VM due to unavailability of
resources for new VM’s. It also intimates the destination or receiver Cloud
(Cloud B) that whether it can accept or reject the VM migration request
based on available resources.
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Figure 4.4: Overall work-flow of SV2M module

Complete work-flow of proposed architecture is shown in Figure [{.4] and

the description of each step is given below.

1. As a first step, source & destination CSPs request Trusted CA for

certificates. These Certificates and their private keys are stored in
Cloud Platform.

. In this step, AZM checks that whether the Cloud operator can initiate

request for VM migration operation or not.

. After the successful authorization, CSP A initiates VM migration re-

quest toward CSP B. Request will be accepted by CSP if enough un-
used resources are available for migrated VM. Acceptance and rejection
of migration request depends upon Load monitoring module because
it intimates the SV2M module about the available resources. In this
step, both CSP’s mutually authenticate each other using FIPs196 en-
tity authentication. Both parties share their X-509 certificate in this
mechanism

. Cloud providers have repositories of VM disk images which are en-

crypted to protect against offline attacks while at rest. When every
time customer requests for VM, CSP first decrypt the disk image using
key (EIK) which is stored in key manager and run it using hypervisors
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such as Xen/KVM/VMware on Cloud. EI key is also migrated along
with the suspended VM. Therefore Cloud Provider A first suspends
running VM and retrieve corresponding EIK. XML signature of sus-
pended VM are created and signed by the sender. XML encryption is
also performed on VM using key VMK. Finally VMK & EIK are also
encrypted using the public key of Cloud B and sent to Cloud B.

5. When Cloud B receives the encrypted VM with signatures and en-
crypted Keys (EIK & VMK), first it decrypts the encrypted keys using
Private Key of Cloud B. EIK is stored in the key manager and VMK is
used for decryption of encrypted VM. In parallel, Cloud B also decrypts
the XML signatures of VM using Public key of Cloud A and compare
it with XML signature of received VM. Migrated VM is resumed on
Cloud B hypervisor after successful verification.

6. Cloud B acknowledges the Cloud A after successful execution of VM
and it is removed from send CSP [15].

The activity diagram of complete work flow is shown in the Figure 4.5

Perform Mutual

Authentication

Figure 4.5: Activity diagram of SV2M
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4.3 Integration of SV2M with OpenStack Plat-
form

OpenStack is open source Cloud platform which provides [aaS delivery model
of Cloud computing The major components of OpenStack are Dashboard or
graphical user interface (Horizon), Identity service (Keystone), Image Service
(Glance), Storage infrastructure (Swift), Network service (Neutron), Volume
service (Cinder) , Compute Infrastructure (Nova) [I8] [38]. Horizon is the
dashboard project which provides graphical interface to administrator and
user to access, provision resources of Cloud. It is just one way to interact
with OpenStack resources. Authentication and Authorization in OpenStack
are provided by Keystone component. Basically it provides identity, token
and policy services in Cloud. It generates a token against each user or ad-
ministrator which is used for authenticity of request during interactions of
different components. Glance component of OpenStack is used for register-
ing, listing, and retrieval of VM images. It also holds metadata and status
information of the images. Glance provides an abstraction to multiple stor-
age technologies such as object storage systems of OpenStack Swift project.
Swift is the distributed storage system for managing of all types of storage
such as archives, virtual machine images through RESTful HTTP API. There
are multiple layers of redundancy, failover management and automatic repli-
cation; therefore loss of data in the node is reduced due to automatic recovery.

Furthermore, Neutron is focused on delivering networking as a service
in OpenStack cloud environment, whereas, Cinder is block storage service
and it manages the volumes in OpenStack. Compute Infrastructure is the
virtual machine provisioning/management module of Cloud software and in
OpenStack Cloud these functionalities are provided by Nova component. It
is underlying cloud computing fabric controller and interacts with other com-
ponents for provisioning and management of VM’s. It manages all activities
needed to support the life cycle (management such as creation, update and
deletion) of instances within the OpenStack cloud. It uses libvirt virtualiza-
tion library for hypervisor support such as VMware, Xen, KVM and Hyper-V
in OpenStack. Nova uses sub components nova-compute and nova-scheduler
for both cold and hot VM migration in OpenStack. In cold migration, nova
first turns off the VM however it suspends or pause the VM in case of hot
migration [I8, [38].
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4.3.1 SV2M at Sender Cloud

We assume that Cloud administrator or operator wants to transfer VM in-
stance from one provider to another. First of all, CMM module generates cer-
tificate and stores in Cloud which is accessible in OpenStack dashboard. We
are using Role based access control (RBAC) for authorization of migration
request. Cloud administrator allows certain role to perform VM migration in
OpenStack. We are achieving this by using the Keystone component which
performs authorization in OpenStack Cloud. Once successfully authorized,
VM migration request is sent to the destination Cloud by the sender SV2M
module. Strong authentication of both sender and receiver is required so that
attacker cannot masquerade in migration process. We are using FIPS196
which is based on Public Key Cryptography for mutual authentication phase
of secure VM migration between CSPs.

After successful authentication, SV2M requests nova components for sus-
pension of instance. Nova suspends the running instance of OpenStack cloud
and gathers instance corresponding information or data such as volume, net-
working and imaged details from Cinder, Neutron and Glance components.
It returns both VM and metadata to SV2M module for XML encryption
and signatures. ED module of SV2M performs XML signature on VM and
its metadata. After that, the SV2M requests KM for XML encryption key,
VMK. We are using AES256 encryption algorithm with 256 bit key for VM
encryption. Finally, SV2M also retrieves EIK from KM, encrypt both keys
using receiver Public Key and sent along with XML signature and encrypted
VM to the receiver cloud. Integration of SV2M with OpenStack at sender
Cloud is shown in Figure [4.6|

4.3.2 SV2M at Receiver Cloud

SV2M module is also integrated with OpenStack at receiver side which per-
forms the mutual authentication and accepts the encrypted message (which
includes digital signature of VM, encrypted VM and keys). ED module de-
crypts the keys using Private Key of receiver and stores the EIK in the KM. It
uses the VMK for XML Decryption and also calculates the hash of VM after
decryption. ED module also decrypts the digital signature of VM and com-
pares it with the newly created hash. After successful verification of hashes,
SV2M module passes the VM and related metadata to nova component of
OpenStack for resuming services in receiver Cloud.
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Figure 4.6: OpenStack and SV2M integration at sender end

4.4 Enhancements in Key Manager

Key management is very important component of any security solution. It
provides the key generation, deletion and updation features. Normally key
manager APIs support create, delete, update functions and different appli-
cation or software use get and put functions for accessing the stored keys.We
have stored different application keys in key manager table, which is shown
in the Figure [4.7]

Kepad Kestng ~ Afftbufe— Applafonname

Figure 4.7: Representation of keys in Key Manager

We are using key manager in SV2M for storage of VMK and migration
key. Enhanced Key Manager for SV2M is shown in the Figure .8 VM
encryption keys are generated and stored in key manager which are used to
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provide confidentiality during its migration from one to anther Cloud. EIKs
of VM are also stored in enhanced key manager after successful migration.
EIK is used again on receiver Cloud to secure store images.

Put(key-id,encr- Key Manager
str,app_name)

SV2M eet(key-
id,app name) VM Ener Images
Keys migrated keys
Encrypted key string

Figure 4.8: Enhanced OpenStack Key Manager for SV2M

4.5 Implementation

This sections discusses the details about the implementation work on SV2M
system. We have integrated SV2M framework with OpenStack and it inter-
acts with Nova,Glance,Quantum modules. SV2M system is developed using
Python and bash scripting languages. Implementation details of modules is
given below.

4.5.1 Certificate Generation and Mutual Authentica-
tion

The detail about the environment setup for SV2M system is given in Ap-
pendix A. First of all, Python script generates the certificates for the source
Cloud (Client) & Destination Cloud (Server). Certificate generation code for
client/server is shown in Figure [4.9]

These certificate are further used in Mutual Authentication Module of
SV2M. MAM is implemented in Client/Server model in SV2M. Sender CSP
is the client and receiving CSP is the Server which listens from the incoming
request from sender for VM migration. Code snippet of client and server is

shown in Figure & Figure 4.11
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dir, CERT FILE))
(cert dir, KEY FILE)):

a1 3 1 f O &
M M M M M M M M M M M M M

I_i-

I_i-

I_i-

I_i-

I_i-

I_i-

4.5.2 XML encryption & Digital Signature

we have a bash script to call python scripts which provides the encryption,
decryption, random key generation and digital signature functionalities in
SV2M. Suspension and resumption of VM are also provided by this bash
script (ser_vmmigration.sh). Code snippet of SV2M main script is shown in

Figure [4.12]
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STREAM)

client address
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Figure 4.12: SV2M System

PyXMLSec is a set of Python bindings for the XML Security Library.
XML Security Library is implemented in C programming language and it is
based on LibXML2. The current version of library supports following XML
security standards:

1. XML Signature
2. XML Encryption
3. Canonical XML

4. Exclusive Canonical XML

Snippets of encryption & decryption code which uses PyXMLSec library
are show in Figure & Figure [4.14]

PyXMLSec also supports XML digital signature and we have used it
for integrity security feature in SV2M system. Code snippets for Digital
Signature and its Verification are shown in Figure & Figure [4.16
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ﬁtitiesDe;a41t[ )

if xmlsec.init() <

sys.exit(-1)

Figure 4.13: Code for XML Encryption
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Figure 4.14: Code for XML Decryption
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Figure 4.16: Code for XML Signature Verification in SV2M



Chapter 5

Security and Performance
Evaluation

This chapter explains the results of evaluation that we have done for our pro-
posed solution. We have designed a holistic solution named it SV2M for the
security of VM migration process which fulfills the identified security require-
ments. We also used AVISPA, a well-known security protocol verification
tool to validate our system against identified vulnerabilities and threats. Per-
formance or SV2M is tested using time utility which is available in Linux

5.1 Security Requirements for SV2M system

This section presents the those essential security requirements which are sup-
ported by SV2M solution in Cloud environment . The detail of each require-
ment is given below.

1. Integrity Verification of Platform:
The destination platform cryptographically identifies itself to source
for trust establishment.

2. Mutual Authentication:

Attacker can launch MITM attack using technique such as route hi-
jacking or ARP poisoning in the migration process. In order to avoid
MITM attacks on live VM migration, source and destination platforms
must mutually authenticate each other.

3. Authorization (Access control policies):
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Appropriate access control policies must be provided to secure the live
VM migration process. An unauthorized user/role may launch VM
initiate, migration operation. Unauthorized activities can be prevented
using access control list (ACL’s) in hypervisor.

4. Confidentiality and Integrity of VM during migration:

An encrypted channel must be established so that an attacker can not
get any information from VM contents and modification of contents
can be properly detected. This will help to avoid active attacks such
as memory manipulation on live migration and passive attacks such as
leakage of sensitive information.

5. Replay Resistance:

Attacker can capture traffic and replay it latter to get authenticated
in VM migration process. Therefore live VM migration process should
be replay resistant. Nonce’s can be used to prevent replay attack in
migration.

6. Source Non-Repudiation:

Source host cannot deny from VM migration operation This feature
can be achieved by using Public key certificate.

5.2 Protocol Validation Using AVISPA Tool

AVISPA is web based automated tool for the validation of security proto-
cols and application. It uses a formal language known as High Level Pro-
tocol Specification Language (HLPSL) for protocol specification and their
security properties/goals and integrates different back-ends such as SATMC,
TA4SP ,CL-AtSe and OFMC for implementation of range of analysis tech-
niques [46].The back-ends techniques are used to detect attacks on the given
protocol or application and verification as well against infinite number of
sessions. It is assumed in analysis that the protocol meets cryptography and
also network over message exchanged is controlled by Dolev-Yao intruder as
an active intruder. On the fly Model Checker analysis technique implements
both bounded session verification and protocol falsification. OFMC helps in
finding known attacks on protocol and discovers new ones. The Constraint
Logic based attack searcher implements the deduction rules to execute pro-
tocols automatically under the attack of an intruder Dolev-Yao that possess
the deduction capabilities. It is consider in the model checker which is based
on SAT that the presented protocol has finite number of sessions during the
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message exchange under active intruder Dolev-Yao. Tree Automata based
Protocol Analyzer back-end provides protocol verification using approxima-
tion method based on tree automata. An approximation helps to determine
the result of the analysis; therefore in the case of secrecy properties if the
result obtained is an over-approximation, then protocol is safe [47].

AVISPA analyzed the protocol against security goals such as secrecy of
key, weak/strong authentication etc. We have analysed the secure migration
protocol against our identified security requirements including:

1. Strong authentication (G1, G5)
2. Non-repudiation (G18)

3. Secrecy (G12), integrity (G2)

W

. Reply protection (G3) [46], 47].

The result of back end analysis techniques against above mention security
properties is shown in Figure [5.1] The output summary of AVISPA indicates
that a secure VM migration protocol is safe under analysis of OFMC, CL-
AtSe, and SATMC and TA4SP back-ends and no attack on found on it.

_;_/J_J]J_._

Rutomated Validation of Internet

Security Protocols and Applications

AVISPA Tool Summary

OFMC : SLFE
CL-AtSe : SAFE
SRIMC  : SAFE
TR4SE : SLFE

Refer to individual tools output for details

Figure 5.1: Result summary of AVISPA

The hplsr script of AVISPA, stating different roles for the SV2M system
and as well as for attacker with desirable security goals of protocol are given
below.

AVISPA HLPSL Program

[

% Secure VM migration module
role client_cloud(A, B : agent,
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H : hash_func,
Ka, Kt: public_key, %% Kt is the public key of a TTP
SND, RCV: channel (dy))
played_by A
def=
local Ra : text,
Rb: text,
State: nat,
Kb: public_key,
Kvmk,K_eik : symmetric_key,
VM : text
const vm_encr_key : protocol_id
init State := 0

transition

1. State = 0
/\ RCV (start)

:|>
State’ := 2
/\ SND (A)
2. State = 2
/\ RCV(Rb’) =|>
State’ := 3
/\ Ra’ := new|()
/\ SND (Ra’.Rb’.{H(Ra’.Rb’)}_(inv(Ka)).{A.Ka}_(inv (Kt)))

/\ witness (A,B,bob _alice num,H(Ra’ .Rb’))

4., State = 3
/\ RCV (Rb.Ra.{H(Rb.Ra)}_ (inv(Kb)).{B.Kb}_ (inv (Kt

~
~
~

=|>
State’ := 5

/\ request (B,A,alice_bob_num,H(Ra.Rb))

/\ SND (({VM}_Kvmk). ({H(VM)}_(inv(Ka))) .{ (Kvink.K_eik) }_Kb)

/\ secret (Kvmk, vim_encr_key, {A,B})

end role

role server_cloud(A, B : agent,
H : hash_func,
Kb, Kt: public_key,
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SND, RCV: channel (dy))
played_by B
def=

local Rb, Ra: text,
State: nat,
Ka: public_key,

Kvmk,K_eik : symmetric_key,
VM : text
const vm_encr_key : protocol_id
init State :=1
transition
1. State =1
/\ RCV (A7) =|>
State’ := 3
/\ Rb’ := new()
/\ SND (Rb’)

2. State = 3
/\ RCV(Ra’ .Rb.{H(Ra’ .Rb)}_(inv(Ka)) .{A.Ka}_(inv
=|>
State’ := 5
/\ SND(Rb.Ra’.{H(Rb.Ra’)}_(inv(Kb)) .{B.Kb}_ (inv
/\ witness (B,A,alice_bob_num,H(Rb.Ra’))

3. State =5
/\ RCV (({VM’"} _Kvmk’).({H(VM')}_ (inv(Ka))).
=|>
State’ := 7
/\ secret (Kvmk’,vm_encr_key, {A,B})
/\ request (A,B,bob_alice_num,H(Rb.Ra))
end role

role session(A,B: agent,
Ka, Kb, Kt: public_key,
H : hash_func)
def=
local SA, SB, RA, RB: channel (dy)

composition

(Kvmk’ .K_eik’)
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client_cloud (A, B, H,Ka,Kt, SA,RA)
/\ server_ cloud (A, B, H, Kb, Kt, SB, RB)

end role

role environment ()

def=
const alice_bob_num,bob_alice_num : protocol_id,
h : hash_func,
a, b : agent,

ka, kb, ki, kt : public_key

intruder_knowledge = { a, b, ka,{a.ka}_(inv(kt)), kb, {b.kb}_(inv(k
{i.ki}_(inv(kt)) }

composition
session(a, b, ka, kb, kt, h)

/\ session(a,i,ka,ki,kt,h)

/\ session(i,b,ki,kb,kt,h)

end role

goal
secrecy_of vm_encr_key % Addresses Gl2
%G5
authentication_on alice_bob_num % Addresses Gl, G4, G3 ,G18
authentication_on bob_alice_num % Addresses Gl1, G2, G3 , G18

end goal

environment ()

5.3 Deployment Setup for Performance Eval-
uation
We setup a test scenario in lab environment for securing VM migration from

one cloud to another using OpenStack Cloud. We are using Linux distri-
bution Ubuntu 14.04 LTS on Dell Power Edge R420 server which has Intel



53 Security and Performance Fvaluation

Xeon processor (2.20GHz,10m cache), 450GB storage and 32GB RAM spec-
ifications. We have deployed OpenStack Cloud using devstack development
environment with SV2M on these servers. We assume that both CSPs are
connected to each other with one Gig link for migration traffic. OpenStack
provides dashboard and cli to access Cloud resources. We have created new
instance on sender Cloud using dashboard which has 512MB RAM,1GB stor-
age and 1VCPU (nano flavor type) resources.

We assume that sender Cloud provider faced some resources issue and
wants to transfer running instance to remote CSP. SV2M which is integrated
with OpenStack, uses RBAC to check authority of migration operator and
then perform mutual authentication between providers. Once mutual authen-
tication is achieved, ED module of SV2M performs XML signature, XML en-
cryption on VM and keys, and sent to the receiver devstack based OpenStack
Cloud. Same ED module at receiver Cloud decrypts the received messages
and launches the instance for providing services.

5.3.1 Performance Evaluation

In this section we perform the evaluation of SV2M which is integrated with
OpenStack Cloud Platform. We have already described about the specifica-
tion of our servers in the previous section. Security evaluation or verification
of the system already perform using AVISPA in section 6. In this section we
consider execution time as a parameters for the performance evaluation of
SV2M solution of migrating instance from one OpenStack Cloud to another
Cloud. The detail of instance running on sender side Cloud is given in Table

BRIl

Instance Detail
Name test
Flavour ml.nano
Image Name cirros-0.3.0-1386-disk.img

Resources RAM 512 MB | Disk 1GB , VCPUs 1
Table 5.1: Detail of instance on sender OpenStack Cloud

In our implementation, MAM and EDM of SV2M are used for secure
transfer of VM between sender/receiver Cloud. However, there is always
trade-off between security and performance, Therefore we are using time
utility which is available in Linux OS as a benchmarking tool. It is used to
track execution time of application or program. Time command gives timing
statistics about the program run on the terminal. These statistics consist of
(i) the elapsed real time between request and termination (ii) the user CPU
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time and (iii) the system CPU time. Real time shows the execution time,
user and sys tracks the CPU processing time [48]. Performance result of
insecure and SV2M are shown in the Figure |5.2|

BSV2M Nlnsecure
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¥ = f
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53
$2 4
=
20 10689 577
1904 1m0
D _ B
real user system
STATISTICS TYPES OF TIME

Figure 5.2: Secure vs Insecure migration performance evaluation

As shown in the above graph, blue bar is representing the time taken by
SV2M and insecure migration is represented by the orange bar. It indicates
that SV2M takes more time as compare to insecure migration. It will increase
the downtime but security is our main focus during VM migration. Secure
VM migration introduces overhead due to mutual authentication, encryption
and signature security features.



Chapter 6

Conclusion & Future Directions

This chapter explains the summary of our thesis research working findings
, its conclusion and future research directions . In this research work, we
highlights the an important problems in the domain of virtualization security
in Cloud environment that are still needed to be addressed. In the first, we
summoarize our research contributions that we made in during thesis work
and then, a conclusion of our findings in the domain of secure VM
migration Systems is presented. In the end, this chapter presents some of
the future potential research areas linked to virutalization security in Cloud.

6.1 Thesis Contributions: A Summary

We have carried out research into two phases including 1) Identification of
security issue in Cloud due to usage of virtualization technology and
2) identification of security requirements for secure VM migration
and design a solution which fulfill identified security requirements.
The summary of our research contribution is given below:

1. In our first contribution, we have conducted an in-depth literature sur-
vey to explore the security issues of virtualization technology in Cloud
environment. During the literature review, we identified that VM mi-
gration is useful feature of virtualization and it is used in traditional
data center. However due to security issues, it is not used in Cloud
environment by the CSPs. So we focused to identify the security re-
quirements for secure VM migration in Cloud environment. As a result,
we propose an assessment criteria for the evaluation of secure VM mi-
gration systems for Cloud; comprising of potential security features
which must be supported by secure migration system of Cloud.
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2. In our next and final contribution, we have designed and implemented
a prototype of secure VM migration (SV2M) system for Cloud environ-
ments that ensure the strong security features such as mutual authen-
tication, confidentiality,Integrity,authorization, source non-repudiation
and replay protection. We also proposed few enhancement in Key man-
ager of CSP which provides storage of keys for SV2M system. Finally,
we have integrated secure migration module for VM into the OpenStack
Cloud platform. In the end,we have analyzed the security of SV2M us-
ing AVISPA verification tool.Performance of SV2M is tested using time
utility of Linux which measures different parameters of program during
its execution.

6.2 Conclusion

In this era of hacking and state sponsored attacks on services provider such
as exposed by Edward Sonwden, security of VM migration in Cloud environ-
ment has emerged as one of the hot issue, therefore it has received significant
attention form the research community and CSP around the globe. So far,
many solutions have been proposed for secure VM migration in Cloud how-
ever, most of those systems either required many changes in current infras-
tructure of Cloud or they lacks in providing all security requirements during
VM migration.

In this research work, first we have investigated the vulnerabilities and
threats on the VM migration. Furthermore, we have defined security re-
quirements for the detailed analysis of existing solutions and explored their
limitations. There is no complete solution for VM migration which fulfills
the identified security requirements. Furthermore, VM migration is not sup-
ported in vI'PM based solutions.

After identification of security issue of VM migration, we have proposed
holistic solution for secure VM migration which provides strong security fea-
tures such as mutual authentication between Cloud Providers, authorization
of migration operation, confidentiality and integrity of VM content, replay
resistance and non-repudiation of source Cloud. Our solution requires least
changes in existing Cloud infrastructures because it is not reliant on any
hardware chip (TPM). We have integrated SV2M with OpenStack Cloud and
also deployed it on Dell server. We have done the performance and security
evaluation of our work, however in future, we will evaluate its performance
with other existing solutions and decrease the encryption/ decryption time
of VM migration module.
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6.3 Future Research Directions

Security of Virtualization technology for Cloud environment is a broad do-
main which involves many potential area of research work by the research
community and CSP such as Google,IBM,Rackspace etc.

1. Security aspects of receiver Cloud/destination Cloud after successful
migration is a potential research area. Research on security challenges
after migration of a malicious VM near highly critical machine in the
receiver Cloud

2. Cloud providers are also using snapshots for instance migration between
private and public Cloud, therefore security in snapshot migration is
our future research work goal.

3. Like the security of disk images, security of instance snapshots is also
potential research area because it is required in TaaS delivery model.



Appendix A

SV2M system deployment and
Installation Manual

Preface
This SV2M system deployment manual is aimed at developers ,system ad-
ministrators and technologists eager to understand and deploy a Secure VM
Migration System in Cloud environment. This manual intends to help the
organizations which are using their Private Cloud for TaaS . SV2M is designed
to provide strong security during Cloud bursting feature (transferring a VM
from Private to Public Cloud provider ). This manual describes the pro-
cedure for the deployment of SV2M in OpenStack Cloud platform installed
on Ubuntu 12.04LTS OS. Instruction in the manual describe how to install
openstack, deploy SV2M and execute its different module.

Target Audience
The purpose of this manual is to create a guide for beginners who are new in
virtualization and Cloud computing domain. However very basic level knowl-
edge of linux and python is required to execute SV2M scripts in OpenStack
Cloud.

A.1 Installation of OpenStack development
version

We required development version of OpenStack known as DevStack for the
deployment of SV2M system. It is very easy to deploy development environ-
ment of OpenStack using devstack. DevStack is a bash shell script which is
used to build complete OpenStack development environments and is available
at http://devstack.org/.

It is recommended that to install DevStack on Virtual Machine (VM)
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instead on physical system with any Linux distribution as OS . We used
following configuration for Devstack installation.

e HOST OS on our Dell machine is: Ubuntu 12.04 LTS &

e GUEST OS installed on VM with static IP address (192.168.1.30) as-
signed: Ubuntu 12.04 LTS

Devstack script is hosted on Git Hub so git package is required to lo-
cally store it on guest VM. It can be installed using following commands on
Ubuntu:

sudo apt—get update
sudo apt-get install git

To clone the DevStack repository, use the following command
sudo git clone https://github.com/openstack—-dev/devstack.git

And then navigate to devstack root directory which contains stack.sh
script which will be used for installation. Devstack root directory is also
shown in Figure

cd devstack

root@controller: fhome/test/devstack
ot@controller: fhome/test/devstack 90x25

run_tests.sh

E.md
rejoin-stack.sh test.pem

ack# JJ

Figure A.1: DevStack local repository on VM

We need to change some setting in devstack configuration file before
stack.sh execution. We have to modify localrc with following given setting.we
are using almost all services of OpenStack for SV2M. The localrc file is lo-
cated in under devstack which contains some of the configuration parameters
and can be modified as-per-need user need. If localrc does not exist in devs-
tack main directory then create it otherwise change the existing which must
contain following lines.
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ADMIN_PASSWORD=password
MYSQL_PASSWORD=password
RABBIT_PASSWORD=password
SERVICE_PASSWORD=password
SERVICE_TOKEN=tokentoken
#SCHEDULER=nova.scheduler.simple.SimpleScheduler
LOGFILE=/opt/stack/data/stack.log
SCREEN_LOGDIR=/opt/stack/data/log
#RECLONE=yes

disable_service swift
HOST_IP=192.168.1.30
FIXED_RANGE=10.4.128.0/20
FIXED_NETWORK_SIZE=4096
FLOATING_RANGE=192.168.100.0/24
MULTI_HOST=1

Now go to devstack main directory, execture stack.sh scripts using the
following command and wait for few minute for easy installation of Open-
Stack.

./stack.sh

After the successful execution of script, Following output Figure will
be shown to you.

Figure A.2: Devstack based OpenStack Cloud

After this, you have a deployment of OpenStack on VM and to run new
instance on it. OpenStack can be accessed from CLI and GUI. Please type
https;//192.168.1.30/ in the browser to access the GUI for the further config-
uration of Opestack. GUI of installed OpenStack Cloud is shown in Figure

A3

A.1.1 Setup environment for SV2M

Now we have OpenStack Cloud running on VM. To run SV2M with Open-
stack we required more packages/software on this VM. There software are
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Project All HyperVIsorS
Admin Hypervisor Summary
System . .
Overview
Hypervisors VCPU Usage Memory Usage Disk Usage
Used 1 of 5 Used 1.1GB of 3.7GB  Used OBytes of

10.0GE

Host Aggregates

nstances Hypervisors
o — VCPUs VCPUs RAM RAM Storage Storage
Hostname Type (total) (used) (total) (used) (total) (used) Instances
Flavors computet QEMU 2 0 1.5GB 512.0MB 5.0GB OBytes 0
controller QEMU 3 1 2.2GB 576.0MB 5.0GB OBytes 1

mages
Displaying 2 items

System Info

Figure A.3: OpenStack GUI

required by the different modules of SV2M to work properly. First of all, one
of SV2M modulle called as Certificate management module (CMM) used for
generation of certificates for authentication module. We are using M2Crypto
library for RSA key generation of 2048 bit, certificate generation in X509
format and finally signing these certificate from trusted third party (TTP)
for the use in mutual authentication module. Type following given command
in terminal for the installation of M2Crypto package in Ubuntu. It is shown
in Figure

sudo apt-get install python-m2crypto

troller: ~/Downloads/pyxmlsec-0.3.1

a2l test@controller: ~/Downloads/pyxmlsec-0.3.1 118x
ontroller:~/Downloads/pyxmlsec-8.3.1% sudo apt-get install python-m2crypto]]

Figure A.4: M2Crypto installation in Ubuntu

Mutual Authentication Module (MAM) of SV2M is used for providing
mutual agreement between source and destination Cloud for Secure VM mi-
gration. It uses the same certificate generated by CMM module for source
and destination Cloud. In this module we implemented FIPS-196 standard
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which provides this security features.

The FIPS-196 mutual authentication protocol refers involved entities Cloud
A and Cloud B as "initiator” and "responder”. Each entity of this protocol
acts as both a claimant and a verifier in the protocol which is shown in Figure

[A.5]
1. [4 uthemicati‘qn Request]

-

2. [TokenID] || TokenB

y.

f
fiz
l'::

5. [TokenID] || [CertB] || TokenBA

2
Figure A.5: FIPS-196 Mutual Authentication Protocol

The authentication of an Cloud entity include following two things:
1. The verification of the claimant’s ID binding with its key pair

2. The verification of the claimant’s generated digital signature on the
random number challenge.

For this work, destination Cloud act as the server and sender side act as
Client of FIPS196 implementation. We will discuss more about the imple-
mentation and usage of scripts in next section.

As we already discuss that we have used XML encryption/digital sig-
nature for security feature of SV2M. XML security features in python are
provided by PyXMLSec library. It is a set of Python bindings for the XML
Security Library. XML Security Library is implemented in C programming
language and it is based on LibXML2. The current version of library supports
following XML security standards:
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1. XML Signature
2. XML Encryption
3. Canonical XML

4. Exclusive Canonical XML

PyXMLSec tool is dependent on following software so first we have to
install these packages.
Requirements

1. Python 2.2 or greater installed
2. LibXML
3. XML Security Library

Usually Python is pre installed on Ubuntu distribution of Linux. However
if it is not already installed then use following commands for the installation
of python 2.7 version. It is shown in Figure

sudo apt-get install python2.7

troller: ~/Downloads/pyxmlsec-0.3.1
| test@controller ~,"Download5;‘pyx lsec 03 11

ntroller:~/Downloads/pyxmlsec .1% sudo apt- get 1inst all o y

Figure A.6: Python installation

LibXML package can be installed by typing following command in the
terminal. LibXML installation is shown Figure

sudo apt—-get install python-libxml2

XML security library is the final requirement of PyXMLSec package. It
can be installed by using following command in the terminal. Installation of

XML library is shown Figure JFigure & Figure

sudo apt-get install libxmlsecl-dev
sudo apt-get install libxml-security-c-dev
sudo apt-get install xmlsecl
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test@controller: ~/Downloads/pyxmlsec-0.3.1 ® test@conl

Figure A.7: LibXML Library for PyXMLSec

root@controller: /home/test/Downloads/pyxmlsec-0.3.1# aptitude install libxmlsec1-dev

Figure A.8: Development package for XML Security Library in Python

root@controller: /home/test/Downloads/pyxmlsec-0.3.1# aptitude install libxml-security-c-dev

Figure A.9: C Library for XML Security

root@controller: fhome/test/Downloads/pyxmlsec-0.3.1# sudo apt-get install xmlsecl

Figure A.10: XML Security Library in Python

Once successful installation of all above dependencies, now download
PyXMLsec recent version (0.3.1) using following command in Downloads
directory.Deb package of PyXMLsec is not available, so we have to compile
it from source. Figure showing the downloading process.

cd Downloads
sudo wget labs.libre-entreprise.org/frs/download.php/897/pyxmlsec—0.:

test@controller: ~/Downloads ® test@controller: ~/devstack
test@controller: ~/Downloads 117x40

Figure A.11: Downloading PyXMLSec

After successful download, extract tar.gz file and then go to newly created
directory pyxmlsec-0.3.1 which is shown in the below Figure
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test@controller: ~/Downloads/pyxmlsec-0.3.1

test@controller: ~/C

Figure A.12: PyXMLSec 0.13.1

Now type setup.py in terminal to install PyxmlSec. PyXMLsec installa-
tion process is shown in Figure & Figure

cd pyxmlsec0.13.1
sudo ./setup.py

Build
2. Insts

tall

Figure A.13: PyXMLSec 0.13.1 Installation 1
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tes

sec-0.3

t@controller: ~/Di

.1% sudo ./setup.p

Figure A.14: PyXMLSec 0.13.1 Installation 2

A.1.2 Running SV2M scripts

This section is about the running of SV2M different scripts. Extract SV2M.tar.gz
on the Destkop and it consist of two directory, fips196 is for certificate gen-
eration and mutual authentication and encrypt directory of SV2M is for the
remaining security features.

A.1.2.1 Certificate Generation and Mutual Authentication

First of all, change the permission of fips196 directory using following com-
mand

cd /home/test/Desktop
sudo chmod +x fipsl96 -R

Now go inside the fips196 directory. X509_cert.py scripts generates the
certificate for Source Cloud (Client) and X509_cert_server.py generates the
certificate for Destination Cloud (Server). Certificate generation for clien-
t/server is shown in Figure

These certificate are now available for Mutual Authentication Module of
SV2M. In this module server.py (receiver CSP) listens form the incoming
request from client.py (sender CSP). Both, CSP send thir random numbers,
certificates and finally validate each other. Working of mutual authentication
is shown in Figure & Figure

After successful execution of mutual authentication, next step is creation
of new VM and then migrate it securely. Now using GUI of Opnestack,
we have to create VM with name ab and flavor ml.nano which is used
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Client

Client

test@controller: ~/Desktop/fips196/cert 57x19

le

VUL LU L VST - IS LE3 L U S VILALR ~ L L T S LR Sy b Ve

Desktop/fips196/received _cert by Client 67x19
f 36,/ Client 5

Figure A.16: Server Cloud is listening in SV2M

by secure VM migration bash script. Creation of new instance is shown in
Figure & Figure [A.19

OpenStack can be managed using commands as well. So we can see
the status of new instance using CLI by typing following command in the

terminal which is also shown in Figure

cd devstack
source openrc admin admin
nova list
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Figure A.17: CSP Certificate Validation

Launch Instance

Details * ACC

Availability Zone:
ty Specify the details for launching an instance.

nova j The chart below shows the resources used by this project

in relation to the project's quotas.
Instance Name: *

Flavor Details
ab
Name m1.nano
Flavor: * VCPUs 1
m1.nano j Root Disk 0GB
Instance Count: * Ephemeral Disk 0GB
Total Disk 0GB
Instance Boot Source: * RAM 54 M8
Boot from image j Project Limits

Number of Instances
Image Name:

gcow (8.7 MB) Number of VCPUs

Total RAM

Figure A.18: VM creation in OpenStack



69 SV2M system deployment and Installation Manual

Instances
Q Filter = Launch Instance

Instance Image IP Key Availability Power

Name Name  Address Size Pair Status Zone Task State Uptime Actions
mi.nano
| B4MB
RAM | 1 Create Snapshot

Cow 10.4.128.2 test Active nova None  Runnin 0 minutes
4 VCPU | 9 More

OBytes

Disk

Displaying 1 item

Figure A.19: VM ab in OpenStack Dashboard

nrc admin admin

Figure A.20: VM ab status using CLI

In our thesis work, we have considered a single VM as a server and client
machine for the demonstration purpose . We assume that our VM is run-
ning on client machine and due to some issue we want to migrate it to
another Cloud. we have created a bash script which contains many other
python scripts which provides the encryption/decryption/random key gen-
eration/digital signature functionalities. Suspension and resumption of VM
are also provided by this bash script (scr_vmmigration.sh).

Type following command in the terminal to migrate VM ab which is

shown in following Figure [A.21]

cd encrypt/final
time ./scr\_vmmigration.sh

XML Encryption and Signature is shown in Figure
We have used time command with the script to evaluate its performance

which is shown Figure [A.23]
New instance with name ab_new is shown in Figure & Figure

[A.25
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Figure A.24: Nova list command output
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InstanCES Q Fiter = Launch Instance Soft Reboot Instances Terminate Instances
Instance P Key Availability Power
Name Image Name Address Size Pair Status Zone Task State Uptime Actions
m1i.nano
| 64MB
RAM | 1 Create Snapshot
ab_new snapshot_abr 10.4.128.5 = Active  nova None  Running 19 minutes
VCPU | More:

OBytes
Disk

Displaying 1 item

Figure A.25: OpenStack Dashboard

A.2 Troubleshooting for Devstack

A.2.1 Devstack based OpenStack Cloud behind proxy
server

Devstack behind the proxy server required following lines need to be included
in the localrc file located /home/Usernmae/devstack folder. If the proxy
address is 10.1.11.11 with port 8080 then lines in the locarc will be.

http_proxy = http://10.1.11.11:8080/
https_proxy = https://10.1.11.11:8080/
export no_proxy = "localhost,127.0.0.1"
HOST_IP=localhost

SERVICE_HOST=SHOST_IP
IMAGE_HOST=S$HOST_IP
IDENTITY_HOST=$HOST_1IP

A.2.2 Logging in Devstack

If you want to see the logs for Devstack installation then following line needs
to be written in the localrc file.

LOGFILE=SDEST/logs/stack.sh.log

A.2.3 Unable to Install due to error ”11 Resource
temporarily unavailable”

A common error occur on Ubuntu while installing new package from terminal.
Error description is Could not get lock /var/lib/dpkg/lock - open (11
Resource temporarily unavailable) . To fix this issue, run the following
commands in terminal.
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sudo rm /var/lib/apt/lists/lock
sudo rm /var/cache/apt/archives/lock

A.2.4 Invalid Nova Credentials (Unauthorized HTTP
401) while running command in terminal

It is required to export admin user name and password in terminal to run
commands for OpenStack Cloud. As we already mentioned this command in
above section, first run following command in terminal before running other
command for OpenStack operation.

cd devstack
source openrc admin admin
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