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ABSTRACT 

Clinical treatment of skin lesion is primarily dependent on timely detection and delimitation of 

lesion boundaries for accurate cancerous region localization. Prevalence rate of skin cancer is 

on the higher side, especially that of Melanoma, which is aggressive in nature due to its high 

metastasis rate. Therefore, timely diagnosis is critical for its treatment before the onset of 

malignancy. To address this problem, medical imaging is used for analysis and segmentation 

of lesion boundaries from dermoscopic images. Various methods have been used ranging from 

visual inspection to the textural analysis of the images. However, accuracy of these methods is 

low for proper clinical treatment because of the sensitivity involved in surgical procedures or 

drug application. This presents an opportunity to develop an automated model with good 

accuracy so that it may be used in a clinical setting. This paper proposes an automated method 

for segmenting lesion boundaries that combines two architectures; the U-Net and the Res-Net, 

collectively called as Res-Unet. Moreover, we also use image inpainting for hair removal which 

improves the segmentation results significantly. We trained our model on the ISIC 2017 dataset 

and validated it on the ISIC 2017 test set and the PH2 dataset. Our proposed model attained 

Jaccard Index of 0.772 on the ISIC 2017 test set and 0.854 on the PH2 dataset, which are 

comparable results to the current available state of the art techniques. 

Key Words: Convolutional Neural Network 
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CHAPTER 1: Introduction 

Background of the Problem 

Skin is the largest organ of human body. It shields internal parts of our body. Skin produces 

Vitamin D in our body and keeps body parts intact and shaped. Skin guards our body from 

ultraviolent rays coming from sun. With variations in external environment it keeps body’s 

temperature constant [1]. 

In the recent times, skin cancer has been increasing to a great extent in addition to reported 

cases of patient deaths [2]. Frequency of skin cancer doubles after every 20 years [3]. Skin 

cancer is divided into three main groups; Basel cell skin cancers (Basel cell carcinomas) 

Squamous cell skin cancers (Squamous cell carcinomas) and melanomas. Basel cell skin cancer 

and Squamous cell skin cancer is grouped as Non-Melanoma skin cancers [4]. 

Melanoma skin cancer is due to abnormal growth of pigmented skin cells called Melanocytes. 

Upper most layer of skin contains melanocytes. Melanocytes are those cells that gives skin its  

color. 

Skin cancer has ability to spread from primary region to the secondary region called Metastasis. 

It grows rapidly if not detected or treated timely. Ultraviolent rays’ damages DNA and causes 

irregular growth of skin cells. 

Melanoma is fatal type of skin cancer. Melanoma have highest mortality rate among all type 

of skin cancers so it’s very important to diagnose cancer at early stages. Early diagnosis is 

crucial for reducing mortality rate. Melanomas have different shapes and sizes. It also varies 

in its color. Since it’s a very hard challenge to determine melanoma. If detected early, survival 

rate increases up to 98% [5]. 

Early Diagnosis of skin cancer can increase the chance of managing the disease in a better way. 

According to research experts, early detection lead to survival to patient. As we know, 

melanoma is aggressive in nature due to metastasis. The growing rate of melanoma is faster 

the other skin cancers.  Globally, researchers are trying to innovate methods, so melanoma 

could be controlled. Following are the problem which are addressed by this thesis. 

• Prevalence rate of skin cancer is on the higher side and especially that of melanoma 
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• Melanoma is aggressive in nature due to its high metastasis rate; therefore, timely diagnosis 

is critical for its treatment before the onset of malignancy. 

• Various methods have been employed ranging from visual inspection to the textural 

analysis of the Dermoscopic images. 

• However, accuracy of these methods is still undesirable for proper clinical treatment 

because of the sensitivity involved in surgical or drug application. 

• Against this backdrop, this emphasizes on the development of an automated model with  

promising accuracy so it may be used in a clinical setting. 

Statement of Purpose 

The existence of the IEEE International Symposium on Biomedical Imaging (ISBI) 2017 

Challenge [6] for Skin Lesion Analysis Towards Melanoma Detection  has provided this 

project with a useful dataset, the ISIC Archive dataset [7], which contains dermoscopic images 

paired with their corresponding lesion binary masks, and the possibility of benchmark the 

results obtained against other participants. 

The organization of the challenge provided the possibility of benchmark the results obtained 

against the top-ranked participants and evaluate how well our model performs. Moreover, the 

organization provides a guideline of how to develop the entire project by dividing the work 

into three parts: (I) Lesion Segmentation, (II) Lesion Dermoscopic Feature Extraction, (III) 

Lesion Classification [28], in particular, the organization proposed a subsection involving a 

previous segmentation of the lesion in order to study if this technique improves or not the 

segmentation task. This project has followed the specifications and evaluation metrics 

proposed by the ISIC 2017 Challenge. 

Statistics of Melanoma 

Melanoma are most common type of cancer. Early treatment is very crucial for proper 

treatment. Frequency of melanoma is outpacing all types of cancer over the past three decades. 
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In United States, skin cancer is among one of the most common cancer in young men and 

women. Some statistics of melanoma are: 

• Almost one person dies of skin cancer every hour. 

• Risk of developing melanoma is 2.5% in whites 0.1% in blacks over life span [8]. 

• Approximately, 1 million diagnosed cases of melanoma worldwide in 2018 [9]. 

• Around 96,000 cases of melanoma are expected to diagnose in 2019 [10]. 

• Average age of patients diagnosed with melanoma is 63 years [11]. 

Objectives 

The main objective of the thesis is to develop an automated algorithm to detect region of 

interest (ROI) for a better diagnosis of cancer patients. Accurate region extraction is very 

important for better diagnosis. Following are objectives to achieve this goal: 

1) Developing methods for an objective and time-efficient tool for diagnosing skin lesions 

based on digitized dermoscopic color images 

2) Increasing diagnostic accuracy for proper treatment 

3) Early detection of melanoma that significantly increases survival rate. 

This study is categorized into the following objectives to achieve the goal of research. 

Designing of Algorithm 

Deep Learning Algorithm is designed for segmenting skin lesion. This section involves data 

acquisition, training of deep learning model, and pre-processing on dataset. This section further 

involves the optimization of the designed algorithm.  
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Model Testing 

Algorithm is evaluated on a test group to check whether algorithm is segmenting accurately 

and comparing results with the existing techniques and other participants of the challenge based 

on evaluation metric 
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CHAPTER 2: Literature Review 

Deep learning architectures have been used for object detection, image recognition and pattern 

recognition. They are used as fully automated methods for different tasks i.e. Image 

Classification and Image Segmentation. Most of the methods were relying on state-of-the-art 

hand-engineered low-level descriptors. But since the arrival of artificial intelligence, most of 

the techniques were relying on learning image features using Deep learning architectures. 

Literature depicts existing state of the art methods that are used for segmenting image or 

extracting Region of Interest (ROI). i.e. Region-Based techniques, Edge Detector, 

Thresholding Techniques, k means clustering, Fussy c means. et cetera. Feature Extraction is 

based on some machine learning algorithms such as Artificial Neural Network (ANN), k-

nearest neighbor (KNN). 

Imaging Techniques 

There are different methods of acquiring dermoscopic images. There are some non-invasive 

methods usually used for assisting researchers and dermatologists for examining skin lesions. 

Some of them are: 

• Photography 

• Dermoscopy 

• Confocal Scanning Laser Microscopy (CSLM) 

• Optical Coherence Tomography (OCT) 

• Ultrasound Magnetic Resonance Imaging (MRI) 

• Spectroscopic Imaging 
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Table 1. Imaging Techniques 

Imaging Technique References 

Spectroscopic Imaging [12] [13] 

Macroscopic Images [14] [15] [16] 

Epiluminescence Microscopy (ELM) [17] [18] [19] 

 

Table 1 explains some common imaging techniques used to acquire dermoscopic images. ELM 

acquired images are also known as “Dermatoscopy Images”. Macroscopic images are also 

known as “Clinical Images”. Skin images are obtained by using digital cameras. According to 

literature, conditions under which images captured are not definite. Following factors may 

change. 

• Variable Illumination conditions 

• Variable distance from lesions 

• Poor resolution 

These factors may cause complications while examining skin lesions, especially when lesion 

size is small. There are other various issues regarding skin images i.e. Hair artifacts,  shadows, 

reflection and lines present on the skin. 

Epiluminescence Microscopy (ELM)  

Epiluminescence microscopy is a non-invasive technique to capture skin lesion images. ELM 

is most commonly used technique for acquiring skin images. It consists of a light source and 

magnifying glass. Lesions are immersed in oil before examining. Most importantly, this 

technique aids in differentiating between the malignant tumor or benign. Researchers and 

dermatologist use this technique for expert opinion because some lesions are not properly 

visible with the naked eye so, dermatoscopy increases the accuracy of examination up to 20% 

[20]. Figure 1. shows a dermatoscope. 
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Figure 1. Dermatoscope 

Some associated work based on manual feature extraction are: 

• Quoc-Bao et al. [21] elaborates techniques based on local binary patterns (LBP), color 

histogram and edge histograms. 

• M.Ruela et al. [22] suggested that color features are more significant than texture features. 

They propose two methods for detecting melanoma through dermoscopic images. 

Pre-Processing Techniques 

Preprocessing is considered as an important preliminary step while segmenting image. 

Researchers has faced difficulties while segmenting images due to low contrast of the images. 

Some of the images has some artifacts that has to be removed for better segmenting and getting 

good results. Literatures shows some preprocessing methods that are commonly used in 

machine learning before feeding data to architecture. Celebi et al. [23] devised a technique that 

increases contrast of the image by determine ideal weights for converting RGB image to Gray 

scale image by maximizing Otsu’s histogram bimodality measure. Rajab et al. [24] proposed a 

theory that the size of filter that is being applied on the image must be proportional to the size 

of the image for better smoothing of image. Proposed technique has significant segmentation 

results. Lee et al. [25] proposes a preprocessing tool to remove hair like structures from the 



Chapter 2                                                                                                                                          Literature Review 

 

11 

 

dermoscopic images using morphological operations. Salt and pepper noise have bad effects 

on the segmentation. A median filter is operative on eradicating noise from images [26]. 

Table 2. State of the art pre-processing methods 

Preprocessing Methods References 

Color Space Transformation [27] [28] 

Illumination Correction [14] [29] 

Contrast Enhancement [27] [28] [30] 

Artifact Removal [27] [25] 

Removing Shadow Effect [31] [24] 

 

Table 2. explains renowned pre-processing method commonly used in literature. Hassan et al. 

[32] introduced a pre-processing technique that converts that RGB images to CIE l*a*b color 

spaces. These color space has a controlling effect on the contrast of the images. They augment 

the assessed perceptual regularity of image colors. Glaister el al. proposed a method that correct 

illumination variations in macroscopic images. 

Image Segmentation 

Image segmentation is a process to extract the region of interest from the given image. Process 

is continued until ROI is detached from image background. There are some noticeable issues 

that may cause issues while segmenting skin lesions such as skin lines, bubbles, shadows and 

hair structures. To remove these artifacts, previously defined pre-processing methods are used 

to increase the performance of algorithm. There are various techniques used to segment images. 

i.e. edge based, thresholding-based methods, clustering methods, adaptive stochastic methods 

et cetera. Table 3. summarizes the existing state of the art segmentation methods. 
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Table 3. Segmentation Methods 

Segmentation method Technique Reference 

Edge based Thresholding 

Based 

Edge Detector 

Otsu’s Thresholding 

Fuzzy Logic 

Adaptive Thresholding 

[33] [34] 

[17] [22] 

[18] 

[27] [33] [31] 

Region-based 
Region Growing 

Statistical Region Merging 

[32] [35] 

[29] [23] 

AI Based 
Neural Networks 

Fuzzy Logic 

[36] [37] [38][39] 

[17]  

Active Contour Based 

K-means Clustering 

Adaptive snake 

Level Set 

Expectation -maximization 

level set 

[40] [41] [42] 

[17] 

[43] 

[17] 

Other Methods 
Hill Climbing Algorithm 

Dynamic Programming 

[27] 

[44] [45] 

Artificial Intelligence Based Methods 

This thesis is focused on AI based methods for segmentation purpose. In neural networks, the 

pixels of images are classified to detect the region of interest from the input images. Fuzzy c-

means, k-means and neural networks are examples of those techniques which are like humans 

in sense of learning and natural conditioning. Additionally, these techniques are combined with 

the pre-processing techniques to increase the segmentation results. 
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AI based algorithms are applied to segment the skin lesion images and achieved promising 

results.[36]. Genetic algorithms (GA) are also combined with AI to increase the performance 

of models.[46] Genetic algorithms are based on natural evolution to find a solution for a 

practical application just like humans. Robert et al. proposed a method that segments skin 

lesion through genetic programming. This technique is based on natural evolution and creates 

random population from sets. Terminal set is the designed from the embedded information in 

the input images i.e. shapes and textures of the images.[47] 

Fuzzy logic algorithms are also used to segment skin lesions.[48][49]. Fuzzy logic deals with 

imprecise values. Fuzzy logic is applied with merging it with other methods. Data is analyzed 

quantitatively in fuzzy mean. Maeda[48] introduced a method that combines the textural 

information and color features of the images to segment skin lesions. 

Active Contour Based Segmentation 

Clustering based methods are also used for segmenting skin lesion images. Temiselvi el al. [50] 

proposes a method based on k-means clustering. Castillejos et al. proposed a method that takes 

insights from a combination of methods i.e. k-means , FCM and CPSFCM algorithms. [48] 

introduced a method “HCA” that takes input image as one parameter and histogram bins of 

every dimension as other parameter. The output of proposed algorithm is a labeled image. In 

traditional k-means method, clusters are formed on manual interpretation by user. 

Level set and region growing methods have some limitations. Abbas et al.[45] proposed a 

technique which have good edge detection capabilities. This algorithm is computationally well-

organized and effectively look for local minima and overlapping issues. Literature depict that 

different clustering-based methods are combined to increase the performance of algorithm by 

accurate segmentation of skin lesion images. 
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Figure 2. Distribution of methods according to applied principle
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CHAPTER 3: Methodology 

Methodology 

 This thesis advances a study in Deep learning field about the influence and adjustments of 

removing skin image background by applying a semantic segmentation according to 

classification of disease. By comparing results, this work aims to perform better while 

segmenting skin images. This article explains the binary segmentation of skin images to extract 

ROI from Dermoscopic images. 

To achieve our goal, a well know CNN architecture for segmentation has been adopted. 

Dataset 

The ISIC 2017 challenge dataset for Skin Lesion Analysis towards Melanoma Detection was 

used in this work. The dataset is publicly available and contain 2750 RGB images that are pre-

partitioned into 2000 training images, 150 validation images and 600 test images. All images 

include binary masks to label the lesion within the image. For further evaluation, we have used 

another public dataset named as PH2 dataset. It consists of 200 dermoscopic images. 

Table 4. ISIC Dataset Distribution 

 

                       

 

                                                

Pre-Processing 

Images in the dataset vary in their sizes. They is a need to apply some preprocessing techniques 

on the dataset. In CNN, image is preprocessed before giving as an input to the network to avoid 

complexities and computational time. Time is a major concern while training a network, so 

Groups Total Images 

Training Set 2000 

Validation Set 150 

Test Set 600 
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images are preprocessed to reduce training time and computational cost required to train a 

network. Following are the preprocessing steps performed on the Dataset. 

• Image Scaling 

• Hair Removal 

• Image Standardization and Normalization 

• Rotation 

• Median Filter 

Image Scaling 

Training images contain 2000 dermoscopic images. All images are RGB and in ‘.jpg’ file 

format. All images vary in the sizes. Image are reshaped to 256×256 resolution to make ease 

for neural network to convolve faster with taking less time for computing results. It saves 

computational cost and time.  

One thing must be noticed while reshape the image to the smaller dimension that too small 

dimension causes the pixel distortion and missing out many important information from the 

image. Anti-Aliasing filter clear out this noise or distortion while reducing image dimension 

and a suitable dimension of 256× 256 is chosen so that image embedded information must not 

loss. 

Hair Removal 

Most of the images are present with the hairs on image that act as a noise while segmenting 

lesion. So, it’s important to remove these artifacts before giving images to neural network. 

Neural network act better on the images without hairs. Hair removal algorithm is divided into 

3 steps that are required to remove hair like distractions from the image. 

• Conversion of RGB into Grayscale Image 
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• BlackHat filter is applied on the grayscale image and image contain hair structures is 

obtained. 

• Obtained image is thresholded at a certain point to obtain a binary mask 

• Binary mask and the original image is inpainted to replace the hair structures with the 

neighboring  

RGB image is converted to grayscale image to take only one channel to implement 

morphological operations on the image. This is done with a python library “OpenCv” that 

converts the RGB image to grayscale.  

Image Inpainting 

Image inpainting is a technique to restore distorted images and used to remove noise from the 

image. Unwanted part is removed from the image and those regions are inpainted with the pixel 

values in the neighboring of that region. Image inpainting based on Fast Marching Method. 

Image inpainting method is used as function “cv2.inpaint” from python library named as 

“OpenCv”. 

Inpainting requires two variables as an input. One is the original image on which we want to 

inpaint and the other is a binary mask, that defines the pixel location we want to inpaint. For 

inpainting a point p, algorithm takes a small neighborhood 𝜀. The value of the p comes from 

the known region. First iteration is defined as: 

 

𝑰𝒒(𝒑) = 𝑰(𝒒) + 𝛁𝑰𝒒(𝒑 − 𝒒)                            −𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 (𝟏) 
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Figure 3. Image Inpainting pixel plane 

 

Image Standardization and Normalization 

Image Standardization is the method to rescale data so that it has 0 mean and 1 standard 

deviation. Image normalization is processing technique that scale image pixel values from 0-

255 to 0-1. It is the most common technique used in the CNN to save computational power. 

Neural network process inputs by multiplying the inputs with a small weight and then takes 

gradients of the inputs. So, it’s a good practice to normalize the image so that values are reduces 

so that gradient will not explode while going in deeper layers. Image Normalization is used to 

zero centered the data. All image features are on same scale. Zero centering is done by 

subtracting the mean of image from the image and then dividing by the standard deviation. 

Image normalization is defined by an equation. 

               

𝑰𝒎𝒂𝒈𝒆 𝑵𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒂𝒕𝒊𝒐𝒏 =
𝑰𝒎𝒂𝒈𝒆 −𝒎𝒆𝒂𝒏 𝒐𝒇 𝑰𝒎𝒂𝒈𝒆

𝑺𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝑫𝒆𝒗𝒊𝒂𝒕𝒊𝒐𝒏 𝒐𝒇 𝑰𝒎𝒂𝒈𝒆
                      −𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 (𝟐) 

 

Mean is subtracted from all channels of the image. Normalization also resembles the contrast 

stretching and it is used as a common practice because there are image in the dataset with poor 

contrast. Dataset resembles the normal distribution. Figure 8. shows the distribution of the 

images after normalization of images. 
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Figure 4. Image Data Distribution 

 

Rotation 

One of the biggest drawbacks of neural network is large requirement of dataset. For a good 

training, dataset is augmented by rotation of the images, along with their respective ground 

truths. Neural network takes large data to generalize and perform better. So, augmentation is 

done to increase the dataset, to increase the performance of the model. By augmentation 

techniques, new images are introduced to model so model can predict accurately. 

Median Filtering 

After removing hair artifacts, there is still a noisy part in the image which is removed by 

applying median filtering. Median filtering not only blur the image but remove a significant 

portion of noise from the image. Median filter is operative in removing “pepper and salt” noise 

from the image. A kernel is specified for applying median filter. 
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Network Architecture 

Encoder Decoder based Architectures 

The encoder decoder-based architecture is employed in this research. The encoder is the 

network that takes input image and extracts feature maps from the image. In encoder, down 

sampling occurs, and image is down sampled to smaller dimension to extract features from the 

image. Layers closer to the input extracts features i.e. edges, pattern , lines, texture , while those 

layers which are close to the output determines the shape and close of the image. In this way 

information is extracted from the image. The features which are extracted represent the input 

image given to the encoder. The encoding path is also known as the contracting path because 

image dimension are decreased. There are different encoder architectures i.e. ResNet, Inception 

, VGG16, ResNext et cetera. 

Decoder takes the feature maps from the input and maps the input features to the actual input 

size or intended input size. Decoder is a simple architecture that receives the input in the form 

of feature maps and then up sample image dimensions until original input size is obtained. In 

decoder, deconvolution happens. Upsampling is done by increasing dimension and merges it 

with the layer coming from encoder of same dimension to map the features to the accurate pixel 

values in the original image. The most popular decoder architecture used in Deep learning 

applications is U-NET. 

ResNet 50 

Encoder employed in our research is ResNet architecture. ResNet has a unique advantage over 

other encoders. As we know, in deeper network there is a problem of gradient vanishing. In 

ResNet, there is feed forward loop that flows in forward direction by two ways. One is the main 

path and the other is the identity block. The vanishing gradient issue is addressed by the ResNet 

Architecture.  
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Figure 5. Residual Block of ResNet 50 

 

An RGB input is given to the model and a 3×3 filter is applied to a 3-channel image. 

 

 

                                                   Figure 6. 3-Channel Convolution 

 

U-Net 

On deconvolutional side, we have used U-Net architecture. In decoder, upsampling occurs that 

increases the image dimension by simply zero-padding input dimensions and increases the 

output size. Decoder takes the features map that are extracted by the encoder and maps those 

features on the pixel wise location in the upsampled image. Basically, decoder works by 

merging two layers. One that is coming from the encoder to the one that upsampled in the 

decoder. In short, feature maps are very pixel-wise sensitive so, merging those arrays maps 

those features in the image. The upsampling occurs until the original dimensions are obtained. 
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The output of the decoder is 256 × 256 equal to out input dimension. Last layer used in our 

decoder architecture is a Sigmoid layer. In semantic segmentation, our goal is to classify the 

image pixel with the classification. In a binary classification, we have two classes i.e. 0 or 1. 

The array received at the end of the Decoder is a pixel-wise probability of the image.  

In decoder, a term named as “Transpose Convolution” is used. It is the reverse of the 

convolution. It upsamples the dimensions with a learnable parameter. It is done because after 

extracting features, we need to define where to put the information because at the end we need 

a pixel-wise representation where, each pixel explains the class of that pixel. 

Sigmoid Layer 

A sigmoid layer is deployed at the end of architecture in semantic image segmentation that 

applies sigmoid function on the pixels and gives the probabilities of that pixel. A sigmoid 

function is explained by an equation. 

 

𝑺𝒊𝒈𝒎𝒐𝒊𝒅 = ∅(𝒛) =
𝟏

𝟏+𝒆−𝒛                            −𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 (𝟑) 

 

Sigmoid maps pixel probabilities between 0 or 1. An X-axis shows the pixel intensities and y-

axis scale these pixels intensities between 0 or 1. 

 

Figure 7. Sigmoid Function Graph 
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Hyperparameters 

Hyperparameter are those parameters that are given before the training process. These 

parameters are different for different architectures. Model can learn by the adjustment of these 

parameters. Optimization of these parameter largely affect the training process and help 

network learning best features. Some of the important parameters are epochs, batch size, 

optimizers et cetera. 

Optimizers 

Deep learning is highly dependent on the iterations while training and training is heavily 

dependent on the hyperparameters. Selection of hyperparameters is very important to optimize 

the cost function. The cost function is explained as; 

 

𝑱(𝑾, 𝒃) = ∑ 𝑳𝟏(𝒚′, 𝒚𝒊𝒎
𝒊=𝟏 )                                     − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟒) 

                     

The purpose of the optimizer is to optimize this cost function. J is the mean value obtained by 

the loss function between the actual label and the predicted label given to the network. On the 

basis of loss, model updates the value of weights and the bias. W is the weights and b is the 

bias in above mentioned equation. 

Gradient Descent 

A gradient descent is a iterative function used to find the local minima. At the start of the 

training, a weight matrix w is initialized randomly. The gradient descent is used to find further 

optimal weights and to minimize the cost function. Following equations are used to explain the 

gradient descent in deep learning cases. 
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𝑾 = 𝑾−∝
𝝏

𝝏𝑾
𝑱(𝑾)                                      − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟓) 

 

                                                  𝒃 = 𝒃−∝
𝝏

𝝏𝒃
𝑱(𝒃)                                           − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟔) 

 

Considering Equation 5, two possible cases are: 

1) If weights values are initialized less than that required for the minima , partial derivative is 

negative according to Equation 5. Hence weight values are increased. 

2) If weights values are initialized greater than required for the minima , partial derivative is 

positive. Hence weight values are decreased 

                           

Figure 8. Gradient Descent 

 

Figure 8 explains the case 1 and case 2, when weights are initialized randomly. The 

disadvantages of the gradient descent is that it updates the weights and bias once it go through 

all data so, in those case where data is very large and it doesn’t fit into the computer’s memory, 

complications arises. 
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Adam Optimizer 

In order to address our problem of optimization, we have used Adam optimizer due to its 

following advantages. 

• Reduces training time of the model 

• Network converges faster. 

• Reduces overfitting. 

• Computationally efficient. 

• Well suited to Deep Networks that are large in terms of parameters. 

 

Figure 9. Comparison of Adam with other optimizers 

 

In deep networks like ResNet, Adam is the only choice because there are a million of learnable 

parameters. Adam optimizer can efficiently optimize cost function where data is large. Kingma 

et al. [52] proposes Adam and compares Adam with other available optimization methods on 

MNIST Digit Recognition Challenge [53]. 
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Loss Function 

Binary Cross-entropy 

Binary cross entropy is a measure to evaluate the performance of the network. It is also defined 

as the log loss. Loss increases as the predicted label diverges from the actual label. On x-axis , 

there is a probability of the predicted label and on y-axis negative log of probabilities is plotted. 

When the probability goes closer to 1, log loss decreases in exponential manner. Binary cross-

entropy is applied when the output is always between two classes i.e. 0 or 1. 

 

 

Figure 10. Log Loss 

 

Evaluation Metrics 

The  similarity between actual label and the predicted label is determined by the evaluation 

metrics. Following Metrics are used for evaluating our network. 

Accuracy, which computes the number of correct predictions divided by the total number of 

samples. 
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𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑪𝒐𝒓𝒓𝒆𝒄𝒕 𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏

𝑵𝒐 𝒐𝒇 𝑺𝒂𝒎𝒑𝒍𝒆𝒔
                              − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟕) 

Dice coefficient is computed by comparing the pixel-wise agreement between the ground truth 

(Y) and its corresponding predicted segmentation (X). Specially, this metric is just used to 

evaluation the segmentation model performance. 

 

𝑫𝒊𝒄𝒆 𝑺𝒄𝒐𝒓𝒆 =
𝟐𝑻𝑷

(𝑻𝑷+𝑭𝑵)+(𝑻𝑷+𝑭𝑵)
                                     − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟖) 

Jaccard index, also known as the Jaccard similarity coefficient, compares predictions (A) with 

the ground truth (B) to see which samples are shared and which are distinct. The higher the 

index, the more similar the two subsets. 

 

𝑱𝒂𝒄𝒄𝒂𝒓𝒅 𝑰𝒏𝒅𝒆𝒙 =  
𝑻𝑷

𝑻𝑷+𝑭𝑷+𝑭𝑵
                                             − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟗) 

Sensitivity, also known as recall, is computed as the fraction of true positives that are correctly 

identified. 

 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚 =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆+𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔
  − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟏𝟎) 

Precision, which is computed as the fraction of retrieved instances that are relevant. 

 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆+𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔
    − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟏𝟏) 
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Specificity computed as the fraction of true negatives that are correctly identified. 

 

𝐒𝐩𝐞𝐜𝐢𝐟𝐜𝐢𝐭𝐲 =
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑻𝒓𝒖𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑻𝒓𝒖𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆+𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆
         − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟏𝟐) 

 

 

The important metrics for evaluation are: 

1) Jaccard Index 

2) Dice Score 

Jaccard Index: 

Jaccard Index is a very important metric to find a similarity between two sets A and B. A is a 

matrix of predicted label and B is a matrix of actual label. 

 

𝑱𝒂𝒄𝒄𝒂𝒓𝒅 𝑰𝒏𝒅𝒆𝒙 = 𝒋𝒔(𝑨, 𝑩) =
|𝑨∩𝑩|

|𝑨∪𝑩|
                           − 𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟏𝟑) 

Jaccard Index is defined as the ratio of intersection of two sets by union of two sets. The more 

the value of Jaccard Index, more similar the population of two sets. Jaccard Index is a pixel-

wise similarity of the two sets. One of the disadvantages of the Jaccard index is small size of 

sample set. Jaccard Index gives erroneous results when sample size is small. 
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Figure 11. Jaccard Index Overlap 

 

Figure 11 explains the partial overlap of set A and B which is represented by |𝐴 ∩ 𝐵|. 

Dice Coefficient  

Dice coefficient is measuring coefficient to determine the similarity between two samples. Dice 

score checks the spatial distance between pixels to determine similarity between two sets. Dice 

can also be applied on discrete data. 

 

 𝑫𝒊𝒄𝒆 𝑺𝒄𝒐𝒓𝒆 =
𝟐𝑻𝑷

(𝑻𝑷 + 𝑭𝑵) + (𝑻𝑷 + 𝑭𝑵)
                          −  𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏(𝟏𝟒) 

 

Dice coefficient can be differentiated from Jaccard index in the sense of confusion matrix that 

Jaccard count true positives once in denominator and numerator. 

1) Dice coefficient is 1 , if there is complete overlap of set A and B. 

2) Dice coefficient is from 0<DSC<1, if there is partial overlap. 

3) Dice coefficient is 0, if there is no overlap. 

 

 



 

31 

 

CHAPTER 4 

 

 

                          

 

 

                            

 

  

 

Results 

 

 

 

 

 

 

 

 

 

 



Chapter 4                                                                                                                                                                   Results 

 

32 

 

CHAPTER 4: Results 

Skin Lesion Segmentation 

We trained our model named “ResUNet” on the ISIC 2017 dataset. This performed the 

automatic prediction of the skin lesion from the Dermoscopic images taking the form of binary 

masks. 

An example representation of input images to be classified, with ground truth and predicted 

label is shown in Figure 12 (a). 

 

                                                          

                           (a)                                                        (b)                                                         (c) 

Figure 12. Example Images: (a) Original image, (b) Original binary mask, (c) Automated predicted mask 

 

Pre-Processing 

Hair Removal Algorithm 

As most of the images contain hair artifacts that interfere with proper segmentation of the 

lesions, the hair removal algorithm is applied. The RGB images are converted to grayscale and 

then passed onto the blackhat fiter.  

BlackHat Filter 

Black Hat filtering is obtained by subtracting closing of image from original image. If A is 

original input image and B is closing of input image, then Black hat filter is defined by an 

equation: 
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𝑩𝒍𝒂𝒄𝒌 𝑯𝒂𝒕 (𝑨) = 𝑨𝒃𝒉 = (𝑨 ∙ 𝑩) − 𝑨                      −  𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 (𝟏𝟓) 

 

Image closing is morphological operation that is defined as the erosion of the dilation of set A 

and B. A is defined as the image and the B is defined as the structuring element. Hair structures 

are straight lined structures so, best chosen structuring element is cross shaped structuring 

element having pixel values in lines. 

 

 

Figure 13. 17×17 Cross shaped Structuring Element 

A 17× 17 cross shaped structuring element is used. While applying closing morphological 

operation, dilation grows the structures in the image pixel representing with the structuring 

element whereas, erosion removes the small boundary pixel that are representing the 

structuring element. Image obtained after applying closing is the image without hair like 

structures. To obtain the hair like structures, this resulting image is subtracted from the 

grayscale image. 
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(a)                                                                (b)                                                                     (c) 

Figure 14. Representation of a single image as it is passed through the 

Hair Removal Algorithm. Left to right: (a) Grayscale image. (b). Image 

obtained after closing. (c) Image obtained after applying Black hat Filter. 

 

Figure 14 (c). represents the image obtained after applying the BlackHat filter. Hair like 

structures are obtained. For applying Image inpainting we, need a mask that defines the pixel 

location where we want to inpaint the image and the original image in which we want to inpaint. 

For this purpose, threshold of 10 is defined. It means those pixel values which lies in the range 

of 0 to 10 are extracted as binary image mask. 0 represent the black pixel and 1 represents the 

white pixel. Thresholding is applied by a function in python library “OpenCV”. 

 

 

Figure 15. Thresholded Binary Mask 

 

The inpainting algorithm replaces the hair structures with the bordering pixels of the image to 

restore the original image. This technique is commonly used in recovering old or noisy images. 

Image to be inpainted and the mask obtained after thresholding (figure 15) is used to inpaint 
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those hairy regions that are extracted with the neighboring pixels and output is achieved (figure 

16). 

 

 

Figure 16. Final inpainted image. 

 

 

Rotation 

Training images, as provided by the ISIC, are composed of 2000 images. One of the biggest 

drawbacks of neural network is the requirement of large datasets. For a good training of the 

model, dataset is augmented by rotation of the images. Image augmentation is done at 3 angles 

to increase three times training dataset. After applying image augmentation, we have 8000 

training images. The rotation of images is done at following angles, and examples results of 

the images along with their labels are shown in Figure 17. 

• 45° Rotation 

• 75° Rotation  

• 90° Rotation 
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Images are rotated along with their respective ground truths. Neural network takes large data 

to generalize and perform better. So, augmentation is done to increase the dataset, to increase 

the performance of the model. By augmentation techniques, new images are introduced to 

model so model can predict accurately. 

 

 

 

                

(a)                               (b)                              (c)                              (d) 

              

                (e)                                (f)                                 (g)                            (h) 

Figure 17. (a, e) Original Image and Binary Mask, (b, f) 45° Rotation, (c, g) 75° Rotation, 

(d, h) 90° Rotation; 
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Network Architecture 

A basic block diagram, representing the general steps employed during the process of the work, 

is demonstrated in Figure 18.  

 

 

 

Figure 18. Training Block Diagram 

 

ResNet 50 

Encoder employed in our research is ResNet architecture. The contracting path is composed of 

input layer and a series of Convolutional , Max-pooling and Batch Normalization layers. In 

convolutional side, an input of 256× 256 is given. Max pooling layer is defined after the first 

convolutional layer with a stride of 2 that halves the dimension of the image. A kernel of 3×3 

is defined that applies a max function and divides the dimensions into half. A series of repetitive 

blocks are defined, that involves convolutional layer followed by a batch normalization layer, 

Relu-Activation  layer. In ResNet 50 , the numerical number denotes the depth of a network. 

In deeper ResNet , a bottleneck block is introduced, that decreases the channels of the image 

by 1×1 convolution before dominating 3 × 3 convolutional layer. The purpose of the bottle 

neck architecture is to save computational time, required for training the architecture. After 

3 × 3 convolutional layer, again 1×1 convolutional layer is defined to restore the dimension 

of the image. An RGB input is given to the model and a 3×3 filter is applied to a 3-channel 

image. 
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Image Dimensions are given as (ℎ × 𝑤 × 𝑑) =  (256×256× 3) 

Filter Dimensions are given as (𝑓ℎ × 𝑓𝑤 × 𝑑)=   (3× 3 × 3) 

Output is (h-𝑓ℎ + 1) × (w- 𝑓𝑤 + 1) ×  

Mathematical implementation shows, RGB image when convolves with the 3 dimensions 3×3 

filter, output is a single dimension feature map. 

The encoding path architecture is explained in the table given below. 

Table 5. Encoder Architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝑳𝒂𝒚𝒆𝒓 𝑵𝒂𝒎𝒆 𝑶𝒖𝒕𝒑𝒖𝒕 𝑺𝒊𝒛𝒆 𝑲𝒆𝒓𝒏𝒆𝒍 𝑺𝒊𝒛𝒆 & 𝑵𝒐 𝒐𝒇 𝒇𝒊𝒍𝒕𝒆𝒓𝒔 
 

Max Pooling 128 × 128 3 × 3, Stride 2 

Conv 1 64 × 64 7 × 7, 64, Stride 2 

Conv 2 64 × 64 [
1 × 1 × 64
3 × 3 × 64

1 × 1 × 256
] × 3 

Conv 3 32 × 32 [
1 × 1 × 128
3 × 3 × 128
1 × 1 × 512

] × 4 

Conv 4 16 × 16 [
1 × 1 × 256
3 × 3 × 256

1 × 1 × 1024
] × 6 

Conv 5 8 × 8 [
1 × 1 × 512
3 × 3 × 512

1 × 1 × 2048
] × 3 
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A 3× 3 convolutional layer in each down samples the image dimensions. An input is given of 

256×256 and after Conv5 it reduces to 8×8 dimension with 2048 number of filters. 

U-Net 

On deconvolutional side, we have used U-Net architecture. In a binary classification, we have 

two classes i.e. 0 or 1. The array received at the end of the Decoder is a pixel-wise probability 

of the image. The output of the decoder is 256 × 256 equal to input dimension. 

 

 

 

Figure 19. Schematic diagram representing UResNet-50. The encoder 

shown on the left is the ResNet 50, while the U-Net decoder is shown on 

the right. Given in the parenthesis is the channel dimensions of incoming 

feature maps to each block. Arrows are defined in the legend. 
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The network architecture (as shown in Figure 19) takes insight from both U-Net and ResNet. 

The contracting path (convolutional side) is based on the ResNet architecture, and the 

expansive path (deconvolutional side) is based on the U-Net pipeline. Overall, the network 

performs in an encoder-decoder fashion and is composed of 50 layers (ResNet 50). Our 

Decoder architecture is explained in Table 6. 

Table 6. Decoder Architecture 

𝑳𝒂𝒚𝒆𝒓 𝑵𝒂𝒎𝒆 𝑲𝒆𝒓𝒏𝒆𝒍 
𝑶𝒖𝒕𝒑𝒖𝒕 𝑺𝒊𝒛𝒆 & 

𝑵𝒐 𝒐𝒇 𝑭𝒊𝒍𝒕𝒆𝒓𝒔 

𝑳𝒂𝒚𝒆𝒓 𝑵𝒂𝒎𝒆 𝑲𝒆𝒓𝒏𝒆𝒍 
𝑶𝒖𝒕𝒑𝒖𝒕 𝑺𝒊𝒛𝒆 & 

𝑵𝒐 𝒐𝒇 𝑭𝒊𝒍𝒕𝒆𝒓𝒔 

𝑈1 2 × 2 16 × 16 × 2048 𝐷6 3 × 3 64 × 64 × 64 

𝐷1 3 × 3 16 × 16 × 256 𝑈4 2 × 2 128 × 128 × 64 

𝐷2 3 × 3 16 × 16 × 256 𝐷7 3 × 3 128 × 128 × 32 

𝑈2 2 × 2 32 × 32 × 256 𝐷8 3 × 3 128 × 128 × 32 

𝐷3 3 × 3 32 × 32 × 128 𝑈5 2 × 2 256 × 256 × 32 

𝐷4 3 × 3 32 × 32 × 128 𝐷9 3 × 3 256 × 256 × 16 

𝑈3 2 × 2 64 × 64 × 128 𝐷10 3 × 3 256 × 256 × 16 

𝐷5 3 × 3 64 × 64 × 64 𝑂𝑢𝑡𝑝𝑢𝑡 1 × 1 256 × 256 × 1 

 

In decoder, we have pair of deconvolutional layers, that performs upsampling. A 2 × 2 filter 

with a stride of 2 is defined that doubles the incoming dimensions. 
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Hyperparameters 

Hyperparameters were adjustment during the training phase to optimize them to help the 

network in learning the best features. The final hyperparameters employed in training are listed 

below in Table 7.  

Table 7. Hyperparameters 

                                     
           
 
 
 
 
 
 
 
 
 
 
 
 

                                             

 

Segmentation Results 

We trained our model named “ResUNet” on ISIC 2017 dataset. A comparison of the actual 

labels and the predicted labels is given in Table 8. The visualization between predicted label 

and the actual label show that the proposed model outperforms in the sense that actual labels 

have hair like structures reflected in their masks. Our model predicted smooth mask because 

we have preprocessed images before giving to neural network. 

 

 

𝑵𝒂𝒎𝒆 𝑽𝒂𝒍𝒖𝒆 

𝑰𝒏𝒑𝒖𝒕 𝑺𝒊𝒛𝒆 256 × 256 × 3 

𝑩𝒂𝒕𝒄𝐡 𝑺𝒊𝒛𝒆 16 

𝑳𝒆𝒂𝒓𝒏𝒊𝒏𝒈 𝒓𝒂𝒕𝒆 1𝑒−3 

𝑶𝒑𝒕𝒊𝒎𝒊𝒛𝒆𝒓 𝐴𝑑𝑎𝑚 

𝑬𝒑𝒐𝒄𝐡 100 

𝑳𝒐𝒔𝒔 𝑭𝒖𝒏𝒄𝒕𝒊𝒐𝒏 𝑏𝑖𝑛𝑎𝑟𝑦_𝑐𝑟𝑜𝑠𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑦 
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Table 8. Comparison of actual and predicted labels. 

 

 

 

Image Name Image Actual Label Predicted Label 

ISIC_0012095 

 
  

ISIC_0012199 

  

 

ISIC_0012092 
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Training Accuracy Graph 

Our model is trained for 100 epochs. Parameters are fine-tuned for increasing performance of 

our model. Model is early stopped with a patience of 10. For early stopping, validation loss is 

defined as the quantity to be monitored while training. We plotted a graph between model 

training accuracy and validation accuracy with epochs on x-axis and accuracy on y-axis.  

 

 

 

 

Figure 20. Model Accuracy Graph 
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Training Loss Graph 

Model loss graph is also plotted along with accuracy graph with training loss and validation 

loss on y-axis and epochs on x-axis. 

 

 

 

 

Figure 21. Model Loss graph 
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Receiver Operator Characteristics (ROC) Curve 

In order to visualize the performance of our model, Receiver Operator Characteristics (ROC) 

curve or Area Under the Curve (AUC) is plotted. It defines how much the network can define 

between classes.  

Higher the AUC , better is the model for predicting 0s as 0s and 1s as 1s. 

 

 

Figure 22. Receiver Operator Characterization Curve 
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Results Benchmarking on ISIC 2017 Dataset 

We participated in ISIC 2017 challenge named “SKIN LESION ANALYSIS TOWARDS 

MELANOMA DETECTION”. We compare our results with the top 5 submissions from 

leaderboard. We outperform them and achieved higher score in terms of Jaccard index. Table 

9 explains top five submission and their scores in terms of Jaccard index. 

 

Table 9. Results Benchmarking with top ranked participant on leaderboard (ISIC 2017 

Dataset) 

 

 

 

Sr No Authors Model Score 

1 Yading Yuan et al. CDNN 0.765 

2 Matt Berseth et al. U-Net 0.762 

3 Popleyi et al. FCN 0.760 

4 Euijoon Ahn et al. ResNet 0.758 

5 Afonso Menegola et al. VGG16 0.754 

6 Proposed Method ResUNet 0.772 
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Results Benchmarking on PH2 Dataset 

For evaluation purpose, we have further tested our model on PH2 dataset to check either our 

model has performed well on unseen dataset. We compared our results with existing 

architectures and our model(ResUnet50) has outperformed other architectures in terms of 

Jaccard index and Dice coefficient. Results are shown in Table 10. 

 

Table 10. Results Benchmarking with existing architectures on PH2 dataset 

 

 

 

 

 
 

 

 

 

 

Sr No Methods Jaccard Index Dice Coefficient 

1 FCN-16s 0.802 0.881 

2 DeeplabV3+ 0.814 0.890 

3 Mask-RCNN 0.830 0.904 

4 Multi-Stage FCN - 0.906 

5 SSLS - 0.916 

6 ResUNet (Proposed) 0.854 0.924 
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CHAPTER 5: Conclusion and Discussions 

The International Skin Imaging Collaboration (ISIC) archive hosted a challenge named “Skin 

Lesion Analysis Towards Melanoma Detection” at International Biomedical Imaging 

Symposium (ISBI) 2017. Basically, this challenge is to develop a diagnosis system that detect 

region of interest (ROI) from the images and classify them a benign or a malignant tumor. This 

challenge is divided into three parts; Skin Lesion Segmentation , Lesion Dermoscopic Feature 

Extraction and Lesion Classification. ISIC provides an environment , that helps researchers for 

comparing results with other participants by submitting their submission on a platform. This 

challenge involved 593 submissions, 81 pre-submissions and , 41 finalized submissions. All 

these arrangements make this challenge the largest comparative study in the associated field.  

Skin lesion segmentation has a vital importance for developing a computer assisted diagnosis 

system. Accurate segmentation is the first step for a proper diagnosis and detection of skin 

related diseases. Skin lesion is a significant area of interest for prevention and early diagnosis 

of skin cancer. Although there are several existing state of the art method that provides solution 

to this problem but still there is a room for further improvement in segmentation techniques. 

Further improvement is needed for using these techniques to detect skin cancer in a clinical 

setting. This article proposes a technique that applies some pre-processing on images and 

achieved promising results compared to the existing methods in the literature. 

Since improving segmentation results is a challenging task. This paper proposes a method 

based on deep learning that automatically segments true part of the skin lesion. Experimental 

results depict the performance and excellence of our proposed model in extracting skin lesion 

from the images. 

Future Aspects 

• Developing a complete diagnosis system, that can perfectly segment skin images and

classify them as a malignant or non-malignant tumor. 

• In future, focused studies are required to use this system in a clinical setting to help

dermatologist for an accurate and precise examination of skin cancer. 
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• With more data in future,  can increase the performance of the proposed convolutional

neural network (CNN). 

     Conclusion and Discussions 
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