
i 

 

 Predicting Risk of Perinatal Depression and Anxiety Using 

Biomedical, Psychosocial & Socioeconomic Factors Through 

Machine Learning 

 

 

Author 

FAJAR JAVED 

202972 

Supervisor 

Dr. SYED OMER GILANI 

 

DEPARTMENT OF BIOMEDICAL ENGINEERING & SCIENCES 

SCHOOL OF MECHANICAL & MANUFACTURING ENGINEERING 

        NATIONAL UNIVERSITY OF SCIENCES AND TECHNOLOGY 

ISLAMABAD 

JANUARY 2020 

 



ii 

 



iii 

 



iv 

 



v 

 



vi 

 



vii 

 

  



viii 

 

Copyright Statement 

 Copyright in text of this thesis rests with the student author. Copies (by any process) 

either in full, or of extracts, may be made only in accordance with instructions given by 

the author and lodged in the Library of NUST School of Mechanical & Manufacturing 

Engineering (SMME). Details may be obtained by the Librarian. This page must form 

part of any such copies made. Further copies (by any process) may not be made without 

the permission (in writing) of the author. 

 The ownership of any intellectual property rights which may be described in this thesis is 

vested in NUST School of Mechanical & Manufacturing Engineering, subject to any 

prior agreement to the contrary, and may not be made available for use by third parties 

without the written permission of the SMME, which will prescribe the terms and 

conditions of any such agreement. 

 Further information on the conditions under which disclosures and exploitation may take 

place is available from the Library of NUST School of Mechanical & Manufacturing 

Engineering, Islamabad. 



ix 

 

Acknowledgements 

Allah; For providing me with the resources and support to study and always having my back.  

My mother Sumaira Javed; For being a source of ease, support, affection and resource to my 

entire existence.  

My father Javed Iqbal; For always being there for me irrespective of the time and need. 

My brother Abdullah Javed; For always watching over me. 

Dr. Seemab Latif; For being incredibly kind to this budding researcher, proposing and helping on 

working on an idea that was wholesome to work on and always looking out for me. Thank you 

for always letting me in your office even when you were busy.  

Dr. Omer Gilani; For always being totally present and prepared to help whenever I‟d go knock 

on his office‟s door.  

Dr. Nosheen, Dr. Umar and Dr. Asim; Thank you! 

*** 

I will always be grateful for your support in my work even if it was one sentence or one 

conversation we exchanged;  

Tayyba, Kashif, Kashbah, Mehreen, Hafsa, Monique, Ahmed, Zoya, Siham, Mahad, Afrah.   

*** 

My dearest friends; Iqra, Sana, Anila, Naveed, Farooq, Natasha, Aysha, Namra, Anisa, Maria, 

Dua. 

And my life constants; Hadia, Sara, Manahil, Maham, Zara, Aayesha. 

*** 

I thank Allah for your presence in my life and I pray Allah bless all names written on this page.  



x 

 

 

 

 

 

 

 

 

 

Dedicated to  

all my Patronuses 



xi 

 

Abstract 

Perinatal depression and anxiety are described to be the depression and anxiety a woman faces 

during pregnancy, around childbirth and after child delivery. While this often occurs and affects 

all family including the mother and infant, it can easily go undetected and underdiagnosed. The 

prevalence rates of antenatal anxiety and depression worldwide and especially in low-income 

countries are extremely high. The wide majority where suffers from mild to moderate depression 

with the risk of leading to impaired child-mother relationship and infant health, few women end 

up taking their own lives. Owing to high costs and availability of resources associated with it, it 

is almost impossible to diagnose every pregnant woman for depression/anxiety whereas under-

detection can have a lasting impact on child and mother health. This work proposes a multi-layer 

perceptron based neural network (MLP-NN) classifier to predict the risk of depression and 

anxiety in pregnant women. We trained and evaluated our proposed system on a Pakistani 

dataset of 500 women in their antenatal period. ReliefF was used for feature selection before 

classifier training. Evaluation metrics such as accuracy, specificity, precision, sensitivity, F1 

score, and area under the ROC curve were used to evaluate the performance of the trained model. 

Multilayer perceptron and Support Vector Classifier achieved an area under the ROC curve of 

88% and 80% for antenatal depression and 85% and 77% for antenatal anxiety respectively. The 

system can be used as a facilitator for screening women during their routine visits in the 

hospital‟s gynaecology and obstetrics departments. 

 

Key Words: Mental disorders, Multilayer perceptrons, Predictive models, Public healthcare, 

ReliefF, Support Vector Machines 
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CHAPTER 1: INTRODUCTION 

1.1 Background 

Depression is a leading cause of global disease burden among women of childbearing age 

[1]. Prevalence rate of prenatal anxiety is reported to be 21-25% and perinatal depression to be 

11.9%, with a higher preponderance of depression toward nationals of lower income countries 

[1], [2]. It is also reported that rates of depression are higher during pregnancy than in the first 

year following childbirth [3] and postnatal depression, a clinical disorder [4] is often a 

continuation of existing antenatal depression [3]. Worldwide, an estimated 18.2%, 19.1% and 

24.6% pregnant women in their first, second and third trimester experience anxiety respectively 

[5].  

Despite being a major health concern, symptoms of depression during pregnancy like 

changes in energy, sleep and appetite may be misinterpreted as normative experiences of 

pregnancy [4]. Several investigators have delineated negative health consequences of anxiety and 

depression during pregnancy. For instance, children exposed to higher maternal mood entropy 

prenatally report higher levels of anxiety and depression symptoms [6], poor cognitive 

development at age 2 and 3 [7], and behavioral/emotional problems at age 4 [8]. Untreated 

depression in antenatal period leads to greater risk of low birth weight in infants, pre-term birth, 

higher risk of severe depression in post-natal period [9], increased diarrheal illnesses and poor 

infant growth [10], [11].  

1.2 Risk Factors of Antenatal Depression & Anxiety  

Women suffering from anxiety and depression during pregnancy report a myriad of risk 

factors which cluster around biological, psychological and psychosocial themes. Worldwide, the 

most relevant risk factors associated with antenatal depression and anxiety are lack of social 

support, as well as of partner support, prior history of domestic violence or of abuse, personal 

history of mental issues, present/past pregnancy complications, un-planned or unwanted 

pregnancy, high stress, adverse events in life, and miscarriage [12]. 
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1.3 Motivation & Scope  

Research in Pakistan estimates increased presence of antenatal depression and anxiety 

[13] - a major predictor of child morbidity in the region [11]. Among Pakistani women, 

important risk factors include poverty, high parity, uneducated husband [13], abuse [14], [15], 

problems in marriage, history of psychiatric illnesses, postnatal depression, previous 

miscarriages, stillbirths, complications in pregnancy [16], illiteracy and unplanned pregnancies 

[17], fear of childbirth, separation from husband [18], low social support, cesarean delivery, rural 

background, abortion, history of harassment [19], and young age [20]. The heterogenous etiology 

of perinatal depression is evident from the literature. 

Pakistan also has a unique psychosocial environment; predominantly patriarchal, ridden 

with terrorism and internally displaced communities. These psychosocial adversities place 

Pakistani women at a bigger risk of developing prenatal depression/anxiety. These maladies 

combined with a weakened mental health system and psychiatric workforce in the country calls 

for innovative solutions to address the widespread presence of antenatal anxiety and depression. 

Hence, work is warranted to develop evidence-based tools for screening, diagnosis, treatment 

and prevention of this disorder [5]. Research conducted has also established that presence of 

illness noted from symptoms is higher than presence noted with actual diagnosis [1] and use of 

screening scales can introduce recall bias, usually offer a snapshot of individual‟s mental state, 

are difficult to repeat and consume a lot of time [21]. 

1.4 Machine Learning in Predictive Modelling 

Statistical learning-based models have shown to deliver in analyzing datasets and their 

predictive capability is proving to be effective in making systems that can make clinical 

decisions [22]. Increasing evidence suggests that instead of DSM/ICD diagnoses, data-derived 

subgroups are increasingly capable of predicting treatment outcomes which has a potential to 

redefine major psychiatric disorders [23]. Computer diagnostics tools which classify mental 

issues can help clinicians more in forming decisions [24]. Machine learning techniques for 

classification like Support Vector Machines [25] and neural networks [26] have been in place for 

a long time for data classification problems. 
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1.5 Research Objectives 

This work aims at finding a subset of risk factors to be used as a low cost and effort tool, 

that can classify if a pregnant woman is at risk of developing antenatal depression or anxiety. 

The rationale behind finding a subset is to obtain the minimal features that are most predictive of 

antenatal depression and anxiety. An early prediction of the risk can help clinicians provide 

appropriate and timely treatment reducing the risk of the problem exuberating. This also offers 

reduced patient-doctor communication cost. It can further be incorporated in gynecologists and 

obstetric settings to keep the antenatal mental health of women in check. To the best of our 

knowledge, this is the first predictive modelling done for antenatal depression and anxiety. 

1.6 Organization of Thesis 

The rest of the thesis is organized as follows, Chapter 2 discusses work done in machine 

learning related to postpartum depression and prevalence rates and risk factors of perinatal 

depression and anxiety in Pakistan. Chapter 3 discusses the methodology which includes dataset 

description, pre-processing, feature selection, modelling and evaluating model performance. 

Chapter 4 presents the selected parameters of models along with results. Chapter 5 discusses 

some insights related to the results. Chapter 6 presents notes on future enhancements of this work 

as well as applications in real-world. 
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CHAPTER 2: RELATED WORK  

The related work in this chapter is presented from two perspectives. We first discuss 

work done in machine learning and data mining with respect to perinatal depression. Since no 

predictive modelling has been done on antenatal depression all the work presented in section 2.1 

relates to postpartum depression predictive modelling. We then discuss the work done in finding 

the widespread presence and risk factors of antenatal depression in Pakistan.  

2.1 Perinatal Depression & Machine Learning 

A comparison of logistic regression with classification tree methods in determining the 

social-demographic risk factors of postpartum depression in 1447 Turkish women was made [27]. 

While the classification tree method (maximal) was more articulate in detailing diagnosis, it was 

observed that classification trees are difficult to use practically. Logistic regression model and 

optimal tree showed lower sensitivity. 

Reference [28] found that in a total of 1397 Spanish women, social support, neuroticism, 

life events and depressive symptoms postnatally were the key predictors of post-partum 

depression. They presented four artificial neural network models with two feature subsets, with and 

without pruning attaining a highest AUC of 84%. The same dataset was utilized dropping any 

variables that increased the cost of assessing risk and were significant according to literature of 

postpartum depression [29]. This study used four different classifiers namely Naïve Bayes, 

Logistic Regression, Support Vector Machines and Artificial Neural Networks to predict PPD after 

week 32 of childbirth. Their model attaining the highest AUC of 75% was logistic regression.  

In another study, long short-term memory (LSTM) artificial recurrent neural network was 

used to screen for perinatal depression in 446 WeChat users in China. They proposed using 

emoticons as features. The paper reports similar results as that of Edinburgh Postpartum 

Depression Scale [30].  

Reference [31] utilized Decision Trees, Support Vector Machines, Neural Networks and 

Ensemble classifiers for predicting post-partum depression in Brazilian women suffering from 
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hypertensive disorders during pregnancy via biomedical and sociodemographic data analysis. 

Results showed that ensemble classifiers were most effective in predicting risk outcomes in 

women. 

2.2 Prevalence of Antenatal Depression in Pakistan  

ICD-10 disorder was diagnosed using Schedule for Clinical Assessment in 

Neuropsychiatry in 632 women in Kahota, Rawalpindi, Pakistan [13]. The prevalence rate of 

antenatal depression was 25%. Those assessed postnatally were reported to have an uneducated 

husband, lack of a confidant, poverty and higher parity. These women also scored higher on Brief 

Disability Questionnaire and Self-Reporting Questionnaire before delivery and had more eventful 

life in the year before the third trimester of pregnancy than the participants whose depression 

solved.  

In a sample of 1368 women in Hyderabad, Sindh, husband‟s unemployment, poverty, 10 

years or more of education, undesirable pregnancy were reported as significant factors of antenatal 

depression and anxiety [14]. The strongest influencers associated with depression/ anxiety were 

sexual/physical and verbal abuse.  

Reference [16] reported pervasiveness of antenatal depression to be 42.7% in a sample of 

213 women in Lahore, Pakistan. Depressed women were reported to have problems in marriage, 

with parents/in-law‟s history of domestic violence and of psychiatric issues and history of postnatal 

depression. In obstetric outcomes, history miscarriages, stillbirths, and issues in prior pregnancies 

were reported as significant factors of depression.  

Reference [15] reported a high prevalence (48.4%) of antenatal depression in 128 pregnant 

women from Northern Pakistan. Depression was associated with poor physical health co-relating to 

physical abuse.  

Aga Khan University Anxiety and Depression Scale (AKUADS) was used to assess the 

prevalence rate of antenatal depression in 340 pregnant women in Chitral, Pakistan [17]. Using a 

cutoff of 13, the widespread presence of antenatal depression was reported to be around 34%. 
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Verbal and physical abuse, unplanned pregnancy, and illiteracy were independently associated 

with depression.  

In 506 expecting women in Lahore, Pakistan, separation from husband, fear of childbirth 

were reported as noteworthy risk factors of antenatal depression while lack of support, domestic 

violence, drug abuse, personal history of previous psychiatric problems, previous miscarriage were 

not found to be significant risk factors [18]. 

Reference [32] reported an 80% widespread presence of antenatal depression in a sample of 

300 women from Peshawar who visited Hayatabad Medical Complex for their antenatal visits. 

Illiteracy, unemployment, low income level, extended family, adverse pregnancy outcome, and 

childbirth‟s fear were identified as significant risk factors.  

Reference [19] reported anxiety and depression in 500 pregnant women to be significantly 

associated with low social support, abortion, history of harassment, c-section delivery, unplanned 

pregnancy and rural background. Women with higher number of daughters were likely to score 

higher on Hospital Anxiety & Depression Scale.  

 The study [33] reported widespread presence of antenatal depression to be 43%. This was 

assessed in a sample of 82 women from Lahore, Pakistan. The women were in their 2nd trimester 

and were screened via Edinburgh Postnatal Depression Scale.  

The presence of depression in pregnant women attending antenatal clinics in Karachi, 

Pakistan was determined [20]. Among 300 women, the widespread presence of antenatal 

depression was reported to be 81%. Risk factors included young age, parity, and living in joint 

families. 
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CHAPER 3: DATASET DESCRIPTION & PRE-PROCESSING 

In this work we are interested in classifying people at risk of antenatal depression and 

anxiety. We used two classifiers namely Multi-layer perceptron based Artificial Neural Networks 

(ANN) and Support Vector Machines (SVM). The key phases of the proposed methodology 

include; acquiring the dataset, exploratory data analysis and pre-processing, feature selection, data 

transformation, modelling, evaluating models and finally presenting results. Fig 1 demonstrates the 

steps in the proposed methodology. 

 

Figure 3.1: Proposed methodology for the work.   

 

3.1 Dataset Description 

The data came from a cross sectional study that took place (February – June 2014) in 

teaching hospitals in Lahore, Pakistan; CMH-LMC, Services Hospital, Jinnah Hospital and Lady 

Willingdon Hospital. Five hundred pregnant women were conveniently sampled from hospital‟s 

gynecology and obstetrics departments when they visited for routine prenatal checkup. All 

participants included were from low/lower-middle socio-economic status. The women were 
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briefed regarding the purpose of the study and a written consent was obtained from all 500 of 

those who agreed to take part in the study. Each woman was interviewed for filling 

questionnaires consisting of following sections: Socio-Demographics, the Social Provisions 

Scale, and the Hospital Anxiety and Depression Scale [19].  

The first part recorded demographic information, obstetric history and experience of any 

past trauma. Additionally, gender, age and mode of delivery of all the children of participants 

were also recorded. Depression and anxiety were assessed using the Urdu translation of Hospital 

Anxiety & Depression Scale (HADS) [19]. HADS has been tested for criterion validity in 

Pakistan [34].  It consists of 14 questions, with 7 questions each assessing depression and 

anxiety. Each scale is measured from 0-21 with higher score associated with increased 

depression/anxiety. Perceived Social Support was assessed using Social Provision Scale (SPS) 

translated into Urdu [35]. This scale consists of twenty-four questions with Likert scale. The 

four-point scale ranged from 1 to 4; 1 and 4 being strongly disagree and strongly agree 

respectively.  SPS measures participant‟s perceived reliable alliance, attachment, nurturance, 

guidance, reassurance of worth and social integration with their current relations e.g. family, 

friends, community and co-workers. 

3.2 Data Preprocessing  

Exploratory data analysis revealed that the presence of antenatal depression and anxiety 

in the dataset calculated using HADS were as indicated in Table I. 

Table 3-2-1: Prevalence rates of antenatal depression and anxiety in dataset  

 

  Depressed Anxious 

Positive  56.4% 71% 

Negative  43.6% 29% 

 

The data that was acquired had some missing values indicated in Table 3-2-2. 

 

 

Table 3-2-2: Missing values 
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Variable  # of missing values 

Live Births 27 

Still Births  68 

Maternal Age 100 

Adverse Outcomes  1 

Stat4  1 

Stat 5 1 

Live Births and Still Births are filled using logical evidence from other variables such as 

children total, miscarriage, total deliveries of the respective participant. As can be seen in the 

Table 3-2-2; index 76 participant had 2 deliveries, but both had age 0 hence these were still 

births so we filled the still birth column with a 2.  

 
Figure 3.2: Filling missing values 
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 Maternal Age is dropped from further analysis since the empty values could not be filled. 

Some people had also written same maternal age (age at the time of being pregnant first time) 

and maternal age new (current age of maternity). This inconsistency was another reason of 

dropping the feature column namely „Maternal Age‟. 

Empty value in variable Adverse Outcome (during previous pregnancy) is filled with a 0 

since the participant neither had a miscarriage nor a c-section during previous pregnancy. The 

two empty values in Stat 4 and Stat5 variable are filled with a 0 as these were left unfilled by the 

participant. The outcome variable depression and anxiety are threshold at (0-7, Normal) and (8-

21, Borderline Depressed/Depressed & Borderline Anxious/Anxious) to determine if the 

participant was suffering a depression/anxiety (1) or not (0). Variables with repeated or 

redundant information were removed. Variable Husband Death with 0 variance was removed as 

this variable will be of no use in predicting outcome. Children Total, Total Deliveries, highly co-

related with Live Births were removed as feature selection algorithm used cannot handle multi-

collinearity.  

 

Figure 3.3: Columns dropped after initial data cleaning  

 The following section provides a detailed description of variables after initial data cleaning. This 

report has been created using pandas profiling.
1
 

                                                           

1
 https://pandas-profiling.github.io/pandas-profiling/docs/ 

https://pandas-profiling.github.io/pandas-profiling/docs/
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Variables used for feature selection after initial data cleaning are indicated in Table 3-2-3. 

 

Table 3-2-3: Variables used for feature selection after pre-processing  
 

Social Provision 

Scale 

Questionnaire 

Age Ethnicity Education Occupation Background 

Household 

Income 

Duration 

Marriage 

Household 

Decision Maker 

Fight/Arguments 

with In-laws 

Number of 

people living 

in the house 

Smoking 

Substance Abuse Maternal Age 

New 

Planned 

Pregnancy 

Menstrual Cycle 

History 

Ever Used 

Planning 

Methods 

Live Births 

Still Births Adverse 

Outcomes 

During Previous 

Pregnancy 

Abortion 

History 

Past Psychiatric 

Illnesses 

Psychiatric 

Illnesses in 

family 

Child Death 

Miscarriage Parents‟ Death Total Male 

Children 

Relationship 

Problems 

Long Illnesses Other 

Harassment Ever 

Experienced 

Domestic 

Violence 

Total 

Spontaneous 

Deliveries 

Total Episiotomies Total C-

Section 

Total Female 

Children 

 

Each individual question of Social Provision Scale was used as an input feature for 

modelling whereas the variable determining the total score of social provision scale of 

participants was used for feature selection.  
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3.3 Workflow  

 

Figure 3.4: Data split & workflow  

 

Data is split in train (80%) and a test set (20%) using stratified shuffle split such that both 

sets follow the prevalence rate of anxiety/depression in original database. The random seed used 

for splitting data in the entire work is 1. Feature selection is done followed by encoding and 

scaling. The data is then sent to the two classifiers. Parameters are tuned and the final model is 

used to test on the test set.  

 

3.4 Feature Selection  

3.4.1 Background 

A challenge in any machine learning and predictive modelling task is to identify the 

relationship between the input variables (also known as features) and the associated target 

variable. In today‟s world of information overload, we can record many different forms of 
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variables associated with an environment but not all variables are equally likely to be informative 

in the task of predictive modelling. The fundamental aim of feature selection in any work is to 

filter out useful variables and while leaving all the redundant and irrelevant. Feature selection is 

an important part of any modelling task and if poorly done, can lead to bad predictive models.  

3.4.2 Types of Feature Selection  

Many feature selection methods have come forward with the aim to filter out the 

irrelevant features. Listed below are some criteria researchers have been using to find the right 

subset.  

1. Idealized: The idea here is to find the minimal subset that can accurately and sufficiently 

describe a target concept.  

2. Target Feature Count: As the name suggests, this objective here is to select an n subset of 

features out of the total pool of m such that n < m. This is done based on some selection 

criteria where we can drop some features whereby retaining some other.  

3. Accuracy Improvement: This selection objective aims right at the aim of predictive 

modelling; to increase the classification accuracy. This feature selection method chooses 

that subset of features that best increases the classification accuracy.  

4. Rank and Select: This method will first rank all features using some statistic that can 

determine the quality of the feature and then define a cutoff to drop several features off.  

Methods of selecting features can also be numbered based on their relationship with how 

the models are made.  

1. Filter Methods: Filter methods use some proxy statistic to establish a relationship 

between features and the target/outcome variable. These are relatively faster to 

implement since the algorithm goes through the input features, calculates a statistic and 

drops all features that do not follow a cutoff value. Filtering is done prior to predictive 

modelling hence this feature selection method does not interact with the modelling 

algorithm. Few filtering these methods employ are listed as follows:  

a. Information 
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b. Distance 

c. Consistency 

d. Similarity 

e. Statistical Measure  

Examples include 

a. Information Gain  

b. Chi Square  

c. ReliefF  

2. Wrapper Methods: Wrapper methods rank features as a part of the pipeline which 

includes  

a. Subset Selection  

b. Modelling  

A simple modelling algorithm is used to train via a candidate feature subset.   

c. Re-iterating point (a) and (b) until a feature subset is achieved that gives the best 

performance on the chosen metric.  

Examples include:  

a. Forward Selection  

b. Backward Selection  

c. Heuristic Feature Subset Selection  

Algorithms which use wrapper methods are as follows:  

a. Naïve Bayes 

b. Support Vector Classifier  

Owing to complexity associated with computation in the wrapper‟s methods, only the 

simplest modelling algorithm can be used with effectiveness.  
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3. Embedded Methods: Feature Selection by these methods is performed as a part of their 

modelling process. These tend to be more able than the wrapper methods since they 

integrate modelling with feature selection.  

Examples include:  

a. LASSO 

b. CART 

c. Elastic Net  

d. XGBoost 

e. C4.5 

3.4.3 Why Feature Selection and not Feature Construction? 

Since interpretability is of utmost importance when using predictive modelling in 

healthcare, feature selection is used and not construction. Feature construction techniques like 

Principal Component Analysis (PCA) and Independent Component Analysis (ICA) convert the 

original features such that they are not recognizable after the transformation. This side-effect can 

be a major disadvantage when you want to see which feature weighs more and how in model 

prediction.  

3.4.4 Introduction to Relief 

This section provides conceptual introduction to Relief algorithm. Relief was formulated by Kira 

et.al. This is an individual feature assessor which calculates a statistic also known as feature 

quality for each input feature. This feature statistic which determines the quality of the feature is 

will be referred to as feature weight in the following sections. The score given to any input 

feature can range from +1 (best) to -1 (worst). Initially Relief was limited to binary classification 

problems and couldn‟t handle outliers or missing values. In later modifications and 

improvements strategies were devised to extend it to multi-class problems. The core Relief 

algorithm has the following pseudo-code [36]. 
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Figure 3.5: Pseudo-code for Relief algorithm  

Relief uses feature weights as a statistic to score a feature‟s quality. Start with m 

randomly sampled training instances with p features long, feature weight vector of zeros, say W. 

In each iteration, the Relief takes a feature vector X coming from one randomly sampled instance 

belonging to m and the feature vectors of the instance closest to X from each output class (0,1). 

The immediate same-class instance (using Euclidean distance) is called 'near-hit', and the closest 

different-class instance is called 'near-miss'. The algorithm updates the weight of the feature if 

sample has a large distance to its nearest neighbour sample from opposite class and small 

distance from its nearest neighbour sample from same class. If both of the above rules are 

fulfilled, the weight vector of that feature is updated further. [36]. 

The weights are updated as indicated in (1). 

        –     –          
    (   –          )

 
     (1) 

The aim of feature selection in this work is two-fold. To analyze and highlight predictive 

factors that contribute most to the presence of depression and anxiety and to reduce the resources 

required to screen for the chance of depression and anxiety [36]. 
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3.4.5 Relief Based Algorithms 

This work uses ReliefF [38], the best-known variant of Relief [39]. The „F‟ in ReliefF 

refers to the 6th amendment in the algorithm. ReliefF relies on several neighbors specified by a 

parameter k instead of single instance of nearest hit and nearest miss for updating feature weight. 

This allows reliable estimates especially in noisy problems. Different strategies namely Relief 

(D-B) were also proposed to handle absent values. Some strategies were also adopted to handle 

multi-class output endpoints where while assigning weights to the features, ReliefF allows every 

training sample‟s output in the dataset to be the target instance one time. Scikit-Rebate [43] is 

used for feature selection on the training set (80%). TURF [44] iterative feature selection 

wrapper is used with core ReliefF algorithm.  

Table 3-4-1: Features scored with ReliefF using target variable depression  

 

Social_Support   0.1824729425470625 

Household_decision   0.17022500000000002 

background   0.11745000000000003 

Pregnancy   0.08187500000000006 

Total_Csection   0.0427 

Age_Maternalnew   0.021399500000000037 

Education   0.02535000000000003 

Age   0.019881060606060662 

Duration_Marriage   0.011532520574529371 

Adverse_outcomes   0.011532520574529371 

Abortion   0.011532520574529371 

Menstrual_history   0.011532520574529371 

Female_total   0.011532520574529371 

Male_total   0.011532520574529371 

Total_svd   0.011532520574529371 

Child_death   0.011532520574529371 

Miscarriage   0.011532520574529371 

LiveBirths   0.011532520574529371 

StillBirths   0.011532520574529371 

Household_Income   0.011532520574529371 

Long_illness   0.011532520574529371 

Ethnicity   0.009840041149058747 

Smoking   0.009840041149058747 

Substance_abuse   0.009840041149058747 

Past_Psych   0.009840041149058747 
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Family_psych   0.009840041149058747 

PArent_death   0.009840041149058747 

Harrasment   0.009840041149058747 

Domestc_violence   0.009840041149058747 

Occupation   0.009840041149058747 

total_epiziotomies   0.009840041149058747 

People_living   0.009840041149058747 

Used_Plannig   0.09000000000000008 

Fights_inlaws   0.009840041149058747 

Relationship_prob   0.009840041149058747 

other   0.009840041149058747 

 

 

Table 3-4-2: Features scored with ReliefF using target variable anxiety 

 

Social_Support   0.18780993788866954 

Household_decision   0.14529999999999993 

Pregnancy   0.11375000000000016 

Used_Plannig   0.11665000000000003 

Age   0.10615666666666658 

background   0.09887499999999995 

Duration_Marriage   0.09524215116279065 

LiveBirths   0.06812500000000006 

Age_Maternalnew   0.06508897727272725 

StillBirths   0.0385976506211133 

Miscarriage   0.0385976506211133 

Long_illness   0.0385976506211133 

other   0.0385976506211133 

Total_svd   0.0385976506211133 

Adverse_outcomes   0.0385976506211133 

Total_Csection   0.0385976506211133 

Female_total   0.0385976506211133 

Male_total   0.0385976506211133 

People_living   0.0385976506211133 

Menstrual_history   0.0385976506211133 

Education   0.0385976506211133 

Household_Income   0.0385976506211133 

Ethnicity   0.0371203012422266 

Fights_inlaws   0.0371203012422266 

Child_death   0.0371203012422266 

Relationship_prob   0.0371203012422266 

total_epiziotomies   0.0371203012422266 

Smoking   0.0371203012422266 
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Substance_abuse   0.0371203012422266 

Abortion   0.0371203012422266 

Past_Psych   0.0371203012422266 

Family_psych   0.0371203012422266 

PArent_death   0.0371203012422266 

Harrasment   0.0371203012422266 

Domestc_violence   0.0371203012422266 

Occupation   0.0371203012422266 

 

 

For choosing a subset of features that were ranked by the algorithm, we chose all features 

that followed the cutoff of >= 0.1. Independent variables used for modelling after feature 

selection are indicated in Table IV. 

Table 3-4-3: Features selected using ReliefF 

 

Depression Anxiety 

Social Support Social Support 

Household Decision Household Decision 

Background Planned Pregnancy 

 Ever Used Planning Methods 

  Age  

3.5 Encoding & Scaling 

Machine learning algorithms require numerical input. All the data came numerically 

encoded which worked for binary and ordered categorical variables. The nominal categorical 

variables were then one-hot-encoded. One-hot-encoding creates binary vectors of the categories 

of a variable such that that the categories have no ordered relationship [42]. All variables except 

the one-hot-encoded were standardized to have a mean of zero and standard deviation of one. 

Standard Scaler was used to transform the features. The same transformation parameter 

was used on test set. The encoded and scaled columns were then concatenated together. 
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CHAPTER 4: CLASSIFICATION  

4.1 Support Vector Machines 

4.1.1 Introduction 

Support vector machine is a classifier that can be used for predictive modelling. It works 

by dividing the training data through a maximum margin hyperplane which can subsequently be 

used to classify new input data points [43]. Non-linear classifiers were later proposed which used 

the kernel trick for projecting the data into higher dimension for classification not possible 

linearly [44]. 

4.1.2 Parameter Tuning For SVC 

In this work we used GridSearchCV [25] and 10-Fold cross validation [45] to find the 

optimal SVM parameters. The parameter grid was set using multiples of 10‟s and is detailed in 

Table V. To improve the model performance, the parameter grid was fine-tuned and updated 

according to the results of each run. Parameters we considered for tuning were kernel function 

and c. The kernel parameter decides the type of kernel function to be used in the algorithm. The 

parameter c is the penalty parameter for error term allowing trade-off between higher or lower 

misclassification rate. A high value of c will penalize the cost of misclassification leading to a 

tightly fit boundary separating the training points of two classes whereas a lower c allows 

misclassifications. 

Table 4-1-1: Parameter grid for SVM  

Kernel C  

Linear 0.01 

Poly 0.1 

RBF 1 

Sigmoid 10 
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The optimal values of kernel and c were computed via GridSearchCV and later evaluated 

using 10-Fold CV. The found values were then used to train the SVC on the training set (80%) 

whereas the results were assessed on the hold-out test set (20%).  

4.2 Artificial Neural Networks  

4.2.1 Introduction & Brief History 

Artificial Neural Networks were inspired by the way neurons in the brain interact with 

each other. The two major building blocks of Neural Networks were  

1. Threshold Logic: A neuron; node in case of ANN will fire only when a threshold is 

achieved.  

2. Neural Plasticity: „Cells that fire together wire together‟. 

Perceptron was first proposed by Frank Rosenblatt to understand the decision-making 

process in the eye of a fly. A simple linear threshold gate was proposed that takes weighted sum 

of inputs. If the weighted sum exceeds the threshold, the output is given as 1 otherwise 0.  

A single perceptron is shown in fig.  

 

Figure 4.1: A single perceptron model 
2
 

                                                           

2
 Source: https://towardsdatascience.com/a-concise-history-of-neural-networks-2070655d3fec 

https://towardsdatascience.com/a-concise-history-of-neural-networks-2070655d3fec
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A major drawback to this model was it could only learn linearly separable functions 

while most real-world data may or may not be linearly separable. Research continued with 

Widrow and Hoff applying a neural network to a real-world problem successfully however later 

a book by Minsky effectively laid down the issues with neural networks which led the scientific 

community at large to work on the described points. It was however the re-discovery of a 

concept already substantiated in 60‟s; backpropagation that led to the dawn of the AI Spring.  

Backpropagation along with gradient descent is what constitutes the powerhouse of a Neural 

Network‟s ability.  

4.2.2 Multi-Layer Perceptron Based Neural Network Classifier  

The artificial neural network used in this study is a multi-layer perceptron. The MLP is 

represented as connected layers of nodes. The three layers in all MLP are 1) input layer, 2) 

output layer and 3) one or more hidden layers. Each node in the subsequent layer takes a 

weighted input from all nodes of previous layer. A non-linear activation function is applied to 

incoming weight on each node which allow the model to create complex mappings between 

network‟s inputs and outputs. Backpropagation is used with an optimization method gradient 

descent to minimize a loss function. The loss function is minimized by updating weights of the 

network. The network weights are updated after each iteration [46].  

Figure 4.2: Backpropagation of 

feedforward ANN 
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4.2.3 Hyperparameter Tuning For MLP-NN 

This work uses a feed-forward artificial neural network. During the development of 

model there are many parameters known as hyperparameters that need optimization. This 

optimization is needed in order to correctly classify instances. The number of nodes in input 

layer are equal to the input features.  

The neural network has a logistic output. The logistic output is chosen so that model‟s 

output could be interpreted as a probability of risk of depression and anxiety between 0 and 1. 

The output layer has one node. For fine-tuning neural network, a validation set (10%) is 

extracted from training set (80%) using Stratified Split. 

Table 4-2-1: Input nodes for MLP model  

Depression Input Nodes Anxiety Input Nodes 

Social Support  24 Social Support 24 

Household Decision 4 Household Decision 4 

Background 3 Planned Pregnancy 1 

  Used Planning 1 

  Age  1 

Total Inputs 31  31 

 

Adam optimizer [47] with a learning rate of (0.1, 0.01, 0.001, 0.0001) was used to assess 

the performance on the validation set. Adam is an optimization algorithm that minimizes the loss 

function by adjusting weights of the network. Adam leverages the advantages of Adagrad [48] 

and RMSprop [49]. Training a network is an iterative process where we want to minimize the 

loss function.  
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The number of hidden layers and nodes of neural network were set and evaluated using 

informed hit and trial via the learning curves and cross-validation performance. To fix the 

number of nodes, a constructive approach was used. The constructive approach starts with an 

undersized network and adds additional hidden neurons. One to three hidden layers were 

assessed. It was observed that two hidden layers with less nodes had approximately same 

performance as one hidden layer with large number of nodes. It has also been shown that two 

hidden layers generalize well than one [50].The number of nodes in these hidden layers were 

first evaluated using Masters‟ geometric pyramid rule [51] for one (3) and two hidden layers (4), 

(5). Here, 

                             √
 

 

 
      (2) 

n = nodes in input layer  

m = nodes in output layer  

 

In case of 1 layer,  

                             √      (3) 

In case of 2 layers,  

                                     (4) 

                                    (5) 

 

We tried various combinations of nodes using nodes calculated from (3), (4), and (5) as a 

starting point until the increase in complexity didn't increase the classification score 

significantly. It was also observed that optimal nodes were not restricted to an explicit quantity. 
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Training is continued till the error on validation set keeps dropping. Training is halted when 

validation error starts to increase as these are early signs of model overfitting. 

Batch size of 1, 2, 5, 10, 32, 100 and 128 was assessed.  

4.2.4 Weight Initialization 

Weight initialization describes the way initial random weights of the layers are set. 

Various weight initializers, available in Keras
3
 were assessed.  

A few of those assessed are listed below  

1. Random Normal 

2. Random Uniform 

3. Truncated Normal 

4. Variance Scaling 

5. Orthogonal 

6. lecun_uniform  

7. glorot_normal  

8. glorot_uniform 

9. he_normal 

10. he_uniform 

11. lecun_normal 

 

4.2.5 Regularization 

Overfitting in neural networks refers to the phenomenon where a neural network 

overlearns the training data such that it is unable to generalize on the data it has not been trained 

on. Hence, regularization becomes critical for neural network. This network uses L2 

                                                           

3
 Source: https://keras.io/initializers/ 

https://keras.io/initializers/
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regularization which adds a penalty term to the loss function such that weight vectors shrink at 

each step while usual gradient update takes place.  

This network uses L2 weight penalty of 0.01. A smaller penalty than this is not effective 

in reducing overfitting whereas a larger penalty increases the bias in the network. 

 

 

Figure 4.3: Without regularization 
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Figure 4.4: With regularization 

With the selection of different hyperparameters, a 10-Fold Cross Validation [45] is run 

over the entire training set (80%) to assess the performance of selected hyperparameters.  

4.2.6 Bias Variance Trade-off 

Bias in the model is defined as when the model is too simple to learn from the data 

whereas the variance is defined as when the model becomes too complex for the data. A bias-

variance tradeoff is made while making a model where the model has to be just right so that 

neither is it too simple to learn from future data nor it becomes too complex that it learns all 

intricacies of the data which leads to overfitting.  

4.3 Evaluation Metrics 

Model performance is assessed using metrics derived from the confusion matrix, and area 

under the receiver operating characteristics. The evaluation metrics are defined below.  

Confusion Matrix: Confusion matrix is detailed in table 4-3-1. 

Table 4-3-1: Confusion matrix 

 

  Actual Label 

  Positive (1) Negative (0) 

Predicted Label Positive (1) True Positives False Positives 

 Negative (0) False Negatives  True Negatives  

 

True Positives are the positive cases predicted as positives. True Negatives are the 

negative cases predicted as negatives. False Positives are the negative cases predicted as 

positives (Type I Error). False Negatives are the positive cases predicted as negatives (Type II 

Error).  

1. Accuracy: Accuracy is the percentage of correctly classified instances.  
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        (6) 

2. Sensitivity: Sensitivity is the percentage of true positives which get predicted as 

positives. Sensitivity is also known as recall or true positive rate.   

             
  

     
         (7) 

3. Specificity: Specificity is the percentage of true negatives which get predicted as 

negatives. Specificity is also known as true negative rate. 

             
  

     
         (8) 

4. Precision: Precision measures if percentage of predicted positives is truly positives. 

           
  

     
          (9) 

5. F1 Score: Weighted average of above two metrics; precision and recall.  

        
                

                
     (10) 

6. Area under the ROC curve: It measures the performance of classifier at various 

thresholds. AUC is plotted with true positive rate on y-axis and (1 – Specificity) on x-

axis. 

All neural network models were developed and applied using Keras [52]. SVM models 

and performance metrics were calculated with Scikit-learn [53]. All work was executed on 

windows operating system, Intel Core (TM) i7-7500U CPU @ 2.70GHz, 2904 Mhz, 2 Core(s), 

with 4 Logical Processor(s).  

4.4 Results 

The parameters used to train the SVM are indicated in Table VII.  

Table 4-4-1: Parameters used to train SVM 

Support Vector Machine  Antenatal Depression Antenatal Anxiety 

C 1.3 1 

Kernel  poly rbf 

Degree 2 Not Applicable  
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Table 4-4-2: Parameters used to train neural network  

 Antenatal Depression Antenatal Anxiety  

Layer Dense Layer Dense Layer 

Topology 31-11-7-1 31-21-1 

Activation Function for all layers 

except output 

RELU RELU 

Activation Function for output layer Sigmoid  Sigmoid 

Epochs 90 70 

Batch Size 32 32 

L2 Weight Decay  0.01 0.01 

Optimizer ADAM ADAM 

Learning Rate  0.001 0.001 

Loss Function Binary Cross Entropy Binary Cross Entropy 

Kernel Initializer  glorot_uniform glorot_uniform 

 

 

Xavier; a popular initialization method is used in this work since it initializes weights that 

are not in the saturated/dead regions. This helps in a faster gradient descent as compared to if 

weights were initialized such that the updates quickly end up in the saturated regions.  

Binary Cross Entropy is used as loss/cost function. With this loss function, the cost 

exponentially goes up when the predicted and actual labels are not same. This helps the 

optimizer make changes to the weights of the model such that the cost can be made as low as 

possible. 
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RELU is used as the activation function in hidden layers. RELU is computationally 

simple and allows fast learning since it assists in taking faster gradient updates based on its 

output value.  

The number of epochs is set using the learning curves. Too few were not effective in the 

model learning properly while too many would result in model overfitting.  

The final MLP based neural network used for predicting antenatal depression and 

antenatal anxiety had the parameters indicated in Table VIII. The trained model, with these hyper 

parameters selected from validation set, were then used to assess the test set. We report the 

average performance with standard deviation over 30 trials in table IX, X and box plots of these 

trials in fig 2,3. Each trial consisted of weights being randomly initialized followed by model 

training and testing. We also report five repetitions of these 30 trials in fig 4,5. which indicate the 

robustness of model.  

The cross-validation results of neural network in table IX and X indicate the mean and 

standard deviation of one run of 10-fold cross validation. This run indicates both data and model 

variance. The data was spilt using the same constant random seed. The outputs are threshold at 

default 0.5. FPR is false positive rate and FNR is false negative rate. 

Table 4-4-3: Results for antenatal depression model 

Antenatal Depression Accuracy Sensitivity  Specificity Precision F1 

Score  

AUC-

ROC 

FPR FNR 

MLP-

NN 

 

 

 

 

 

 

 

Support 

Vector 

Machine 

CV Score 

mean(std) 

% 

 

Test set 

mean(std) 

% 

 

CV Score 

mean(std) 

% 

 

 

Test set  

% 

79.272 

(6.031)  

 

 

 

88.600 

(1.281)  

 

 

82.500 

(5.701) 

 

 

 

80.0 

 

76.245 

(9.211)  

 

 

 

87.976 

(2.110)  

 

 

74.271 

(10.730) 

 

 

 

78.6 

 

83.235 

(8.977)  

 

 

 

89.394 

(2.835)  

 

 

93.098 

(5.333) 

 

 

 

81.8 

85.963 

(6.716)  

 

 

 

91.411 

(2.023)  

 

 

93.422 

(5.098) 

 

 

 

84.6 

80.448 

(6.045)  

 

 

 

89.628 

(1.165)  

 

 

82.268 

(6.986) 

 

 

 

81.4 

79.740 

(5.921)  

 

 

 

88.685 

(1.338)  

 

 

83.685 

(5.332) 

 

 

 

80.2 

16.765 

(8.977)  

 

 

 

10.606 

(2.835)  

 

 

6.902 

(5.333) 

 

 

 

18.1 

23.755 

(9.211)  

 

 

 

12.024 

(2.110)  

 

 

25.729 

(10.730) 

 

 

 

21.4 
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Table 4-4-4: Results for antenatal anxiety model  

Antenatal Anxiety Accura

cy 

Sensitivit

y  

Specificit

y 

Precision F1 

Score  

AUC-

ROC 

FPR FNR 

MLP-NN 

 

 

 

 

 

 

 

Support 

Vector 

Machine 

CV Score 

mean(std) 

% 

 

Test set 

mean(std) 

% 

 

CV Score 

mean(std) 

% 

 

 

Test set  

% 

80.235 

(5.157) 

 

 

 

88.667 

(1.738)  

 

 

79.250 

(6.805) 

 

 

85.0 

 

90.099 

(5.865) 

 

 

 

93.380 

(1.750)  

 

 

88.709 

(6.534) 

 

 

95.8 

 

56.136 

(13.897) 

 

 

 

77.126 

(4.315)  

 

 

58.431 

(13.344) 

 

 

58.6 

83.616 

(4.503) 

 

 

 

90.930 

(1.566)  

 

 

83.532 

(8.427) 

 

 

85.0 

86.586 

(3.580) 

 

 

 

92.125 

(1.213)  

 

 

85.637 

(5.066) 

 

 

90.0 

73.117 

(6.950) 

 

 

 

85.253 

(2.305)  

 

 

73.570 

(7.429) 

 

 

77.1 

43.864 

(13.897) 

 

 

 

22.874 

(4.315)  

 

 

41.569 

(13.344) 

 

 

41.3 

9.901 

(5.865) 

 

 

 

6.620 

(1.750)  

 

 

11.291 

(6.534) 

 

 

4.2 

 

 

`

 

Figure 4.5: Boxplots of 30 trials of depression model on test set 

Distribution of each metric can be inferred. 
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Figure 4.6: Boxplots of 30 trials of anxiety model on test set 

Distribution of each metric can be inferred. 

 

 

Figure 4.7: Five repeats of 30 trials of depression model on test set 

Each marker indicates mean of 30 trials. The almost horizontal lines indicate that the model is 

robust. 

 

  

Figure 4.8: Five repeats of 30 trials of anxiety model on test set 

Each marker indicates mean of 30 trials. The almost horizontal lines indicate that the model is 

robust. 
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Figure 4.9: 10 repeats of 10-fold cross-validation on training set for depression model 

 

 

 

 

Figure 4.10: 10 repeats of 10-fold cross-validation on training set (80%) for anxiety model 
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CHAPTER 5: ANALYSIS & DISCUSSION 

In a survey of applications of neural networks in real world scenario, it has been shown 

that feed-forward neural networks have been performing better in applications to human 

problems [54]. This work endorses this since the multi-layer perceptron based neural network 

outperformed the support vector classifier in all key metrics. Neural Network was also able to 

generalize well to the hold-out test set as indicated in Table IX and X. Support Vector Classifier 

was able to generalize only for anxiety model and not for depression model. In prediction of a 

disease we want to make sure that we correctly predict as many positives cases as possible as 

well as ensure that that the predicted positive cases are actually positives hence precision and 

recall are important performance measures. Multilayer perceptron and SVM achieved a 

sensitivity of 87% and 78% for antenatal depression respectively. Precision of 91% was achieved 

by MLP and 84% by SVM. In antenatal anxiety model MLP (90%) scored higher precision while 

SVM (95%) achieved higher sensitivity. 

Figures 6-10 present the number of people depressed and anxious respectively grouped 

by their selected variables. Fig 6 shows that people on lower spectrum of perceived social 

support and their husbands being the primary decision makers of house, self-screened themselves 

to be more depressed. The same was observed for people with high anxiety scores as shown in 

fig 7. Hence, empowerment in the houses can be an important predictor of both antenatal anxiety 

and depression. Similarly, women with low social support living in rural areas were found to be 

more prone to depression as opposed to women perceiving high social support living in urban 

areas as shown in fig 8. This can partly be attributed to the presence of basic life facilities like 

health, housing and education. Fig 9 indicates that the women who used planning methods 

screened themselves to be less depressed than the women who did not use planning methods. 

Women with unplanned pregnancies grouped with no planning methods employed had highest 

anxiety scores. Fig 10 indicates that young adults aged between 20 and 30 were more prone to 

antenatal anxiety.  
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Figure 5.1: People depressed grouped by their household decision maker and score on SPS 

 

Figure 5.2: People anxious grouped by their household decision maker and score on SPS 
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Figure 5.3: People depressed grouped by their background and score on SPS 

 

 

Figure 5.4: Anxiety score on HADS grouped by variables planned pregnancy and ever used 

planning methods. 
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Figure 5.5: Anxiety score on HADS grouped by the age of the participants.  
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CHAPTER 6: CONCLUSION 

The economic cost associated with mental health is expected to double by 2030. All of 

this can be attributed to mental health contributing to the increased global burden. [54]. Deep 

learning in psychiatry can thereof assist in predicting symptoms onset or risk which can 

potentially open unprecedented opportunities for affordable targeted interventions at early stages 

in assisting and reducing this burden [26].  

6.1 Contribution 

In this study we analyzed the classification performance of Support Vector Machine and 

Multi-layer perceptron based Artificial Neural Network for the prediction of risk of antenatal 

depression and anxiety. ReliefF was used for feature selection prior to modelling. MLP based 

neural networks generalized better on the hold-out test set than support vector classifier. 

Moreover, in future, ANNs can be more efficient and effective in handling larger datasets which 

may pan out to more complex problems. Perceived social support, background, and 

empowerment in their houses were found to be the risk factors for antenatal depression while 

perceived social support, empowerment in houses, planned pregnancy, ever used planning 

methods and current age were risk factors found for antenatal anxiety.  

6.2 Future Work  

In a systematic review which identified women at risk of antenatal anxiety and 

depression [12], the most key factors found were absence of social or partner support, abuse, 

adverse life events, stress, pregnancy complications, unplanned and unwanted pregnancy; three 

of which have been identified to be risk factors by our research as well. Since causality is of 

utmost importance in any interventional task in healthcare, further work is warranted to establish 

causal risk factors as well as robustness of methods used for real-world deployment since 

machine learning methods in healthcare must exhibit highest level of interpretability, 

generalizability and robustness.   
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