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ABSTRACT 
 

RoboCup is amongst the most illustrious of international robotic competitions, held annually. Its 

Standard Platform League comprises of soccer competitions between teams of humanoid robots.  

Robocup competition provides an interesting platform where intelligent systems are studied and 

developed to interact with real physical objects. 

NAO robot from Aldebaran Robotics is the hardware platform for RoboCup SPL; while 

incorporates sonar sensors, joint encoders, cameras, 25 degree of freedom, foot pressure sensors, 

Wifi, Embedded Linux and Atom processor. The key objective of this project is to make a multi-

agent system which can contribute towards the complete software module of robots which can 

play soccer with each other.  

The robots operate fully autonomously with only local vision and highly constrained inter-robot 

communication, without any external intervention. 

In real soccer goal keeper plays a totally different role from other players. Hence a novel idea is 

presented to improve the performance of goal keeper for Robocup SPL competition. 
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Chapter 1 

INTRODUCTION 

1.1 Motivation 

In robotics, development of autonomous group of agents requires integration of different features 

of the agents to accomplish a certain goal for the group. For a mobile robot agent, all the 

information received from the different sensors, e.g., cameras , is understood using image 

processing, integrated for better perception of surrounding environment, e.g., to self-localize, and 

then performed an action to have a desired effect in the environment, e.g., using motion control 

and obstacle avoidance algorithms. 

Above all is the most important key feature for a robot to achieve a desired goal, autonomy. The 

robot needs to integrate and coordinate all its subsystems, in order to achieve the desired goal.  

 

1.1.1 The RoboCup Project 

The RoboCup (Robot World Cup Initiative) project, [1], is a robotic competition which the main 

intention is to promote robotics and the research on artificial intelligence with the ultimate 

challenge stated as follows: 

By mid-21st century, a team of fully autonomous humanoid robot soccer players shall win the 

soccer game, comply with the official rule of the FIFA, against the winner of the most recent 

World Cup. 

This robot soccer competition provides an enriched research oriented environment because it is a 

dynamic and partially known environment where each one of the agents should have a specific 

role and needs to coordinate its actions and behaviors to achieve a desired goal. 

 

1.1.2 The RoboCup SPL 

In the Standard Platform League standard hardware platform is used by all teams, so that more 

effort is put on software development rather than the robots mechanics
[3]

 .The robots are fully 

autonomous; i.e., there is no external intervention by either humans or computers during the 

games. 

https://en.wikipedia.org/wiki/RoboCup_Standard_Platform_League#cite_note-3
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Figure 1 RoboCup SPL field 

 

1.1.3 The Goalkeeper 

In a robotic soccer team, the goalkeeper has particular challenging characteristics that are 

different from the other teammates. The main purpose of a goalkeeper is to defend the goal from 

the kicks of the opponent teams that means the active area for goalkeeper always remains near its 

own goal. Besides this simple objective and limited area, the goalkeeper should have a perfect 

coordination amongst all its components such as: perception of ball and its tracking, intercepting 

the ball before it reaches the goal areal, covering the goal and clearing the ball from the goal 

area.  

Therefore, these features of a robot soccer goalkeeper make its role important and distinct in a 

team. 

 

1.2 Use Case Diagram for a Soccer Game  

Use Case Diagram for a soccer player is shown in figure 1.2. Following is the description of 

actors, use cases and relationship between them. 

 

USERS – Users are the external entities who can interact only when game is not being played 

actively. 

Initialize players are positioned on the field automatically or manually, before the game play 

begins. 



12 
 

Start is an indication that players have occupied their positions and now game play can begin. 

End means the user has the authority to end the game. 

SERVER 

Game Controller helps the server to transmit data to the player client that consists of information 

regarding or communication from other clients. 

AI  

Receive Message tells that the player client can receive data that is send by the server. 

Send Message shows that the player client can communicate information to the server. 

Parse Data indicates that the player client can parse the information it receives from the server. 

Decide shows that the player can choose its next action based on the internal data and the 

information it receives from the server.  

Act indicates that after selecting an action based on decision, the player client can implement the 

selected action. This might be done by communicating with the server or waiting for an event.  

Kick involves two actions passing the ball to team mate and shooting the ball into opponent’s 

goal. 

 Run shows the movement of player into the field.  
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Figure 2 Use Case Diagram for a Soccer Player 
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Chapter 2 

LITERATURE REVIEW 
Although in recent decades numerous researches is conceded out in the field of humanoid robots, 

still in spite of all the researches there is no sufficient research about the right decision of the 

goalkeeper to hedge in order to defend goal. Some articles addresses relevant areas, such as how 

to lessen the damage to the robot in case of collision of robot with the ground [3], [4] or 

localization and vision of robots [2], [5], but a explicit discussion regarding the goalkeeper 

robots has only been found in [6].  

Goalkeepers that exhibit Multi-behavior have been studied in the dominion of the RoboCup mid-

sized league. Even though there challenges in Standard Platform League (SPL) and simulation 

league are distinctive that are not existent in the mid-sized league, the study of behavior control 

within the mid-sized league is still applicable. 

Menegatti et al [18] implemented behavior and motion control for a goalkeeper using an ad hoc 

model. Their goalkeeper intercepts shots coming toward the goal by remaining in an arc in front 

of the goal. Work presented here was further improved by Lausen et al [15]. They used a 

hierarchical state machine comprises of 2 levels that synchronizes primitive tasks and behaviors. 

Complex motions in a task are approached by a non-linear algorithm. 

Garcia et al [13] generated autonomous behavior using ethological inspired architecture and 

trailed SPL rules for demonstrating a humanoid goalkeeper. The behavior of goalkeeper is 

implemented using a premeditated structure for planning (self-positioning) and a reactive control 

mechanism for saving goal. They report being able to track the ball 100% of the time, 

positioning itself properly 84% of the time, and saving goals from 62% of the trajectories tested. 

Bozinovski and Schoell [9] worked on an approach based on an evolving behavior model for the 

role of a goalkeeper. They used emotion based self-reinforcement learning algorithm and a 

learning demonstrated a curve as result from training experiments. 

Birbach et al [7] used DLR's humanoid Rollin' Justin to implement a real time perception system 

able to catch ball. The system uses Multiple Hypothesis Tracker to tracks and predicts the 

trajectory of balls thrown towards the agent that uses Unscented Kalman Filters.  
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Adorni et al. [7] suggested a straight-forward method for a Middle-Size League (MSL) agent in 

the beginning of RoboCup. It retrieves images frame by frame and uses these images to calculate 

the current ball position. Then it uses a look-up table mechanism to calculate the position of ball 

relative to the agent. It then estimates ball position, motion direction and speed using two 

successive frames.  

Research in soccer agents and robots has several aspects of gameplay such as efficient 

omnidirectional movement [17,16] and accurate perception [18]. 

Human goalkeepers predict the direction of the ball using visual cues in the shooter's body 

posture [11], before the shot has been performed. However, in the framework of the RoboCup 

3D soccer competition, goalkeeper agents depend on merely on the ball trajectory after shooting 

due to the restraints (ex. noisy perception, limited computational resources) posed by perceiving 

the opponent robot's posture. 

In spite of copious research into the various challenges posed by the robot soccer context, work 

done on the goalkeeper agent is limited to defining simple rules that increase the chances of 

saving a goal. Moreover, goalkeepers use the same methods for perception as other field player 

agents. 

Goalkeeper has a unique role as it is the only player agents allowed to purposely dive and block 

the ball using their hands. Diving is the most popular goalkeeper skill present in the competition, 

but decision about how and when to activate this feature depends upon predefined rules[18].  
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Chapter 3 

HARDWARE PLATFORM: NAO 

3.1 NAO's Description 

Nao is a humanoid robot. Height of Nao is 58 cm, it weigh 4.3 Kg. The Nao robot carries a full 

computer on board with an x86 AMD Geode processor at 500 MHz, 256 MB SDRAM, and 1 

GB ash memory running an Embedded Linux distribution. It uses a 6-cell Lithium-Ion battery. It 

uses an IEEE 802.11g wireless or a wired ethernet link which provides about 45 minutes of 

continuous operation and communicates with remote computers. 

 

Figure 3 Nao's field of View 

3.1.1 Cameras 

In the NAO V3, the cameras are mounted on the head of robot therefore they provide non-

overlapping views. At a time only one robot is active and the view can be transferred from one to 

the other almost instantaneously. 

 

3.1.2 Connectivity 

There are three means for Connecting to a robot. 
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1) The NAO robot, can be connected directly or sharing the same network, through a wired 

ethernet link. 

2) An IEEE 802.11g wireless card is available for connection 

3) Aldebaran provides a serial cable, which comes into play when we want to debug the 

robot, and read messsages concerning the Nao's procedures.  

 

3.1.3 Audio, Sensors, Various 

It has a pair for stereo audio perception. Nao sense obstacles in front of it, using two ultrasonic 

sensors placed on its chest. Information about its instantaneous body movement is provided by 

the torso IU (inertial unit). 

Finally, force applied to the feet is delivered by an array of resistors, while joint position at each 

time is recorded by encoders on all servos. Information about feet collisions with obstacles is 

measured by two bumpers on the feet. The Nao robot has a total of 21 degrees of freedom. 

Stereo loudspeakers and a series of LEDs complement its motion capabilities with auditory and 

visual actions. 

 

3.1.4 NaoQi 

NaoQi is the framework that acts as a interface between the robot and high-level languages, such 

as C, C++, and Python. NaoQi offers a distributed programming and debugging culture. Its 

architecture consists of modules and brokers that allows local and remote module to be run on 

the robot. 
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Chapter 4 

FEATURES OF A GOALKEEPER 

4.1 VISION  

 

4.1.1 Corners Detection  

The corner detection done is based on the information of the convexity defects found in the 

image from the contours points and the convex hull information.  

 

4.1.1.1 Convexity defects  

To understand what convexity defects are we first have to understand about contours points and 

their corresponding convex hulls.  

 

Contours  

Contours are closed boundaries around the binary image blobs they are made by connecting 

necessary number of points to contain all detected binarized blob.  

 

Convex Hull  

As the name indicates convex hull is the convex shape that contains all of the contour points.  

 

Convexity Defects  

Convexity defects correspond to all those areas which are part of the convex hull but not 

contained in the original contour from which the convex hull was made. The depth of the 

convexity defect is the maximum perpendicular distance from the line between the start and 

finish of the defect to any point within the defected portion.  

In the following image the blue color shows the contours made around the detected hand, the 

yellow color shows the convex hull around the contour hand and the black arrows shows the 

convexity defects depth in the respective convexity defects. The portions which are not inside the 

contour but are inside the convex hull are the convexity defects. 
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Figure 4 Contour (Blue), Convex Hull (Yellow), Convexity Defects and their Depth (Black) 

 

4.1.1.2 Method explanation  

The method chosen has the following steps in its algorithm.  

1. Input coming from the robot.  

2. Extract the field portion from the image.  

3. Take inverse perspective transform.  

4. Binarize the transformed image for white color.  

5. Make contours around the detected white color blob  

6. Find convex hulls of all the blobs  

7. Draw corner points (circles) on the convexity defects areas if its depth is greater than a certain 

threshold.  

8. Classify corners into L, T or X type based on the number of lines detected on the square 

whose pixels are traversed around the corner points.  
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Figure 5 Steps involved in corner detection 

Input 

Extract Field 

 Inverse perspective transform.  

Binarize  for white colour 

Make contours around the 
detected white color blob  

 Find convex hulls of all the blobs 

Draw corner points (circles) on the 
convexity defects areas if its depth 
is greater than a certain threshold.  

Classify corners into L, T or X type  
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The major algorithm steps are showing in the following image 

 

 

Figure 6 Binarization 

 

 

Figure 7 Contours 

 

 

Figure 8 Convex Hulls 
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 Figure 9 Corners 

 

4.1.2 Goal Post Detection  

We have found the goal post base points based on the topological structure of the goal post 

contours.  

 

4.1.2.1 Topological structural analysis  

We have approximated the shape of the goal post up to a level where there is only one base point 

at max for each leg. Otherwise we had more than one point on each legs of the goal post which 

resulted in getting the two base points on the same leg. Also we have utilized the direction of the 

legs of the goal post so that correct results are found even when tilted image comes as an input. 

 

4.1.2.2 Method explanation  

The method chosen has the following steps in its algorithm.  

1. Input coming from the robot.  

2. Extract the field portion from the image.  

3. Binarize the goal post by taking yellow color from the image.  

4. If the color blob exceeds a certain threshold for area then go to the next step, otherwise take 

another image for goal post detection.  

5. Approximate the shape of the found contour.  
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6. Now get the first base point of the goal post by finding the lowest point of the goal post 

approximated contour.  

7. Now find the direction that the first leg of the goal post points towards.  

8. Find the other leg of the goal post by find the direction opposite to the first leg of the goal 

post.  

9. If the other leg is found then go to the next step, otherwise take another image as input  

10. Find the other base point of the goal post by getting the end point of the other leg of the goal 

post.  

 

4.1.3 Field Extraction  

Here convex hulls and field height histograms are utilized.  

 

4.1.3.1 Downsampling, height histograms and convex hulls  

The field extraction is done through downsampling the binarized image so that the unfilled areas 

present in the binarized image are smoothed out. Then we extract the outer boundaries of the 

field through convex hull made with the help of the height histogram.  

 

4.1.3.2 Method explanation  

The method chosen has the following steps in its algorithm.  

1. Input coming from the robot.  

2. Binarize the green color found on the image.  

3. Downsample the image 3 to 4 times and smooth the image with each downsampling.  

4. Now threshold the image and make a binary image so that we can have a clear representation 

of the green blob found in the image.  

5. Make the height histogram of the field boundaries from the bottom up.  

6. Include the height points and the bottom two corner points of the image and make a convex 

hull of all the points.  

7. Extract the portion of the image contained in the convex hull to get the extracted field.  
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4.2 LOCALIZATION  

4.2.1 Distance perception  

4.2.1.1 Available hardware:  

For distance perception available hardware that we can use is:  

 Monocular cameras  

 Ultrasonic sensors  

 

Below we discuss the viability of each sensor as input. 

Ultrasonic sensors:  

These sensors send a ultrasonic pulse and measures the time of flight by capturing the echo. This 

allows it to calculate the distance to an object. Currently the land marks that are being detected 

are plane corners and field lines so these sensors cannot be used as feasible sensors for 

measuring distance to landmark that we are detecting through our perception module.  

Monocular cameras:  

Nao has two monocular cameras with none overlapping field of views as below: 

 

Figure 10 NAO Robot Cameras 

In order to perceive depth using the camera we can employ the techniques of stereo vision. These 

techniques can be employed using determined patterns of camera motion in order to create a 

virtual stereo camera but unfortunately this technique becomes too computationally expensive 

therefore we resort to another technique that solely uses monocular camera.  

As our landmarks are on ground plane so we can utilize the assumption that each point we see in 

image pixel lies on the ground with this assumption we drive equations to solve for the local 

coordinate of the object we see in the image.  
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4.2.2 Land Mark Hypothesis  

Once a feature point is detected on the image it has to be correlated with a landmark on the map. 

But we have a problem here as same feature point correlates to multiple landmarks on the map. 

 

Feature Points  Land Marks  

L corner  Four outer corners, four penalty 

area corners  

T corner  Four penalty area corners  

X corner  Circle crossing on the line  

 

Figure 11 Field Corners in Robot Field 

 

But before these feature points can be used they must be uniquely related to a specific land mark. 

For this simple heuristic is used.  

Based on the current pose of the robot we predict which land mark is most plausible i-e generates 

least error and thus we choose that land mark to be associated with given feature point.  
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We project the given feature point onto world coordinates using this projected point and the 

detected type of the feature point we measure the distance between all the possibilities and the 

project point then we choose the one with least distance i-e least error. 

 

4.2.3 Camera Model Calibration and Correction  

For camera calibration we used checker board pattern and algorithms from opencv to determine 

the focal length for pinhole camera model. 

 

4.2.4 Sensor Model  

Once we take the measurements of local coordinates of each feature point and have mapped it to 

a unique land mark. We need to translate each reading to a probabilistic measure.  

Given inputs:  

 Local coordinates of feature points  

 State/pose of each particle  

 

Required Output:  

 Probabilistic measure of correctness of the given state  

 

Adopted procedure:  

We convert the mapped landmark world location to local coordinates according to the given pose 

then  

Then probability of correctness is given by: 

𝑝1=(0,1−𝑥2/𝑥1,𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒)∗𝑔𝑎𝑢𝑠𝑠(0,(𝑦1−𝑦2)/𝑥1,𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒) 

𝑤ℎ𝑒𝑟𝑒𝑔𝑎𝑢𝑠𝑠𝑖𝑠𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑤𝑖𝑡ℎ  

𝑚𝑒𝑎𝑛=0  

𝑥2=𝑥𝑙𝑜𝑐𝑎𝑙𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑜𝑓𝑡ℎ𝑒𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 

𝑥1=𝑥𝑙𝑜𝑐𝑎𝑙𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑜𝑓𝑡ℎ𝑒𝑚𝑎𝑝𝑝𝑒𝑑𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒=𝑣𝑎𝑟𝑎𝑖𝑛𝑐𝑒𝑜𝑓𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛  

 



27 
 

4.2.5 Odometry Model  

Its purpose is to update the particle state according to the motion of the robot. For odometric 

measurement we use the naoqi api for robot position using this we determine the delta in the 

movement and use them to update the state of the particle with some added Gaussian noise. 

 

4.2.6 Particle Filter  

We have used augmented particle filter approach as mentioned in [1]. The algorithm is given 

below: 

 

This extension of the base particle filter algorithm keeps track of the overall weighting of the 

distribution over time.  

4.2.7 Inverse Perspective Transform  

As it can be seen in the image below it is very difficult to detect feature points in the original 

image. 
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Figure 12 Image before inverse perspective transform 

 

Therefore we applied the inverse perspective transform to change the perspective of the image, 

resulting into the image given below: 

 

 

Figure 13 Image after inverse perspective transform 

 

This allows us to detect the feature points very easily as can be seen above. To make this 

transformation we take four corner points of the original image and then find their local 

coordinates. Then these local coordinates are rotated to adjust in the coordinate frame of the 
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image. Then they are scaled to fill the dimensions of the original image. Now we have two set of 

coordinate and we need to find a perspective transformation that maps one onto and other. 

 

4.3 DEFENCE  

Three different motions were created for the Nao humanoid goal keeper robot. These motions are 

designed to tackle different ranges. These motions are described as follows:  

 

4.3.1 Full body dive 

This motion is designed to cover as large distance as possible .In this motion full length of Nao’s 

body is used 

 

4.3.2 Planting on ground 

In this motion, the robot falls down on its hips and plants his self in front of goal to stop the ball. 

This will be a medium range motion. 

 

4.3.3 Squatting 

This is a non-impact motion. In this motion the robot remains on its feet and suat in front of goal. 

This will be a short range motion.  
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Chapter 5 

GOALKEEPER BEHAVIOUR 

5.1 ARCHITECTURE 

A goalkeeper’s behavior is implemented using different components, each one providing 

different feature of a goalkeeper. For instance, there is a component that is used for ball detection 

another for defending the goal etc. 

Components are organized into different level or hierarchies to implement behaviors of a 

goalkeeper. Tasks that require several components are triggered in a hierarchical tree. Every non-

active component can be activated through the request of an active component. 

5.1.1 States and Transitions 

Each component consists of states and transitions that help the states to switch between each 

other. 

At a time only one state can be active. Every time a state is executed the same code of the active 

state will be executed .Transitions from the currently active state are predicates that returns 

Boolean value to switch to another state. State diagram for a goalkeeper’s behavior is shown in 

figure 5.1 

 

5.1.1.1 Pseudo Code for Sate Transitions 

[𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑆𝑡𝑎𝑡𝑒 𝑆𝑡𝑎𝑡𝑒𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛]⟹NewState 

 [        −            ,    𝑠𝑡𝑎𝑟𝑡     ]⟹ [SeekingGoal] 

 [𝑆𝑒𝑒𝑘𝑖𝑛𝑔𝐺𝑜𝑎𝑙 ,  𝑔𝑜𝑎𝑙𝐹𝑜𝑢𝑛𝑑]⟹ [Positioning] 

 [𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖𝑛𝑔,  𝑖𝑛𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛]⟹ [SeekingBall] 

 [𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖𝑛𝑔 , 𝑔𝑜𝑎𝑙𝐿𝑜𝑠𝑡]⟹ [SeekingGoal] 

 [𝑆𝑒𝑒𝑘𝑖𝑛𝑔𝐵𝑎𝑙𝑙,  𝑏𝑎𝑙𝑙𝐹𝑜𝑢𝑛𝑑]⟹ [Defending] 

 [𝐷𝑒𝑓𝑒𝑛𝑑𝑖𝑛𝑔 ,  𝑏𝑎𝑙𝑙𝐴𝑡𝐹𝑒𝑒𝑡]⟹ [ClearingBall] 
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 [𝐷𝑒𝑓𝑒𝑛𝑑𝑖𝑛𝑔 ,  𝑏𝑎𝑙𝑙𝑁𝑒𝑎𝑟]⟹ [MovingToTheBall] 

 [𝐷𝑒𝑓𝑒𝑛𝑑𝑖𝑛𝑔 ,  𝑏𝑎𝑙𝑙𝐿𝑜𝑠𝑡]⟹ [SeekingBall] 

 [MovingToTheBall ,    𝑏𝑎𝑙𝑙𝑁𝑒𝑎𝑟]⟹ [ClearingBall] 

 [MovingToTheBall , 𝑏𝑎𝑙𝑙𝐿𝑜𝑠𝑡]⟹ [SeekingBall] 

 [ClearingBall ,  𝑏𝑎𝑙𝑙𝐶𝑙𝑒𝑎𝑟𝑒𝑑]⟹ [SeekingGoal] 

 

 

Figure 14 State Diagram for a Goal Keeper Behavior 
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States Dependencies 

 Task related staes are grouped into same controller i.e 

 

5.2 DECISION MAKING FOR A GOALKEEPER 

A goalkeeper has a simple purpose i.e., to defend the goal from the opponent kicks, but it needs 

to exhibit a richer behavior by showing strong coordination between its different actions in order 

to have an important role in the team. 

Goalkeeper robot has a significant role in the league of humanoid so, its wrong decision and 

incorrect jump can cause changes in the result of a competition.  

The role of goalkeeper robot in the game is vital as a good goalkeeper in the team can save lots 

of balls. For saving the goal the goalkeeper first determine the direction of ball then jumps 

toward it and tries to maintain its position for a while in order to make sure that the goal is saved. 

After that it gets up and throws the ball away and then moves towards the center of its goal using 

localization. Steps required for saving the goal are shown in figure 5.2 

Goal Detector 

• Positioning 

• Seeking 
Goal 

Searcher 

• Seeking 
Goal 

• Positioning 

• Seeking Ball 

• Moving to 
the ball 

• Defending 

• Clearing 
Ball 

Ball Detector 

• Seeking Ball 

• Moving to 
the Ball 

• Defending 
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Figure 15 Steps required for saving the goal 

Above mentioned steps require a substantial amount of time which Humanoid robots lack due to 

currently low speed. So if the robot makes an incorrect decision and jumps without any ball 

approaching the goal or jumps in the wrong direction, it will lose considerable time of the game.  

 

5.2.1 Heuristic Based Decision Making 

Taking right decision, in limited time, for a goalkeeper is of significant importance as it plays a 

vital role in winning a game. Heuristic based decision-making is used for goalkeeper that uses 

following heuristics for making a right decision: 

• Possession of ball 

• Ball coordinates 

• Ball speed 

• Point at which ball collides with goal 

• Time it hits the goal 

5.2.1.1 Possession of ball 

An important feature of humanoid robots is that they are autonomous. This means that they have 

to make all decisions by themselves so using low powered CPUs, it difficult for robots to have 
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the 

direction 
of ball  
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towards it 
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Clear the 

ball 
Localize 
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towards 
center of 
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high level of image processing. So currently object detection in the field is done by using 

different colors. For this purpose each object on the field is given a specific color for 

differentiation. 

To reduce and minimize the dependency of object detection on the light of surrounding 

environment HSI space is used. 

 

 

Figure 16  Left: Image of the ball on the ground, taken by the robot camera. Right: the 

processed image by Ball Detection Algorithm 

 

5.2.1.2 Determining Coordinates of Ball 

As the camera is along the ball, coordinates of the ball could be determined through the angle of 

horizontal and vertical motors. For this, we assume that the robot is in the coordinates (0, 0). The 

distance of ball from the goal, in the Y axis can be obtained as follows: 

𝑌 = 𝐻 tan (𝜃𝑣)    (1) 

In Figure 5.2.2, H is the height of robot, Y gives the distance of from the goal in the Y axis and θv 

is the angle of vertical motor.  
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Figure 17 Side view of the robot 

Figure 5.2.3 shows the upper view of robot where θh is the horizontal angle of the motor. In this 

figure horizontal distance of the ball from the robot is shown by X and the angle of horizontal 

motor is represented by θh . Figure 5.2.4 exhibits lateral view where θh is the horizontal motor 

angle is and the vertical angle is θv. Thus the coordinate (x, y) of the ball can be calculated at any 

time. 

 

Figure 18 Upper view of robot 
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Figure 19 Side view of the robot 

Following relations are used to calculate the horizontal distance of the ball from the robot: 

𝑋 = 𝑅 tan (𝜃ℎ)     (2) 

𝑅 =
𝐻

𝑐𝑜𝑠 (𝜃𝑣)
       

Therefore: 

𝑋 =
𝐻 𝑡𝑎𝑛 (𝜃ℎ)

𝑐𝑜𝑠 (𝜃𝑣)
     (3) 

 

5.2.1.3 Ball Speed and Acceleration 

The next important heuristics used are speed and acceleration of the ball movement. They are 

calculated using relative values. Speed is computed by using two points whereas acceleration 

requires three points for its calculation, which is calculated as below: 

Vy = Yold – Ynew      (4) 

ay = Vold – Vnew      (5) 
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5.2.1.4 Collision Point of Ball with Goal 

This heuristic can help the goalkeeper to choose most appropriate jump amongst different 

predefined type of jumps. Each new image frame obtains the new coordinates of the ball. Linear 

equation that the ball moves on can be gained by using the previous coordinates and the new 

coordinates of the ball.  

 

Figure 20 Linear relationship for movement of ball 

Calculating the coordinates of the ball in two points P1 and P2 the collision point Pc can be 

calculated. 

By crossing the acquired line with goal line (where y = 0) and using below equations  

collision point of the ball with the goal can be determined. 

 

   Y - Ynew = m(x - xnew);                       

𝑚 =  
𝑦𝑜𝑙𝑑− 𝑦𝑛𝑒𝑤

𝑥𝑜𝑙𝑑− 𝑥𝑛𝑒𝑤
        (6) 

𝑥𝑐𝑜𝑛𝑡𝑎𝑐𝑡 =
−𝑦𝑛𝑒𝑤

𝑚
+ 𝑥𝑛𝑒𝑤  =   

(𝑥𝑛𝑒𝑤− 𝑥𝑜𝑙𝑑)𝑦𝑛𝑒𝑤

𝑦𝑛𝑒𝑤−𝑦𝑜𝑙𝑑
+ 𝑥𝑛𝑒𝑤  (7) 

 

5.2.1.5 Time it hits the goal 

If the ball distance from the goal is less than the distance that ball transverse before stopping, the 

ball will hit the goal and the goalkeeper should attempt to save the goal. 

 

 



38 
 

Chapter 6 

IMPLEMENTATION AND RESULT DISCUSSION 

6.1 VISION  

6.1.1 Implementation  

All of the algorithms are implemented in OpenCV and C++. Also remote modules are used for 

running the modules on PCs, instead directly running them on the robots processor.  

6.1.2 Results  

The results are discussed below: 

6.1.2.1 Ball detection 

 

Figure 21 Results of Ball Detection 

 

6.1.2.2 Corners detection 

 

Figure 22 Results of Corner Detection 
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6.1.2.3 Field extraction 

 

 

 

Figure 23 Results of field extraction 
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6.2 LOCALIZATION  

6.2.1 Implementation  

Modules have been used for implementation of localization. Each module has its own entity as a 

class.  

6.2.2 Results: 

 

Figure 24 Localization results  

 

6.3 DECISION MAKING 

6.3.1 Implementation  

A goalkeeper’s behavior is implemented using different components, each one providing 

different feature of a goalkeeper.  

Each component is made up of states and transitions that help the states to switch between each 

other, using a Boolean return value. 
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6.3.2 Results: 

 

 

 

Figure 25 Seeking Ball State 
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Figure 26 Positioning 
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Figure 27  Defending 
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Chapter 7 

CONCLUSION AND FUTURE RECOMMENDATIONS 
 

In this research a goalkeeper for Robocup SPL is developed and a heuristic based decision 

making approach is being presented to improve its performance. Heuristics used for its decision 

making includes detection of the ball on the ground, finding out its coordinates, speed and 

direction of the ball and finally calculating when and where the ball hits the goal. 

 

Some of the suggestions for the future work are as below: 

 There are still some immaturities in the vision module of this project. The results 

sometimes give false positives which really mess up the localization results. Some 

algorithms needs to be implemented to make Vision results robust and more accurate. 

 

 Localization needs improvement in developing new methods to allow only true positives 

to be taken up as readings to in cooperate into the filter. One such method is to use 

optical flow. Other improvements include developing sensor models for lines and while 

goal post. Besides this it requires improvement in cooperating sensor models for using 

information sent from other robots.  

 

 The architecture can be developed further to incorporate a layer to improve perception, 

making it more robust. Furthermore, deployment of code and debugging for multiple 

robots is an area which will need future attention. 

 

 Decision making depends upon finding and chasing the ball. If the motor in the head of 

the robot could be fast enough and the imaging and image processing rate be adequate we 

can highly trust on the correct results.  
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