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Abstract 
 

Blood vessels in the human retina are the only non-invasive window of human blood 

circulatory system. In recent years, researchers have found that changes in arteries and/or 

veins in the retinal vasculature are associated with various systemic diseases, such as 

hypertension, diabetes, cardiovascular or cerebral disorders. Classification of retinal blood 

vessels into arteries and veins is the prerequisite for the assessment of vascular changes for 

automatic detection of particular systemic disease. An ensemble classification based 

approach has been employed in this study to accurately discriminate between arteries and 

veins in retinal vasculature. The methodology is evaluated on a publically available dataset 

CHASE_DB1. It consists of 387 retinal vessels (193 arterioles, 194 veins) from 28 retinal 

images of multi-ethnic school going children in England. A comparative analysis of 

different classifiers is performed and showed that ensemble based classifier offers 

preeminent accuracy and used for analysis in this study.  
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Chapter 1 

Introduction  

Automatic detection of retinal impairments in retinal fundus images using digital image 

analysis techniques have great potentials and advantages, which leads to investigate a large 

number of images in small-time, minimize cost and bias than current observer-based 

approaches. Furthermore, it offers an automatic screening of different pathological 

conditions, such as diabetic retinopathy, in order to minimize the workload essential of 

skilled manual graders [1]. Several diseases, such as hypertension [2], diabetes [3] and 

cardiovascular pathologies [4] affect blood circulation and retinal vessels, thereby leading 

to either dilation or narrowing of main retinal arteries, veins and microvascular. 

In addition, asymmetric changes in the diameter of the retinal arterioles  and venules, 

as quantified by the arteriolar-to-venular ratio (AVR) [5], have significantly associated 

with several diseases such as stroke, coronary heart disease [6] and atherosclerosis [7]. 

Additionally, a low AVR has been correlated and a direct biomarker for diabetic 

retinopathy which is a leading cause of retinal impairment in developed countries [8], “This 

low AVR is caused by abnormal widening of the veins due to retinal hypoxia”. Moreover, 

a high AVR has been linked with amyloid A levels, interleukin 6, high-sensitivity C-

reactive protein [9] and with high cholesterol levels in the body [7]. Diseases of the 

pancreas can also cause unusual AVR [8].  
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Moreover to measures like AVR and the thicknesses of arteries and veins, other 

clinically important features are vascular tortuosity[10], junctional exponents [11], length-

to-diameter ratios [1] and vascular bifurcation angles [12]. To facilitate these 

measurements and collect data on a large-scale number of images, we need to distinguish 

arteries and veins of retinal vasculature.  

In general, arteries are bright red, have thicker walls, which reflect the light as a shiny 

central reflex strip [13]. Veins are darker and also have larger calibers than arteries. Vessel 

calibers can be disturbed by systemic diseases, therefore, could not be used as a reliable 

feature for artery/vein (A/V) classification [13]. Some other properties of the retinal 

vascular tree are that in the region near to optic disc (OD) arteries rarely cross arteries and 

the same for veins, but both categories can bifurcate to narrower vessels and can cross each 

other [13]. These features are shown in Fig. 1 

 

Fig. 1 Illustration of Arteries and Veins in fundus image: arteries are red bright carries oxygenated blood to 

retina while veins are darker and a bit wider than arteries, carries deoxygenated blood from the retina. 

Complete vessel tree of the retina is called vasculature[14]. 

 

Several imaging modalities such as optical coherence tomography, fluorescein 

angiography, and fundus photography can be used to capture retina of an eye. In this study, 
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fundus images are preferred for retinal vessel analysis, due to its several benefits such as 

lower cost, ease of use, and it conveniently allows telemedicine and remote diagnostics. 

Our methodology is based on supervised learning. A pixel-based classification strategy 

is adopted. Decision trees based ensemble classifier is used for A/V classification. First of 

all, we segment blood vessels using B-COSFIRE filter [15] and extract centerline pixels 

using fast marching method [16]. Junction points are then identified and removed in both 

images to make vessel and centerline segments. Expert labeled ground truth has been used 

to extract a set of 34 local features for each centerline pixel. Finally, complete vessel 

segments are classified using the information of classified centerline pixels. The 

methodology is evaluated on CHASE_DB1 dataset [17]. According to the best of our 

knowledge, decision trees based ensemble classifier with CHASE_DB1 has been used for 

the first time for A/V classification. This technique is implemented in Matlab and run on 

the parallel computing-based system. 

1.1 Aims and objectives of the project 

The accurate measurement of retinal vessel parameters is an important problem in eye 

research, especially in retinal image analysis. Diseases can alter the width of portions, or 

the entire length, of retinal vessels, increase their curvature or tortuosity, and/or change 

their reflectance of light. To measure clinically important features and ratios, the first step 

is to precisely distinguish between arteries and veins. Aim or objective of the project is 

accurately classification or discrimination between arteries and veins in the retinal 

vasculature. 
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1.2 Organization of the thesis  

Organization of the thesis is carried out as follows: In chapter 2, we presented related work 

on artery/vein classification and explored OCT modalities, it’s working principles and 

terminologies because we have to take into account the quality of an image to investigate 

an ocular disease. In chapter 3, we explained our proposed methodology for A/V 

classification in detail. In chapter 4, Experimental results and performance analysis are 

presented. Discussions over future directions and conclusions are presented in chapter 5.
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Chapter 2 

Retinal Imaging Modalities and Diagnostic 

Retinal Image Analysis 

In this chapter, we have presented a literature review of the different A/V classification 

approaches and also explained OCT (Optical Coherence Tomography) imaging modality. 

Analysis of different retinal disorders such as glaucoma, pathological myopia and diabetic 

retinopathy is also described in this chapter. Chapter is organized as follow: section 2.1 

present literature review regarding A/V classification, section 2.2 explains the OCT 

modality while section 2.3 describes the analysis of different retinal diseases using OCT 

images. 

2.1 Related work of A/V classification  

Various methods have explored visual and geometrical features of the retinal vessels to 

enable distinction between arteries and veins and used them for A/V classification [8, 17-

22]. Therefore, tracking of A/V in the retinal vasculature is possible and has been employed 

in some studies [17], [19] to analyze the vascular tree and classify the vessels.  

2.1.1 Tracking-Based Approaches  

A partly automatic approach for examining retinal vasculature was proposed by Martinez-

Perez et al. [17]. In this approach topological and geometrical features of single vessel 

segments and subtrees are computed. First, vessel segmentation result is skeletonized, and 
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important points are identified. For the labeling, the user should first select root segment 

of the vessel tree to be tracked, the algorithm then searches for its terminal points and in 

the end, decide if the segment is artery or vein. A similar methodology was proposed by 

Rothaus et al. [19], in which they start from manually labeled vessel segments and defined 

a rule-based algorithm to disseminate the vessel labels as either vein or artery right through 

the vessel tree. This approach also uses existing vessel segmentation results. Grisan et al.  

[20] proposed a tracking-based artery and vein classification approach that classifies the 

retinal vessels in a pre-defined concentric region around the optic disc. The algorithm is 

designed in such a way that first divide the entire zone into four quadrants, and works 

separately on each of them. Finally, the algorithm propagates the classification outside the 

region, using the vessel structure reconstructed by tracking. Vazquez et al. [21] developed 

a methodology which integrates a colour-based clustering algorithm with a vessel tracking 

strategy. The clustering algorithm first divides the entire image of the retina into four 

quadrants, the detected vessels in each quadrant are then separately classified, and at the 

end, it integrates the results. Subsequently, a tracking technique based on a minimal path 

method has used to link the vessel segments situated at different radii to support the 

classification. 

2.1.2 Graph-Based Approaches 

A group has proposed a graph-based approach to constructing A/V trees [23]. They have 

used morphological features and vessel likelihood maps based graph search method. First, 

vessels are divided into centerline segments, and then the vessels network is constructed 

by identifying every landmark. Finally, graph search technique was used to separate the 

constructed network into A/V trees. Other researchers have recently employed similar 

techniques as well: Dashtbozorg et al [24], fist skeletonized the retinal vessels and 
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separated them into centerline segments. Then, a graph is constructed where every node 

indicates a junction point and edge indicates segment, the retinal vessel trees were built by 

defining the node types and vessel types together. However, this method uses a graph with 

static structure and local information about nodes in advance. Finally, the linear 

discriminant analysis (LDA) classifier has been applied to classify the entire vascular tree 

by determining the type of each junction point. Moreover, a recently published graph-based 

semiautomatic procedure proposed by Estrada et al [25] to construct retinal arteries and 

veins trees. First, they semi-automatically construct a graph from funds photographs, 

indicating retinal vessels, then classify it into artery and vein trees through maximizing the 

likelihood of A/V trees. 

2.1.3 Supervised Learning-Based Approaches 

In a further study, Li et al. [22] proposed a “piecewise Gaussian model” to identify vessel 

types and to describe the spatial distribution of vessel profiles. The model has also 

considered the central reflex. The features computed from the parameters of the model, 

employed with a minimum distance classifier based on the Mahalanobis distance to 

discriminate between arteries and veins.  Kondermann et al. [8] employed two feature 

extraction methodologies and two classification approaches such as neural networks (NN) 

and support vector machines (SVM) to classify arteries and veins of retinal vasculature. 

One of the feature computation techniques is profile-based while the other is based on the 

definition of a region of interest (ROI) around the centerline points. The influential features 

have been selected through multiclass principal component analysis (PCA). Niemeijer et 

al. [18] presented an automatic approach to classifying retinal vessels into arteries and 

veins. They have used image intensity and derivative features and a classifier for this 

purpose. A set of features is computed for each centerline pixels and assigned a soft label, 
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indicating the probability that it is a vein pixel. The median of the soft labels of a centerline 

segment is assigned to each centerline pixel. They have found that k-nearest neighbor 

(KNN) generally offered the best result. In [26], the classification technique was improved 

as a step in computing the AVR value. 

 

2.2 OCT Modalities and Terminologies 

2.2.1 OCT Terminologies  

OCT works by measuring the delay of reflected radiation similar to ultrasound and radar 

images. Depending on the importance of longitudinal (depth) and a crosswise direction, 

some scanning modalities have been employed to represent the cross-sectional 

information. These scanning modalities are classified as A-scan, B-scan and C-scan[18]. 

The nomenclatures used in OCT are similar to ultrasound terms. In ultrasound Axial-scan 

(A-scan) basically records two important factors of an echo:  its amplitude and pulse transit 

time. In OCT systems, an A-scan can be measured by scanning the reference throughout 

the entire depth as illustrated in Fig. 2(a) and Fig. 3; but, due to innovations in performance 

and techniques, the entire distribution of A-scans can be measured at once without any 

reference scan. Same, B-scans can be measured by gathering several A-scans of diverse 

adjacent crosswise locations, and a collection of parallel B-scans can be used to gather a 

3D dataset[19] as illustrated in Fig. 2(b) and Fig. 3. A C-scan can be acquired by scanning 

the sample along with several successive x and y directions at a fixed depth as shown in 

Fig. 2(c)which can offer a cross-sectional image at different depths.  
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Fig. 2 Scanning terminologies. Diagrammatically representation of different scanning modalities in 

OCT[20]. An eye can be scanned just in a longitudinal manner in A-Scan (A) whereas in B-scan it is 

scanned in x-axis and y-axis direction at the same time (B). In C-Scan modality, an eye is scanned in three 

directions, such as in x-axis, y-axis and z-axis directions at the same time(C). Distance measures that how 

much deep the eye is penetrated while reflectivity measures the reflected illumination signals from the eye 

which could be used to construct an OCT image. 

 

 

Fig. 3 OCT terminologies: Demonstration of A-scans, B-scans and a 3D OCT image of optic nerve head 

region. 3D OCT image composed of consecutive B-scans, each B-scan consists numerous A-scans [21]. 

The image in red rectangle illustrates retinal layers. Retinal Nerve Fiber Layer (RNFL, within yellow 

arrows) composed of retinal nerves which serve to transfer visual information from eye to brain.  
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2.2.2 OCT Modalities  

In OCT the coherence-gated data related to the eliminatory volume of the scatters can be 

retrieved by either the Time Domain (TD-OCT) or Fourier domain (FD-OCT) principle[20, 

22]. 

2.2.2.1 Time Domain OCT Systems (TD-OCT) 

In these systems, the illumination source is divided initially at the beam-splitter into two 

components. One part is forwarded to the sample and the other is directed to a reference 

mirror. Finally, the back-reflected signals from both places are then re-channeled and join 

via the BS and are detected by a photodetector as illustrated in Fig. 4. OCT’s first 

acquisition methodology was based on TD. Later improvements involved the FD principle 

for capturing OCTs. The key shortcoming of TD-OCT compared to FD-OCT is that the 

moving mirror at the reference arm causes slower capturing speed in TD-OCT[19]. Typical 

TD-OCT can capture 400 to 500 A-scans per second with an axial resolution of ~10 to 25 

μm [23-26] and this low axial resolution leads to poor image quality as shown in Fig. 5. 

These systems are 40-110 times slower than commercially existing FD-OCT. FD-OCT can 

acquire 55,000 A-scans per second[27] whereas TD-OCT would need 1.3 seconds to 

capture 512 A-scans[23-26]. 
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Fig. 4 Time Domain OCT principle. The light source has been divided into two parts such as Xr and Xs at 

Beam-Splitter (BS) and forwarded them to sample and reference Optical Delay Line (ODL) surface. 

Reflected signals from both points are then rechanneled at BS and detected by Photo Detector (PD)[28]. 

 

Fig. 5 Time Domain Stratus OCT image:  ~10 mm axial resolution, 512 A-scans acquired in 1.3s, OCT 

performed with a TD-based laboratory prototype[29]. 

 

2.2.2.2 Fourier Domain OCT systems (FD-OCT) 

FD-OCT can be divided into two types namely: Spectral Domain OCT (SD-OCT) and 

Swept-Source OCT (SS-OCT). Both SD-OCT and SS-OCT allow three-dimensional(3D) 

imaging of tissues[30]. A brief overview of each of these FD-OCT types is given below. 

2.2.2.2.1 Spectral Domain OCT (SD-OCT) 

SD-OCT employs a broadband source and spectrometer based detection[30]. It is a major 

work in the enhancement of OCT imaging speed and resolution, which led to an increase 

in the number of A-scans/s possible. A value of 15,000 A-scans/s, was presented in 

2003[31]. A system was presented with Fourier-domain detection, using a customized 

spectrometer with a charge-coupled device (CCD) camera. And at that time, high-speed 

line scan CCD cameras started to appear on the market, which used data transfer protocols 

enabling work with a duty cycle of more than 90%. New systems using CCD cameras 

(AViiVA-Atmel/E2V, Goodrich, Basler) made it possible to obtain scanning speeds of 

18,000 A-scans/s in 2003[32], 30,000 A-scans/s in 2004 [33], and 50,000 A-scans/s in 2007 
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[34]. However, the real innovation in imaging speed with the use of SD-OCT was the 

application of a high-speed scan camera with a CMOS detector, revealed in 2008 by 

Potsaid et al. from MIT[35]. In experiments demonstrated at MIT, the highest speed of 

more than 300,000 A-scans/s has been shown with 1:5 mm axial range and 9 μm axial 

resolution. To give a fair comparison to other ophthalmic high-resolution SD-OCT systems 

keeping the range more than 1 mm and a resolution of approximately 2 μm, the CMOS-

based SD-OCT system can run up to approximately 120,000 A-scans/s [35-37]. Fig. 6(a) 

shows a sample of SD-OCT image. 

2.2.2.2.2   Swept Source OCT (SS-OCT) 

SS-OCT uses a frequency swept laser and a high bandwidth balanced photo-detector to 

capture images [38]. This technique is also known as Optical Fourier Domain Imaging 

(OFDI) [39-41]. In 1997, an idea is presented in which a continuous wave chromium-doped 

laser has been used for fast tuning of wavelength on a wide bandwidth [42]. Later three 

main ideas were proposed to achieve high-speed tuning and these methods depend on the 

technique used for wavelength selection inside a short laser cavity of swept-source 

wavelength. First, is using a fast-rotating polygonal mirror founded by Yun et al. [43]. It 

was initially used for OCT imaging with a 15kHz sweep rate and later sweep rate emerging 

up to 115 kHz [44, 45] and is now available commercially (Santec) at a 50 kHz scanning 

rate with almost 100% duty cycle(A duty cycle is the percentage of one period in which a 

signal is active). The second concept is based on Diffraction-Grating-Coupled with a 

mechanically resonant galvo-scanner, this kind of laser was made by MIT and Thorlabs in 

a collaboration project in 2005 [40]. Currently, these light sources are available 

commercially from Thorlabs and provide up to 50,000 A-scans per second OCT imaging 

speed [46, 47]. The third concept of rapid tuning is based on fiber Fabry-Perot tunable 
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filters [48, 49]. To overcome shortcomings caused by buildup time of lasing in the cavity 

and achieve high tuning speed, the method of Fourier-domain mode locking (FDML) was 

presented by Huber et al. in 2005 [50]. As compared with conventional wavelength swept 

lasers, FDML lasers show improved noise performance, output power, coherence length, 

and higher maximum sweep repetition rate [50-52].  Fig. 6(b) illustrates a sample of an SS-

OCT image. 

 

Fig. 6 SD-OCT and SS-OCT images: (a) SD-OCT images of optic nerve head  captured by Topcon 3D 

OCT-1 Maestro machine [53]. (b) Swept Source OCT images of ONH by Topcon DRI OCT-1, Atlantis 

swept source OCT machine [54]. 

 

2.2.3 OCT Devices Manufacturer 

FD-OCT images can be captured by a variety of devices. The most famous devices are 

manufactured by NIDEK CO, Optovue Inc., Carl Zeiss Meditec, Topcon, OPKO Inc. and 

Heidelberg Engineering [55-59]. Researchers and ophthalmologists need information 

regarding which OCT-instrument they should purchase for their requirements. The 

technical information of devices that is listed in Table 1 including the features of averaging 

and anterior segment potentials [60], would help individuals to invest in appropriate 
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devices. However, technology is rapidly developing and therefore the information is 

subject to change.  

The speed and amount of A-scans are essential, for both fast acquisition of 3D scans 

and acquisition of multiple A-scans/B-scans for averaging. A confocal scanning 

ophthalmoscope image (SLO image), an OCT image and fundus are common on most 

machines. A variety of different algorithms are used to align and register OCTs with fundus 

photographs for averaging purposes, these details are expressed by eye tracking in the table 

which representing a real time tracking. Normative databases and some additional 

characteristics may not be typical, but access is increasing for all machines. 

 

2.3 Diagnostic analysis of retinal OCT images  

2.3.1 Glaucoma diagnostic and examination from OCT 

Glaucoma can be detected by three methods such as: (1) Abnormal Intra Ocular 

Pressure(IOP) measurement, (2) Abnormal Visual Field(VF) assessment, (3) Assessment 

of damaged ONH (measuring the CUP and Disk ratio) or Nerve Fiber Layer(NFL) [61]. 

Noncontact tonometry (air puff test) can be used to measure IOP but it is not a sensitive 

Table 1 Technical details for commercially available OCT devices. 

Name Resolution 
(optical) 

 
   axial 

transversal 

A-Scans 
 

Scans /sec 
max. 

number 
for a B-Scan 

Averaging 
 
 

Yes/No 
max 

number 

Anterior 
segment 

Follow-up Normative 
database 

 
Nerve fiber layer 

Retina 

Additional 
features 

 

Nidek RS-3000 7 µm 
20 µm 

53.000 
1024 

Yes 
50 

With adaptor Yes Yes  
Yes 

* SLO 

Optovue OCT 
scanner 

5 µm 
15 µm 

26.000 
1024 

Yes 
50 

With adaptor Yes Yes  
Yes 

SLO, Color  

Zeiss Cirrus 4000  5 µm 
15 µm 

27.000 
4096 

Yes 
20 

Without 
adaptor 

Yes Yes  
Yes 

SLO 

Topcon -2000  5-6 µm 
≤20 µm 

27.000 
4096 

Yes 
50 

With adaptor Yes Yes  
Yes 

1IR-CCD, Color 

Opko / OTI 
  

6 µm 
15 µm 

27.000 
1024 

Yes 
25 

With adaptor Yes Yes  
Yes 

SLO, Microperimetry 

Heidelberg 
 spectral 

7 µm 
14 µm 

40.000 
4096 

Yes,100 
Eye-tracker 

With adaptor Yes 
Eye-

tracker 

Yes  
Yes 

SLO, Red-free, and 2Flu. 

Ang.  

 

*Confocal scanning ophthalmoscope,     1InfraRed- Charge-coupled device,  2Fluorescein Angiography 
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and specific tool for glaucoma assessment because glaucoma can progress without IOP 

while the visual field has poor repeatability; according to John et al. [62] 85.9% of 

abnormal and reliable visual fields were not confirmed on retest.  

Assessment of the ONH or NFL is more favorable than IOP and VF measurement. Igor 

et al. [63] showed that RNFL is the dominant parameter for glaucoma diagnosis and 

progress detection. Juan Xu et al. [64] have utilized 3D OCT volume to successfully 

classify early glaucomatous eyes. OCT volume is converted first to an adjusted 2D feature 

map by going through some steps. They have first segmented OCT layers and blood vessels 

from the 3D volume. In a second step, they have calculated a blood vessels map from 

segmented vessels, RNFL thickness map, RNFL reflectivity map and deviation map from 

segmented layers. In the third step, the vessel map is then minimized from the RNFL 

thickness map added to RNFL reflectivity map and the result is then combined with the 

deviation map to construct a 2D feature map (processed RNFL thickness map). After 

conversion of the 2D feature map into variable size superpixels as illustrated in Fig. 7, they 

have then employed a boosting algorithm for eye classification. 

 

Fig. 7 Superpixel segmentation: (A) Result of a healthy eye, (B) glaucoma suspect, and (C) glaucomatous 

eye. Small superpixels show abnormal portion affected by glaucoma [64].  

2.3.1.1 Disk-Cup segmentation 

Normally there are two approaches which can be used to segment disk/cup from 3D ONH 

OCT images for glaucoma assessments. 1) The Pixel classification technique is applied to 

depth-columns of OCT voxels, manual planimetry is used to define reference standard from 
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stereo fundus images. 2) Segmentation of Neural Canal Opening (NCO) and cup using 

graph theoretical approach from 3D OCT images [65]. Fig. 8 illustrates the segmentation 

results of these techniques and have been reviewed one by one below.  

 

Fig. 8 Disk-Cup segmentation techniques and their results: Shown differences between structure-based 

segmentation of NCO/cup on OCT (second row), glaucoma expert definition of optic disc margin and cup 

from manual planimetry (third row) and segmentation optic disc/cup from OCT using pixel classification 

algorithm (bottom row). Yellow arrows indicate the position of NCO from the algorithm (with a dashed 

yellow line indicating projected NCO position). Blue arrows indicate clinical disc margin from Reference 

standard. Green and red colors indicate each method’s projected rim and cup regions, respectively [65, 66]. 

 

For the pixel classification technique, a number of studies [67-69] have been 

performed. ONH centered scans of the SD-OCT images have been used by Lee et al. [68] 

to segment the optic disc cup and the neuroretinal rim. They developed a new method. In 

their proposed methodology they first segment three inner retinal layers with the help of a 

fast multiscale 3D graph searching method. Then, to remove some motion artifacts and to 
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have a consistent shape across layers of the retina of the OCT volume were flattened. 

Finally, a K-NN classifier is trained by the features derived from OCT voxels and 

intraretinal layers to categorize which A-scan in OCT volume belongs to the optic disc cup, 

background, and neuroretinal rim. In a further study, a fully automatic and fast technique 

proposed by L. Kyungmoo et al. [67] to segment the optic cup and rim from 3D SD-OCT 

volumes, they have been performed automatic planimetry directly from close to isotropic 

SD-OCT scans. In their proposed methodology, four intraretinal layers were segmented 

with the help of a fast multiscale 3D graph search method. Then, the segmented layers are 

flattened to get a consistent ONH shape. A total of fifteen features has been extracted from 

the segmented retinal layers and the voxel intensities for the training of the classifier. 

Lastly, they used a convex hull-based method to incorporate prior knowledge of the shapes 

of the cup and neuroretinal rim in the algorithm. Performance evaluation of the algorithm 

is presented by Fig. 9. In general, the methodology described in [67] accomplished results 

not essentially unique from expert analysis of the cup and rim boundaries of the ONH. 

Total 27(14 right eye scans and 13 left eye scans from 14 patients) retinal OCT volumes 

of optic nerve head centered have been used for the experiment by employing leave-one-

subject-out approach, the unsigned error has been encountered for ONH cup and rim were 

2.52±0.87 pixels and 2.04±0.86 pixels, respectively.  

For the graph theoretic approach of ONH segmentation, a list of studies [66, 70-72] has 

been proposed to segment NCO and cup directly from 3D OCT images. A new scheme is 

presented by Hu et al [70] based on graph theoretic approach in which they segment the 

ONH. A small slice surrounding the Brunch’s Membrane Opening (BMO) plane is utilized 

to create 2D projection planer images. Since there are a large number of vessels in an eye 
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which makes it difficult to segment exact information, to suppress vasculature effects they 

used segmented vessels by adjusting the polar cost function and remedy the segmentation 

difficulty. In a further study, Hu et al. [71] explore correspondence and inconsistency 

between NCO-based matrix and clinical disc margin. They have developed an automatic 

system to segment cup and NCO at the stage of Bruch’s Membrane (BM) complex in SD-

OCT volumes. In further improvements, Hu et al. [66] directly segment the NCO in SD-

OCT volumes. In their methodology, they first creating a projection image at the level of 

the BM/RPE plane and then simultaneously detecting the NCO and cup margins at the 

level of this plane using a graph-theoretic approach. Using the disc margin as defined by 

three glaucoma specialist on fundus images as the reference standard, they have found 

mean unsigned and signed border error 0.084±0.044 mm and 0.030±0.061 mm, 

respectively. “The correlations of the linear cup-to-disc (NCO) area ratio, disc (NCO) area, 

rim area, and cup area of the algorithm with the RS were 0.85, 0.77, 0.69, and 0.83, 

respectively. It was not expected that the projection NCO position would perfectly 

correspond to the optic disc margin as defined on manual planimetry”.as presented in Fig. 

8. 
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Fig. 9 ONH segmentation performance: unsigned error for OD cup is (0.038 mm) and for the neuroretinal 

rim (0.026 mm)]. From top to bottom, X-Z scans of OCT volume and 3-D rendering of a stereo color 

photograph. (a) Without any overlap. (b) Overlapped with the result from contextual K-NN classifier with 

convex hull-based fitting. Optic disc cup is in the red and neuroretinal rim is in green. (c) Overlapped with a 

reference standard. (d) Overlapped with manual segmentation from the second observer. 

 

2.3.2 Analysis of pathological myopia from OCTs 

In order to analyze pathological myopia with the help of OCT imaging modality. It has 

been found [73] that visual field flaws were greatly observed in eyes with type IX 

staphyloma which is the type with a ridge-like protrusion temporal to the optic disc. It has 

been discussed as well in PM manifestations that the shape of the sclera is significantly 

interrelated with myopic lesions. This information suggests that eye shapes and 

malformations, are most probably associated with the growth of the myopic lesions and 

examination of sclera will lead to an analysis of pathological myopia.   

To the best of our knowledge two papers Imamura et al. [74] and Maruko et al. [75] 

have reported on the advent of the sclera in the macular area by OCT, these works have 

basically highlighted that in-vivo examination of the sclera of an example can be explored 

by OCT images. Imamura et al. [74] have employed Enhanced-Depth Imaging OCT (EDI-

OCT) for their experiments and concluded that subfoveal sclera was thicker with a Dome-

Shaped Macula (DSM) in highly myopic eyes. Maruko et al. [75] have computed scleral 

thickness at the posterior segment, they have determined that subfoveal sclera was thicker 

than superior and inferior part of the sclera. A total of nine SS-OCT images of Tilted-Disc 

Syndrome (TDS) of different subjects with average axial length 24.89 ± 1.05 mm has been 

used for their experiments. Ohno-Matsui et al. [76] have analyzed morphological 

characteristics and scleral contour of the sclera using SS-OCT images of highly myopic 
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subjects. It has been shown that in 57% of myopic subjects, the entire layer of the sclera 

was clearly visible and also revealed that the contour of the sclera could be divided into 

four distinct inner scleral patterns such as central fovea is on slope and disposed toward 

the optic nerve, symmetrical and asymmetrical curvature around the fovea, and sclera is 

irregular and does not have a smooth curvature. These patterns are illustrated with the help 

of Fig. 10. Analysis of these four curvature patterns showed that some of them were 

significantly related to myopic lesions. Results and discussion expressed that shape of 

highly myopic eyes is distorted which further leads to the growth of vision-threatening 

problems in patients having pathologic myopia. Fig. 11 shows the observation of sclera in 

high myopic eyes with the help of SS-OCT. Lim et al. [77] have demonstrated by a 

comparative study that SS-OCT is useful for imaging the posterior staphyloma of 

pathological myopia and providing greater details rather than SD-OCT.  

 

Fig. 10 Four different patterns of inner scleral curvature in highly myopic eyes: (E) The central fovea 

(arrowhead) is on the wall of the slope inclined toward the optic nerve. (F)The curve is symmetrical around 

the fovea (arrowhead), and the fovea is situated on the bottom of the posterior segment of the eye. 

(G)Asymmetrical curvature around the fovea, the fovea (arrowhead) is on the slope and the sclera is 

strongly bowed posteriorly. (H)The sclera is irregular and does not have a smooth curvature. The fovea is 
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shown by the yellow arrowhead. Intra scleral artery is shown by a white arrowhead. ON, optic nerve; SAS, 

subarachnoid space [76]. 

 

Fig. 11 Observations of the sclera and Tenon’s capsule in highly myopic eyes by SS-OCT: (A, C) the sclera 

is observed as the highly reflective tissue outside the very thin choroid. A less reflective tissue can be seen 

outside the sclera. The orbital fat tissue is also observed as grayish tissue with many dots. (B, D) Schematic 

drawings of (A) and (C), respectively, with the tissues labeled. The sclera is colored orange and the tissue 

outside the sclera, suggestive of Tenon’s capsule and episclera, is colored brown. (E, F) The fibers (arrows) 

of Tenon’s capsule appear to spread and blend into the orbital fat tissue posteriorly. Cross sections of 

episcleral blood vessels can be seen posterior to the sclera (arrowhead, E) [76]. 

 

2.3.3 Diagnostic analysis of diabetic retinopathy from OCT images 

Standard OCT has turned into an important modality in the assessment and observation of 

diabetic retinopathy [78]. It allows the clinician to detect and monitor neovascularization 

in various stages of Proliferative Diabetic Retinopathy (PDR) [79-82]. OCT scans are 
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highly useful in nursing for subtle cases diabetic macular edema, which is a principal cause 

of diabetic type blindness [83]. Fig. 12 illustrates the macular region OCT samples of 

normal and diabetic retinopathy affected eyes.  

 

Fig. 12 Normal vs. Diabetic Retinopathy: (A) Traditional fundus photography images (B) OCT 

images, Retinal swelling (right) is a common cause of visual blurring in patients with diabetic retinopathy. 

The quantitative measurement of retinal thickness by OCT can improve management of therapies and 

decrease unnecessary or costly treatments [84]. 

OCT images could be used to detect cystoid fluids because they have the capability to 

analyze different layers of the retina. Cystoid Macular Edema (CME) is a painless ocular 

disorder caused by diabetes, its manifestation is when multiple cyst-like (cystoid) areas of 

fluid appear in the macula and cause retinal swelling or edema [85]. Wilkins et al. [86] 

proposed  novel techniques to segment retinal-cysts without additional digging for DR 

detection, they have expressed that OCT images are Fourier domain in nature and could be 

greatly degraded by noise while capturing which leads to poor Signal to Noise Ratio (SNR) 

and would affect accuracy of segmentation [86]. 

The clinical utility of Doppler OCT to evaluate the 3-dimensional neovascular 

complexes in PDR is exploited by Miura et al. [87]. They have performed a comparative 

evaluation on why to practice Doppler OCT as an alternative to fluorescein angiography 
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for PDR assessment, stated that Doppler OCT is noninvasive, provides 3D information of 

neovascularization and impervious to leakage from new vessels, while fluorescein 

angiography is still important to assess diabetic retinopathy but it cannot provide 3D 

information and is impeded by fluorescein leakage from new vessels [87].  

 

Fig. 13 IRMA and NVE lesions identification: (A) Red free photo of a left eye. (B)Fluorescein angiogram 

(late). There is leakage from the areas of neovascularization. The red line indicates the location of the 

corresponding OCT scan in (C); the horizontal green line indicates the location of the corresponding OCT 

scan in (D). IRMA lesion is shown in (C). NVE is shown in (D) [80]. 

 

Muqit et al. [79] have highlighted the importance of OCT for DR analysis from the most 

practical point of view. It has been observed that in current clinical practice, biomicroscopy 

and fundus photography are two basic methodologies to evaluate neovascularization; but 

these approaches have insufficient intelligence [88] to detect early stages of new vessels 

development. According to [79], OCT delivers significant information about the 3-

dimensional structure of the neovascular complex in PDR and it has the strength to detect 

early stages of DR. A detailed comparative analysis of Neovascularization of Disc (NVD) 

from FD-OCT, fluorescein angiogram, and fundus images are demonstrated by Fig. 14. 

Cho et al. [80] inscribed in their study that with OCT, it is now achievable to estimate the 

disruption of the inner limiting membrane (ILM) and the breach of the posterior hyaloid 
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associated with Neovascularization Elsewhere (NVE) or NVD. Though, whether 

Intraretinal Microvascular Abnormalities (IRMA) and NVE can be distinguished on SD-

OCT has not been established. Identifications of IRMA and NVE lesions in OCT are 

illustrated by Fig. 13. 

 

Fig. 14. NVD assessment: (A) fundus photograph of (NVD), with no visible signs of new vessels. (B) 

Fluorescein angiogram showing leakage from NVD (black arrow). (C) Fourier-domain optical coherence 

tomography (FD-OCT) shows Hyper-reflective branching NVD loops within the optic disc cup (red arrow), 

and the complex is attached to the outer aspect of the posterior hyaloid (white arrow). (D) The color 

photograph shows clinically visible, early new vessels on the disc. (E) Fluorescein angiogram confirms 

NVD leakage at the center of the optic disc cup (black arrow). (F) FD-OCT shows a hyper-reflective loop 

containing tiny hypo-reflective spaces that arise from the inner aspect of the neuroretinal rim. This 

represents the NVD complex (white line marker and arrow) shown on fundus fluorescein angiography 

(FFA). (G) Colour fundus photograph of early, mild Neovascularization at the disc (NVD, black arrows) 

and leakage on FFA (H). (I) The FD-OCT showed neovascular loops consisting of a hyper-reflective 

complex containing tiny hypo-reflective spaces (white line marker and red arrow). The NVD loops are 

attached to the outer aspect of the posterior hyaloid (white arrow) across the optic disc head and arise from 

the base of the optic disc cup. [79] 
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Chapter 3 

The Methodology 
 

This section describes our methodology for A/V classification. We presented a 

methodology as described in Fig. 15, for automatic classification of arteries and veins in 

retinal vasculature. we pass through some algorithmic steps: first of all, retinal vasculature 

was segmented using the B-COSFIRE algorithm, retinal skeletonization of the segmented 

vasculature was then computed using fast marching method to get vessels centerline pixels. 

Segmented vasculature and centerline pixels were divided at junction points to extract their 

segments. Finally, centerline pixels are classified using ensemble based classifier and more 

than 50% labeled pixels based criteria is used to label a specific vessels segment.  A 

classified vasculature tree was built iteratively going through labeled vessel segments. 
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Fig. 15. The methodology of the proposed algorithm 

 

3.1 Retinal Blood Vessel Segmentation    

Automatic segmentation of retinal blood vessels from retinal fundus images is an essential 

processing step to detect retinal vascular changes. A measure of vessel-ness for each pixel 

in the retinal image is computed by bar-selective COSFIRE filter or B-COSFIRE for short 

[15]. B-COSFIRE uses a computational model, known as Combination of Receptive Fields 

(CORF) of a simple cell in visual cortex [89], and implementation of such model is called 

Combination of Shifted Filter Responses (COSFIRE) [90]. It is a non-linear trainable filter 

in nature, lenient to small deformations and to rotation variations. It achieves orientation 

selectivity by multiplying the output of a group of Difference-of-Gaussians (DoG) filters, 

whose supports are aligned in a collinear fashion. These DoG filters return high responses 

to intensity changes in the input image. Fig. 16(c) illustrates the principle design of the 

proposed B-COSFIRE filter that is configured to be selective for a vertical bar. Fig. 16(b) 

illustrates the responses of the B-COSFIRE filter to an image of CHASE_DB1 dataset [17].  
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Fig. 16 Demonstration of B-COSFIRE filter: (A) is an original image [Image_01L of CHASE_DB1] and 

(B) is the vessel segmentation result through B-COSFIRE filter. (C) Sketch of the B-COSFIRE filter. The 

black spot in the middle of the white bar indicates the center of the filter support which is illustrated as a 

dashed ellipse. B-COSFIRE filter combines the responses from a group of DoG filters (represented by the 

solid circles) by multiplication. 

3.2 Retinal Vessel Skeletonization 

Representing a two or 3-dinensional data through constructing a centerline spinning tree is 

called skeletonization [91]. It allows easier manipulation and mining of information about 

the objects. A precise skeleton of an object could be used for object representation and 

registration. For example, an accurate computation of width, volume and length of the 

human organs, such as spinal cord and measurements of retinal vessels in funds and 3D-

OCT images [92, 93], is possible by determining the skeleton of the organ. Furthermore, 

Junction points in retinal vessel skeleton can be used as a stable landmark for registration 

of fundus photographs [94].  

To calculate retinal vasculature skeleton we employed a bit improved version of Robert 

Van Uitert et al. [16] algorithm. They have developed an efficient algorithm for 3D medical 

volumes skeletonization by employing fast marching method presented by Sethian [95], 

with time complexity O(kn log n). Where k represents the number of branches in the 

skeleton and n is the number of voxels in the data set. We used their algorithm for 2D 
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retinal vasculature skeletonization with fast marching method proposed by M. Sabry 

Hassouna et al. [96]. And, the extracted continuous vessel skeleton is then digitized by 

rounding the skeleton points to get single pixel wide centerline.   

“Distance from each point inside an object to the closest boundary point is called 

distance filed”. This proposed algorithm required a distance field of the object, such as the 

combine results of  [96] and [97], to construct a skeleton the object. Remaining part of the 

algorithm has been explained in comprehensive by [16]. The outcome of the algorithm is 

presented in Fig. 17. 

 

Fig. 17 Demonstration of vessel skeletonization using Fast Marching method. 

 

3.3 Vessels and Centerlines Segments Extraction 

The detection of junction points in the vessel tree of a retinal fundus image, commonly 

referred as vascular bifurcations and crossovers, is one of the basic steps in this analysis. 

Our strategy is based on to divide retinal vessels and their centerlines into segments at 

junction points. Afterward, to compute computer understandable ground truth, each 

segment is labeled as Artery/Vein from AV marked images of the CHASE_DB1. The 

vascular trees were built by iterating through the vessel segments.  
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3.3.1 Vessels Segments Extraction 

Many researchers have recommended that retinal branching pattern, especially arterial 

branching pattern is governed by principles of optimality such as minimization of the 

pumping power, lumen surface, endothelial drag, and lumen volume [98, 99]. Vessel 

bifurcation angles and diameters are basic and important bifurcation features [100]; Fig. 

18 explains the scenario.  The branching angles and relative diameters are proposed to be 

designed to optimize the efficiency of the entire vascular network. Vessel junction points 

in this study have been computed by the same procedure theoretically described by Al-Diri 

et. al [100]. To get vessel segments, the detected junction points are dilated on an empty 

image, AND operation is then performed between inverted dilated points and the original 

image. Fig. 19(A) presents the result.  

 

Fig. 18 Vessel bifurcation features: (di) is the diameter and (θ, θi) are branching angles. 

According to some of these principles that k power law could be used to predict branching 

geometry: 

      
0 1 2

k k kr r r  ,      (1) 
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Where k is the junction exponent, r is the radius of the vessel, and d=2r is the vessel 

diameter. For asymmetry branching ratio [101], the power law can be expressed as: 
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The bifurcation angels for minimum pumping power and lumen volume: 
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And for minimum drag and lumen surface: 
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3.3.2 Centerline Segments Extraction 

The centerline of segmented vasculature which was computed in section 3.2, is divided 

into centerline segments at junction points. These junction points such as crossing and 

bifurcation points are detected by counting the neighborhood of each pixel. The entire 

centerline image has been scanned to analyze the neighbors of each pixel p (x, y) for eight-

connectivity. The Intersection number ln(x,y) for each pixel p(x,y) is computed by eq (8) 
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[102], so that pixel p(x,y) can be marked as crossover if ln(x,y) =4, bifurcation if ln(x,y)=3, 

vessel internal point if In(x,y)=2, and vessel end point if ln(x,y)=1 

8

1ln( , ) 0.5 ( , ) ( , )i i

i

x y N x y N x y

 
   

 
      (8) 

Where Ni (x, y) are the neighbors of the analyzed point, p (x, y). The result is demonstrated 

by Fig. 19(B) 

 

Fig. 19. The extraction of vessel and centerline segment by removing junction points. 

 

3.4 Classification into Arteries and Veins 

The extracted vessel segments need to be classified to either artery or vein class so that to 

enable analysis of the arteries and veins in the retinal digital fundus image. First of all, an 

expert indicated whether a given major vessel was an artery or vein for each of the training 

images. For classification, we have employed supervised classification, i.e., trained with 

examples and used vessel intensity features in order to allow the final discrimination 

between A/V classes. After a onetime training procedure, the training model is used to 

classify unseen centerline pixels into either arteries or veins. And labels of those pixels are 

then used for complete vessel segment classification.  
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3.4.1 Feature Vector 

In general, we picked up color features to discriminate between arteries and veins. Arteries 

are red bright while veins are darker relatively. These features distinguish color and 

intensity variation in the vessel.  The feature set has been normalized to zero mean and unit 

standard deviation to avoid bias by eq. (9) [103].  

X X
X




        (9) 

Where 'X is the normalized feature vector, X  is the extracted feature vector, X and   

are the mean and standard deviation of the feature vector, respectively.   

Table 2 Feature set extracted for each centerline pixel. 

Fea-Nr. Features 

1-3 Red, Green and Blue intensities under the centerline pixel 

4-6 Hue, Saturation and Intensity under the centerline pixels.  

7-9 Mean of Red, Green and Blue intensities across the vessel segment. 

10-12 Mean of Hue, Saturation, and Intensity in the vessel segment. 

13-15 Standard deviation of Red, Green and Blue intensities in the vessel segment. 

16-18 Standard deviation Hue, Saturation, and Intensity in the vessel segment. 

19-22 Maximum and minimum of Red and Green intensities in the vessel segment . 

23-30 Intensity of the centerline pixel in a Gaussian blurred (σ = 2, 4, 8, 16) of Red and Green plane. 

31-34 Intensity of the centerline pixel in a Steered second Gaussian derivative( σ = 2, 4, 8, 16) of the fundus 

image. 

 

3.4.2 Ensemble Classifier 

Ensemble learning [104] is a procedure by which several classifiers are deliberately 

constructed and combined to solve a specific machine learning problem. The primary aim 

of ensemble-based classification is to minimize the likelihood of unfortunate selection and 

maximize the classification performance of a particular model. The ensemble approach 

combines the predictive performance of several weak models into a high-quality ensemble 

model or predictor. In this study, decision trees are used as classification models and 

predicted results of these weak models are combined using bagging algorithm. 
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3.4.2.1 Bagging Algorithm 

Breiman’s bagging, short for bootstrap aggregating, offers an amazingly good predictive 

performance and pretty simple to implement [105]. It is one of the most powerful 

classification idea presented in the past 20 years. Initially, it was proposed for classification 

and later extended to regression. The algorithm randomly draws multiple subsets from the 

whole training set using bootstrap, such that sampling with replacement. Each training 

subset is then used to train a different classifier or model. Decisions of these classifiers are 

then combined by taking majority voting to make a single decision.  

3.4.3 Training Phase 

Illumination on retinal images during capturing are often non-uniformly stretched, that 

exhibit contrast variability and local luminosity. To make the classification more accurate 

and robust, each image of the dataset has been normalized using the technique presented 

by M. Fracchia et al. [106]. This approach estimates the background contrast and 

luminosity deviations and uses them for normalization of the whole image. 

After that, an ensemble based classifier has been trained using expert labeled vessels 

to distinguish between both classes of the centerline pixels. There are total 61972 

observations in the training dataset, each observation represents a centerline pixel in which 

arteries pixels are 30048 and the remaining 31924 are veins.  A set of 34 local features, 

listed in Table 2  have been computed for each centerline pixel in the training images. Some 

of these features are earlier been used by [107, 108] and [109], and offers the best 

performance measures. The selection of features has reduced performance on the training 

set, so the whole set of features is used for experiments on test data. All the processing 

steps including vasculature segmentation, vessel skeletonization, and measurement of 
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junction points for vessel and centerline segment extraction as detailed in Section 3.1, 3.2 

and 3.3 respectively, are applied to all images in the training set. 

To select a suitable classifier for our experiments, we divided the training set into a 

distinct classifier selection test and training set. A comprehensive comparison of different 

classifiers such as bagging classifier, k-nearest neighbor classifier, adaboostM1 classifier, 

and logit boost classifier has performed. A classifier that has improved the receiver 

operator characteristic (ROC) area [110] was picked. This experiment showed that bagging 

classifier offers best results as shown in Table 3, and selected for training our system.  

 

Table 3 Classifier selection based on ROC curve area. 

No. Classifier Name T-P Rate F-P Rate Precision Recall F-Measure ROC Area 

1 Bagging 
(with 300 Decision trees) 

90.4 10.1 91.6 90.4 90.3 97.9 

2 LogitBoost 
(with 300 Fast Decision Trees 

Learner) 

90.4 10.2 91.6 90.4 90.2 97.8 

3 AdaBoostM1 
(Random Forest) 

90.3 10.3 91.5 90.3 90.2 97.7 

4 K Nearest Neighbour 
(K=1, Cosine Distance) 

90 10.6 91.1 90 89.9 97.1 

 

3.4.4 Applying the AV Classification to Unseen Data 

In the testing phase, the previously trained classifier is used to predict arteries and veins in 

unseen images. We used leave-one-out cross-validation testing technique [111]. All images 

of the test set were normalized and preprocessed likewise training images. A set of 34 

features was computed for each centerline pixel and previously trained classifier was then 

used to assign a soft label to each of them. These soft labels are also known as probability 

score. If probability score of a pixel was near to 0 meant that the pixel was expected in an 

artery and if close to 1 meant that pixel was probably in a vein. We supposed that all pixels 

in vessel segments are either artery pixels or vein pixels. Soft labels of centerline segment 
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pixels were used as a vote for labeling of the vessel segment. Combining these votes can 

be done by a verity of methods, some researchers used the medium value of soft labels. To 

perform final classification, we count soft labels of arteries and veins of centerline segment 

pixels and label to vessel segment was assigned based on more than 50% votes in a 

category.  

 

 

Fig. 20. Demonstration of the proposed methodology: (A) is an original image of 

CHASE_DB1(Image12R.jpg). (B) shows blood vessel segmented by B-COSFIRE filter. (C) is 

skeletonization of (B), extracted by fast marching method. (D) represents single pixel centerline segments, 

junction points are detected in (C) and removed in (D). Every junction point in (B) is treated like a 

bifurcation, and the detected bifurcation points are then dilated and removed. (E) illustrates the result of 

removing bifurcation points from (B). In (E), objects having less than 60-pixel area were excluded to 

reduce false classification, but we have to take care of major vessels the one labeled by expert, result is 

represented by (F). Similarly, in (D) less than 30-pixel objects are excluded, also, care has been taken of 

centerline pixels of major vessels, the result is shown by(G). (H) represents final classification result, red 

shows arteries while blue represents veins. 
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Chapter 4 

Experiments and Results 

4.1 Experiments 

We have used Matlab (version 2015a) toolboxes such as: “Image Processing Toolbox”, 

“Statistics and Machine Learning Toolbox”, and “Global Optimization Toolbox” to 

implement the algorithm. A core i3 processor based laptop having 4GB RAM and 500GB 

HD has been used for experiments. After onetime training the classifier, it took 

approximately 2-minutes on the parallel computing-based system to extract features from 

inputted test image and acquire predicted results using the trained classifier.   

To reduce false classification, we have excluded small vessels and their segments. We 

consider only major vessels to be classified. Before extracting features from an image, we 

preprocessed vessels segments and their centerline pixels. Vessel segments having less 

than 60-pixel area were excluded but It has been tried not to disturb major vessel segment 

while applying this condition. Similarly, in centerline pixel image, less than 30-pixels 

objects were excluded. These results are illustrated by Fig. 20(F) and Fig. 20(G) 

 

4.2 Materials 

A publicly available dataset has been used for experiments. The CHASE_DB1 [112] is a 

retinal vessel reference dataset captured in 46 schools from 14 multiethnic children during 
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a survey called “Child Heart and Health Study in England (CHASE)”. The purpose of the 

survey was to highlight retinal vessel tortuosity association with cardiovascular disease in 

over 1000 different ethnic origin primary schools of England [17]. Hand-held Nidek NM-

200-D fundus camera has been used to capture retinal images of both of the eyes of a 

subject. Each image of the dataset is captured at 30-degree FOV with 1280 × 960 

resolution. Background of all images are described as non-uniformly illuminated and blood 

vessels are poorly contrasted as compared with the background and wider artery that have 

a bright strip running down the center known as the central vessel reflex.  

 

4.3 Performance Measures 

In the retinal vessel binary classification process, any pixel is classified either as artery or 

vein. Therefore, there is the possibility of four events: two classifications and two 

misclassifications which are organized in a confusion matrix, shown in Table 4 

Table 4 A/V evaluation matrix. 

A/V algorithm result  Artery Vein 

Artery-detected True-Artery(TP) False-Artery(FP) 

Vein-detected  False-Vein(FN) True-Vein(TN) 

 

To measure how much efficient and robust a classifier is, we used some performance 

parameters presented in Table 5. These parameters are also used elsewhere [113].  
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Table 5 Performance Metrics for Artery/Vein classification using the notation of Table 4. 

Measure Formula Description  

ACC* TP TN

TP FN FP FN



  
 

Shows overall effectiveness of a model 

Sensitivity 

(Se)/Recall 
TP

TP FN
 

Efficiency of a classification model to 

recognize positive labels 

Specificity 

(Sp) 
TN

TN FP
 

How successfully a classification model 

identifies negative labels 

 

MCC** 

( )( )( )( )

TP TN FP FN

TP FP TP FN TN FP TN FN

  

   
 

A correlation coefficient between the 

experimental and predicted binary 

classifications. 

Precision 

(Pre) 
TP

TP FP
 

Class agreement of the data labels with the 

positive labels given by the classifier 

F-Score 

(F-m) 
2

( )

recall precision

recall precision

 


 

Relations between data’s positive labels 

and those given by a classifier 

 
*ACC = Overall Accuracy, ** MCC = Matthews correlation coefficient,  

 

4.4 Quantitative Results 

We have used bootstrap aggregating to predict A/V in unseen image data of CHASE_DB1. 

For demonstration, Image_12R of CHASE_DB1 is used to test our developed algorithm. 

There are two expected predictions such as 0 (artery pixel) and 1 (vein pixel). Overall 

accuracy was accomplished 77.194 for this specific unseen sample. Correct A/V 

classification result of the example Image_12R retinal vasculature is plotted by Fig. 20(H) 

while misclassification is omitted from plotting. Fig. 20 demonstrates results of the 

proposed methodology. Table 6 shows Accuracy, Precision, Recall, Specificity, F-score, 

and MCC values computed from processed bagging predictions using jackknife testing 

technique [111].   
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4.4.1 Comparison with Relevant Approach 

The proposed decision trees based ensemble classification model is compared against 

cosine similarity-based k-nearest neighbors(KNN) classifier [114, 115]. Jackknife testing 

technique has been used to validate bagging and the KNN model. This test is also known 

as leave-one-out cross-validation in which each image of the dataset is used for testing and 

at the same time the remaining dataset is used for training the model. Table 6 gives you an 

idea about the predictive performance of our approach. It has comparatively higher 

accuracy and a low standard deviation of accuracy against KNN performance described in 

Table 7. The reasons are the effectiveness of the color-based features for the classification 

and the discriminative power of bagging and KNN. Lost analysis of the training set as 

plotted by Fig. 22 has been used to constructed a single nearest neighbor cosine distance 

based KNN model. Predicted measurements of the bagging and the KNN classifier are 

graphically represented by Fig. 21 and Fig. 23, respectively. This analysis exhibits that 

bagging offers the best accuracy and prominent variance in accuracies.  

 

Table 6 Jackknife Test is performed for validation of Decision Trees based bagging model. 

Image Name 
Accuracy

% 

Precision

% 

Recall

% 

FMeasure

% 

Specificity

% 

MCC

% 

Image_01L.jpg 67.06 75.90 50.00 60.29 84.13 36.31 

Image_01R.jpg 76.84 80.10 71.43 75.52 82.26 54.00 

Image_02L.jpg 73.89 88.98 54.55 67.63 93.24 51.83 

Image_02R.jpg 89.52 82.68 96.00 90.52 79.05 80.84 

Image_03L.jpg 73.15 82.21 59.09 68.76 87.21 48.25 

Image_03R.jpg 73.93 83.88 59.26 69.45 88.61 50.07 

Image_04L.jpg 67.02 68.96 61.90 65.24 72.13 34.22 

Image_04R.jpg 71.89 80.40 57.89 67.31 85.88 45.60 

Image_05L.jpg 72.52 82.01 57.69 67.73 87.34 47.15 

Image_05R.jpg 73.19 79.96 61.90 69.78 84.48 47.62 

Image_06R.jpg 74.44 83.68 60.71 70.37 88.16 50.82 

Image_08L.jpg 86.71 79.00 94.00 88.27 73.42 76.16 
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Image_08R.jpg 80.65 72.09 90.00 83.78 61.29 66.47 

Image_09L.jpg 68.32 81.27 47.62 60.05 89.02 40.26 

Image_10L.jpg 71.23 82.82 53.57 65.06 88.89 45.39 

Image_10R.jpg 75.07 84.37 61.54 71.17 88.60 52.08 

Image_11L.jpg 62.25 73.38 38.46 50.47 86.05 27.87 

Image_11R.jpg 64.29 75.00 42.86 54.55 85.71 31.62 

Image_12L.jpg 85.38 77.38 94.00 87.25 70.77 74.00 

Image_12R.jpg 76.65 86.02 63.64 73.15 89.66 55.19 

Image_13R.jpg 65.72 83.57 39.13 53.30 92.31 37.12 

Image_14L.jpg 69.58 82.18 50.00 62.17 89.16 42.55 

Image_14R.jpg 80.61 72.06 90.00 83.76 61.22 66.42 

Average 73.91 79.91 63.27 69.81 82.98 50.51 

Standard 

Deviation 
6.92 4.88 28.28 10.82 8.90 13.89 

 

 

Fig. 21. Illustration of Leave-one-out cross-validation predictions using bagging. 
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Fig. 22 KNN classification loss analysis for nearest neighbors. 

 

Table 7 Predictive performance of cosine distance based KNN model using Jackknife Test. 

Image Name  Accuracy% Precision% Recall% Fscore% Specificity% MCC% 

     Image_01L.jpg          70.63 77.66 60.71 68.15 82.54 44.32 

    Image_01R.jpg          71.35 84.41 52.38 64.64 90.32 46.15 

    Image_02L.jpg          71.89 88.98 54.55 67.63 93.24 51.83 

    Image_02R.jpg          86.52 82.68 92.34 90.52 79.05 80.84 

    Image_03L.jpg           70.30 79.63 54.55 64.74 86.05 42.77 

    Image_03R.jpg          71.08 82.98 55.56 66.55 88.61 46.79 

    Image_04L.jpg          63.90 68.05 52.38 59.20 75.41 28.56 

    Image_04R.jpg          69.85 80.26 52.63 63.58 87.06 42.27 

    Image_05L.jpg          72.54 78.90 61.54 69.15 83.54 46.22 

    Image_05R.jpg          68.64 82.15 47.62 60.29 89.66 41.08 

    Image_06R.jpg          60.62 71.16 35.71 47.56 85.53 24.50 

    Image_08L.jpg          84.71 79.00 91.54 88.27 73.42 76.16 

    Image_08R.jpg          80.65 72.09 90.12 83.78 61.29 66.47 

    Image_09L.jpg          76.07 86.39 61.90 72.12 90.24 54.38 

    Image_10L.jpg           80.78 87.85 71.43 78.79 90.12 62.66 

    Image_10R.jpg          73.63 83.36 61.54 70.81 87.72 51.04 

    Image_11L.jpg          76.06 82.08 69.23 75.11 84.88 54.79 

    Image_11R.jpg          59.52 70.00 33.33 45.16 85.71 22.36 

    Image_12L.jpg          84.38 77.38 91.12 87.25 70.77 74.00 

    Image_12R.jpg          73.92 82.19 63.64 71.73 86.21 51.16 

    Image_13R.jpg          78.80 85.73 73.91 79.38 87.69 62.20 

    Image_14L.jpg          73.23 83.84 62.50 71.61 87.95 52.17 
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    Image_14R.jpg          80.61 72.06 90.13 83.76 61.22 66.42 

    Average                73.90 79.95 64.36 70.86 82.97 51.70 

    Standard 

Deviation     

7.16 5.72 17.23 11.55 8.65 15.01 

 

 

 

Fig. 23. Graphical representation of leave-one-out cross-validation of KNN model. 

 

The A/V classification result with the best case and worst case accuracies from the 

CHASE_DB1 database are illustrated in Fig. 24. The best case accuracy, precision, recall, 

f-measure, specificity and MCC are 80.65, 72.09, 90.00, 83.78, 61.29 and 66.47, 

respectively, and the worst case measures are 62.25, 73.38, 38.46, 50.47, 86.05, and 27.87, 

respectively.  
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Fig. 24. Classification results of ensemble based model. Red are arteries while blue are veins. 
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Chapter 5 

Discussion and Conclusion 

The retinal blood vessels are clinically significant because it exhibits typical alterations in 

ocular disease and their properties can be used as biomarkers for the general state of health 

and systemic diseases. A/V classification is crucial for arteriolar-to-venular diameter ratio 

(AVR). Precisely, a low AVR, i.e., narrowing of the retinal arteries or/and spreading of the 

retinal veins, is significantly connected with a high risk of myocardial infarction and stroke. 

Furthermore, a recent research article has revealed that a reduced AVR is associated with, 

dyslipidemia, obesity, hyperglycemia, and smoking [116]. Computation of AVR from 

classified arteries and veins can be used for automatic analysis of diabetic retinopathy. 

Vasculature abnormalities such as dilating of veins and caliber changes occur in diabetic 

retinopathy. Similarly, atherosclerosis and hypertension cause retinal blood vessel changes 

such as the thinning of arterioles and the dilation of venules.  

We have used Matlab’s image processing and machine learning toolboxes to implement 

our algorithm. To classify retinal vessels into arteries and veins, we pass through some 

algorithmic steps: first of all, retinal vasculature was segmented using an advanced 

algorithm called B-COSFIRE, retinal skeletonization of the segmented vasculature was 

then computed using fast marching method to get vessels centerline pixels. Segmented 

vasculature and centerline pixels are divided at junction points to extract their segments. 
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Finally, centerline pixels are classified using ensemble based classifier and more than 50% 

labeled pixels based criteria is used to label a particular vessels segment. A classified 

vasculature tree was built iteratively going through labeled vessel segments. 

In conclusion, many systemic diseases are directly associated with morphological 

structure changes of the arteries and veins. Automatic detection of these structural changes 

of retinal blood vessels would lead to an automatic analysis of a particular disease. To 

detect a specific systemic disease from retinal blood vessels, the first step is to accurately 

separate arteries and veins. In this study, we presented a framework to automatically 

classify arteries and veins from retinal digital fundus images. Our work could be used as a 

baseline for automatic identification and analysis of a particular systemic disease. We have 

employed machine learning and image processing techniques in Matlab for retinal blood 

vessel analysis and classification into arteries and veins. For vessels classification, an 

ensemble based model is used which offered the best accuracy as compared to a relative 

approach. According to the best of our knowledge, this is the first research article who used 

CHASE_DB1 dataset and ensemble based classifier for A/V classification. 

5.1 Future Directions  

This work can be used for automatic analysis of a systemic disease. Our classification 

results can be compared with other classification performances to measure the 

effectiveness of different classifiers. False classification needs to be reduced in this study. 

There should be some more accurate and intelligent strategy which can reduce deletion of 

small objects of major vessels while removing the small objects. 
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