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ABSTRACT 

 

Robot assisted laparoscopic surgeries gained more light in the past few years especially 

after Da Vinci has been introduced in the medical field. Advancement in AI techniques 

and robotic procedures led scientist to the advancement in medical surgeries by 

automate the surgical procedures. In the presented work, we propose a novel 

segmentation algorithm for identification, label and classification of the tissues, organs 

and surgical tools in the endoscopic video feed of the human torso region. This thesis 

serves as the first step towards autonomous minimal invasive surgery. It has two main 

contributions: first, we contribute an annotated dataset called M2CAISeg created from 

actual endoscopic video feed of surgical procedures, and secondly, we propose a state 

of the art deep learning algorithm for instance segmentation. The trained model will be 

cross-validated followed by comprehensive evaluation on the test set of the proposed 

dataset. 
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Chapter 01 

 

INTRODUCTION & MOTIVATION 

 

1.1. Introduction 

Human visual and neural system has no difficulty in understanding the picture they are 

seeing. They easily perceive the information from the environment and act accordingly. 

Understanding a scene means quickly extracting the gist of a scene which involves 

cognitive abilities. While looking at picture (Figure 1), Humans quickly classify that it’s 

a scene of some football match. The people in this match are players. They also can 

categorize the gender and predict the emotions to some extent. 

 

Figure 1- Sample football match Scene 

In expert systems, the process of analyzing, categorizing, perceiving, enlarging the 

dynamic images in real time from 2D dynamic scene just like human does, is called 

scene understanding. The parameters from environment has been taken from network 

of sensors. In this regard, for characterizing the scene observed from sensor, scene 

understanding includes both extracting and adding the semantic from sensor data. Scene 

may have multiple objects of different kind interacting with each other or with their 

environment. Scene itself can be of different kinds and size it may be consist of an 

instant movement (eat something), or several hours (driving a car). Sensors used in 
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network to observe the data may include cameras of different kind (infrared, omni 

directional), sonar sensors, microphones, radars, smoke detector etc. Scene 

understanding lies in the area of cognitive vision which means it deals with computer 

vision, software engineering and cognition, the three major areas.  

It is used to target the major problems like 

 Detection  

 Localization 

 Recognition 

 Classification 

 Understanding  

Systems build on scene understanding not only extracts visual feature information by 

detecting corners or edges but it should be robust, and adaptable network which can 

adapt, learn from environment variables, weigh alternative solutions and produce more 

accurate results with new strategies and interpretation. 

 

Figure 2- Scene Understanding 

The capacity to display the robust performance in the situation that is not foreseen when 

the system is build, is the main characteristic of scene understanding system. The system 

should expect the events, its possible operations and predict environment future 

configurations with novel variations that can help to generalize the new context and 
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communicate to the other system just like humans. Robotics in which system can adapt 

and modify their environment and multi-media document analysis in which we can get 

some limited contextual information, are related but somehow different domains. 

Scene understanding has wide range of applications due to its general formulation. 

There are many successful applications build on scene understanding such as swimming 

pool monitoring, inferring semantic of remote sensing data, traffic monitoring, intrusion 

detection, robotic surgeries, urban scene understating for automotive applications.  

1.2. Motivation 

Current surgical procedures, including robotic surgeries requires high level of scene 

segmentation, skills and domain knowledge. Robotic Surgery is one of the field in which 

scene understanding is widely used. It’s a sub domain of Minimally Invasive Surgery 

(MIS) in which surgeries are done through tiny holes with the help of mini size surgical 

instruments. These Robot assisted surgeries are well-known for its precision, control 

and flexibility and way head of conventional procedures. Clinical robotic surgery 

systems consist of mechanical arms having surgical instruments and camera arm. Da 

Vinci is the advanced surgical robot, widely used throughout the advance US hospitals. 

Doctors or surgeon operate these robots through control panel inside or outside the 

operating room.  

The advancements in AI making an impact on all other field just like advancement in 

autonomous or self-driving car. These advancement can be made in medicine and health 

care applications, a field which has lot of research potential. Right now robots are used 

by surgeons but like autonomous car, we can utilize the AI techniques to automate 

surgical procedures through recent advancements in AI and Robotics. The proposed 

work lay down the foundation in this direction.  

1.3. Goal 

Goal of this proposed work is to make a robust algorithm which perform instance 

segmentation (Classification + Semantic Segmentation) on medical images of human 

torso region. This work is a first step to autonomous surgical robot. This algorithm is 
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designed for laparoscopic cholecystectomy, minimal invasive surgery for removing 

gallbladder from human torso region. 
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Chapter 02 

 

DATASET 

 

2.1. Annotation Methodology  

We have studies the laparoscopic surgical procedures in details. A laparoscopic surgery 

includes small incisions with mini instruments specially designed for these procedures 

called laparoscopic instruments, instead of large open incision. Procedure takes place 

by inserting small video camera through small incision and surgeon operates through 

big screen on which camera live feed is coming. Laparoscopic surgeries are of many 

types: 

 Laparoscopic Cholecystectomy 

 Laparoscopic Hysterectomy  

 Laparoscopic Appendectomy  

Through deep studies of these procedure we have identified that data for dataset is 

largely and easily available for cholecystectomy. So our focus is on laparoscopic 

cholecystectomy. To understand the procedure, good knowledge of human torso region, 

procedure, and laparoscopic instruments is necessary. Procedure of removing 

gallbladder is called cholecystectomy. For digestion, liver of human body produces bile 

and juices and to help digestion bile is sent through bile duct in to the small intestine by 

gallbladder. But some time it gets necessary to remove gallbladder when gall stones also 

called cysts are diagnosed. These cysts blocks the bile duct and result in serious damage 

to human digestive system. Gallbladder can be removed through two type of procedures: 

 Open gallbladder surgery 

 Laparoscopic cholecystectomy      

First type of procedure includes large incision and removal of  gallbladder. It takes lot 

of time to heal after the treatment besides it’s quite painful as well. Second one is simple, 
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easier and faster recoverable method which includes several small incisions of about 

few mm in abdomen region. Recovery time is of one week.  

2.1.1. Laparoscopic surgical instruments 

There are many instruments with different sizes and quality have been used in surgery. 

It mainly depends upon the surgeon’s choice. Mostly used laparoscopic instruments 

include: Trocar, grasper, Bipolar, Hook, Scissors, and Clippers etc. 

Graspers [Figure: 3] are used to grasp and manipulate between the tissues during 

surgeries with precision . There are different kind of graspers use in surgeries by 

different surgeons. Grasper for cholecystectomy are different from the graspers use in 

appendectomy. It is also used to pull out the gallbladder through specimen from 

abdomen. 

 

Figure 3-Grasper (Surgical Tool) 

Bipolar [Figure: 4] provide the function of coagulate and cut between vessels and tissues 

without changing the instrument. It is of different sizes, adjustable to small hands. Its 

handle is adjustable (rotated through 360) and came with extra accessories. 

 

Figure 4- Bipolar (Surgical Tool) 
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To dissect, mobilize and cut the tissues or vessels, surgeons use different type of hooks 

[Figure: 5] and scissors [Figure: 6].They may be of straight or curved type. Scissors are 

used to cut different type of tissues mostly containing staples while to cut joint, tough 

fibrous tissues hook is used.  

 

Figure 5-Hook (Surgical Tool) 

 

Figure 6-Scissor (Surgical Tool) 

Irrigator suction is used to suck the blood and other biles to clear the operative area for 

precision.  Blood vessels need to be tied up when to be cut and for that clippers are used. 

Clippers can be disposable having 20 clips or reusable having one clip at a time. 

Specimen bags are made of strong material, use to contain the cysts and other masses 

from operative area. They are impervious to cancer cell.   

2.1.2. Dataset preparation  

Dataset preparation is a joint work with Salman Maqbool. We have used M2CAI 2016 

Surgical Tool Detection Dataset [3]. This dataset contains tool presence annotation for 

7 tools after every 25 frames. It has total of 15 videos lasted for almost 2 to 3 hrs. For 

training we separate 10 videos and for testing we take 5 videos. We have annotate pixel 

level annotation of the different organs and surgical instruments. Total 350 images have 

been annotated. Dataset classes are identified and unique RGB values have been 

assigned to each of the class [table 1].  
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Organs Assigned RGB 

Values 

Instruments Assigned 

RGB Values 

Liver 0,170,85 Grasper 170,85,0 

Gallbladder 255,170,85 Bipolar 255,85,0 

Fat 0,255,85 Hook 85,170,0 

Upper wall 170,255,85 Scissors 85,255,0 

Intestine 255,0,255 Clipper 170,255,0 

Artery 255,0,170 Irrigator 170,0,85 

Black 0,0,0 Specimen Bag 255,0,85 

Table 1-RGB values for Identified Dataset Classes 

We have annotate difficult regions and regional boundaries manually using Photoshop 

and MS Paint. We develop a tool for the annotation who assign colors to image regions 

using MegaPixels in Matlab. The tool works on Nearest Neighbor search in RGB space 

and smooth boundary values. It apply 5 x 5 median filter to remove the resultant salt 

and pepper noise. Few samples of dataset are mentioned in the Figure7. 

Image Ground truth Image Ground Truth 

 

Figure 7-Dataset Images with their Ground Truth 
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2.1.3. Difficulties while preparing dataset  

 Time taken: Approximately 30 minutes per image over 2 months. 

 Redundant work so hard to keep focused. 

 Lack of outsourcing opportunities. 

 Variations in data - Sometimes difficult to classify a region in a single 

category. 

 Lack of access to specialized medical personnel for guidance. 

 General difficulty of the pixel level annotation. 
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89Chapter 03 

 

LITERATURE REVIEW 

 

3.1. Laparoscopic Image and Video Analysis 

Minimum Invasive Surgery (MIS) is now becoming successfully leading method of 

treatment use in medical procedures. This low risk technique is budget friendly and cost 

effective. It is preferred by most of the patients due to its fast recoveries and less healing 

time. To enhance the patient safety, and assist the surgeons to navigate tools by 

reproducing the training programs, automatic analysis of videos of minimum invasive 

surgeries potentially play the vital role. Surgical videos are main reliable resource for 

the information. To achieve the purpose the successful results of 3D reconstruction of 

the surgical field area and tool tracking have been achieved. [20] (Patricia Sánchez-

González et al., 2011)  

To reduce the damage risks while intervention, the most important task is to the keep 

the tools centered in the field of view of the image. Minimum invasive surgery 

techniques lack the orientation characteristics and depth perception and to overcome the 

problems 3D localization of tools play the pivot role. Which itself is the critically 

separate issue. To guide the surgeon about the height of sensitivity of delicate areas, the 

3D tool presence knowledge is important. The loss of depth information of map linked 

with endoscopic camera’s image is the limitation to the laparoscopic surgery. [21] 

(Patricia Sánchez-González et al., 2011)   

3.1.1. Surgical phase identification 

Segmentation of videos of robot assisted surgeries and laparoscopic videos in terms of 

context has been shown the performance and efficiency of work flow. It may use for 

education about the surgeries and even time critical consultation. Modern science wants 

to exclude the manual video analysis. And many policies implemented in hospitals and 
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substructure running in the health care centers prevent the recordings of the procedure 

and save the large amount of data. To overcome the situation a system had presented 

that generates laparoscopic and robot assisted surgeries based video segmentation while 

using the minimum resources. It generates the segmentation videos automatically on 

surgical procedures according to their surgical phases with minimum training data. 

Without needing of analysis of non- rigid and variable environment, this system takes 

variability of video stream by using the combination of SVM and HMM with an 

augmented feature space. [4] (Mikhail Volkov et al., 2011) 

Surgical work flow gradually becoming more important in the tasks like scheduling the 

surgeons, updating and optimization of scheduling of operating room, prediction of 

upcoming events, if something goes wrong it alerts and suggests the modifications and 

monitoring the surgical process, etc [6]. This paper was the result of c challenge called 

M2CAI workflow Challenge and ranked in top three performing solutions. The task in 

hand was to analyze and detect the phase from the videos of MIS operation surgeries.   

The paper presented a very profound residual convolutional network consists of 50 

layers called EndoRCN is extracting feature from visual information of the videos. 

These features are highly discriminative and later encoded by using LSTM network to 

complete the video analysis tasks. [7] (Yueming Jin et al., 2016)  

3.1.2. Detection of Tool presence  

Many medical applications such as database video’s automatically indexing, 

optimization of real time operating room’s scheduling etc are using surgical workflow 

recognition. Previously this task has been done with using tool usage signals and visual 

features. Data collected for both are mostly manual handcrafted or by using manual 

annotation process. The novel approach has been introduced in this paper in which 

EndoNet (a convolutional neural network architecture) has been used for phase 

detection. The network learns the feature automatically from surgical videos. This 

network first trained through fine tune process then this trained network use for both 

tasks: tool presence detection or phase recognition. After that network extracts the visual 

features and to obtain the final estimated phase, these feature pass through the 
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Hierarchical HMM and Support Vector Machine (SVM). [3] (Andru P. Twinanda et al, 

2016)  

CNNs are currently use in almost all type problems related to the ML and CV. One of 

the major and complicated problem is feature extraction which requires expert 

knowledge of the field. The methodology to solve this differs from one task to another. 

The solution presented in this paper is the result of combination of two deep 

convolutional neural network architectures: VGGNet [9] and GoogleNet [10]. To 

achieve the better accuracy they customized the parameters of both networks. The 

solution presented in this paper ranked 1st in the M2CAI Tool presence detection 

challenge. [8] (Ashwin Raju et al., 2016)    

3.1.3. Surgical Tool Segmentation 

Segmentation is much more complicated and tough task than image classification and 

object detection. In image classification we classify the object in to different object 

classes present in the image and in object detection we identify the object by using 

bounding boxes with in the image while in segmentation image is converted in to 

segments which help to analyze the image. It classify each pixel to its object class which 

means a label for each pixel. FCN is the architecture modified from AlexNet [2], 

VGGNet [9] GoogleNet [10] by transforming fully connected layers to fully 

convolutional layers. This architecture takes non fixed size input and produce many 

feature maps with dense representation and small sizes and to create the output of the 

same size segmented image, used unsampling technique. It extract abstract information 

from upper layers to resolve the problems of “what” and for the solution of “where” 

problems it extracts the lower layer’s local information. [11] (Jonathan Long et al., 

2015) 

In this research a novel approach with two versions (real-time and non-real-time ) have 

been presented which is based on fully convolutional neural networks that resulted in 

high speed of optical flow along with deep and accurate segmentations of highly 

deformable parts. Low amount of images have been used to fine tune the FCN. There 
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was no need to use hand craft features. Method has been tested on benchmark datasets 

which include ex vivo and in in vivo cases. [12] (Luis C.Garica-Peraza-Herrera, et al., 

2016) 

For flow identification and phase recognition, segmentation of tools use in surgeries are 

important. It helps to track and estimate the tool angle and pose in the surgical scene. In 

domain of context aware surgical systems, flow identification remains the unresolved 

task. The proposed method hybrid in this work is utilizing both CNN and RCNN  to get 

the highest accuracy of surgical tools segmentation. EndoVis a MICCAI 2016 

Endoscopic Vision Challenge Robotic instruments d ataset is used for training and 

testing the model and achieved better results compared to the state of the art models on 

the same dataset. [13] (Mohamed Attia et al., 2017) 

In many computer assisted surgeries the most important part is real-time tool 

segmentation from endoscopic video. It also has a crucial importance in robotic surgical 

data science. In this paper two novel approaches based on deep learning architecture has 

been proposed for segmentation of non-rigid surgical tools automatically. Both 

architectures extract the multi-scale feature extraction without losing the quality of 

accurate segmentation at all resolutions. Multi scale constraints are encoded inside the 

network architecture, first method implemented it by cascading aggregation of 

prediction and other one enforce it by means of holistically nested architecture. Both 

architecture have less number of parameters as they proposed for real-time semantic 

labeling. Both architectures are validated on ex vivo dataset having multiple tools 

presence. The methods show the significant results in terms of accuracy as compared to 

the state of the art convolution networks. [14] (Luis C.Garica-Peraza-Herrera et al., 

2017) 

In this work, the technique has developed which incorporate the real-time surgical tools 

segmentation with color images. The method is develop in the context of robot assist 

laparoscopic surgeries. It detects and tracks the gray regions and investigates the 

metallic instrument images inside the abdominal cavity. First of all the difficulties such 

as changing lighting conditions, non-uniform background environment due to breathing, 
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and visual appearances of specular reflections, need to be tackled. Then for laparoscopy 

a technique is developed which extract the discriminant color feature with significant 

capabilities of dealing variations and specularities and by doing this it achieved an 

automatic color segmentation.[15] ( C.Doignon et al., 2005) 

The study in this paper also tackled the problem of specular reflections, non-uniform 

backgrounds and camera position, image blurriness and resolution   by proposing a 

technique that have advantage of interdependency between the surgical instruments 

localization and segmentation. By reformulating 2D surgical tool’s pose estimation as 

heatmap regression which resulted in enabling the simultaneous, robust and real time 

regression for both tasks using deep learning. Experiments shows the significant 

improvement in performance than regressing the tool presence directly. [18] (Iro Laina 

et al., 2017)  

3.2. Instance Segmentation 

The domain that dealt with the problems of classification and semantic segmentation 

and solved them simultaneously is called Instance. In this regard a model called 

MaskLab has been presented in this paper. Mask lab produces three outputs, first is box 

detection using Faster-RCNN, from pixel wise segmentation it produces its second 

output which is semantic segmentation logits and last output is direction prediction 

logits. It predict the each pixel’s direction towards its instance center. Then utilizing 

semantic segmentation and direction prediction it perform background and foreground 

segmentation. Then apply predicted cox label on semantic segmentation logit and 

according to the predicted box it crops the region. For each channel, it assemble the 

regional logits by performing direction pooling on direction prediction logits. Then it 

concatenated the both cropped features and applied 1 by 1 convolution on it to get final 

instance segmentation.[22] (Liang-Cheih Chen et al., 2017) 
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Figure 8-MaskLab complete methodology 

   

The approach used in this paper for object instance segmentation is quite  flexible and 

conceptually simple. The model which is called Mask R-CNN  is extended from Faster 

R-CNN by adding a branch that predict masks for objects. It has the advantage of 

detecting objects in the image by using Faster-RCNN while predicting an object mask 

simultaneously. Mask R-CNN is easy to train. It is train and tested on MS-COCO and 

gave significant results for all three COCO suite of challenges. [23] (Kaiming He et al,. 

2017) 

In this paper the approach is consist of two main modules: semantic segmentation 

subnetwork and instance segmentation module.  This model produces the segmentation 

map in which each pixel has assigned an object class and identity label of instance. The 

output of semantic segmentation module is passed to the instance subnetwork. Along 

with the cues form object detector, it uses the initial category level segmentation within 

CRF tto predict the instances. This approach doesn’t require any post processing. [24] 

(Anurag Arnab & Philip Torr , 2017)  
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Chapter 04  

 

METHODOLOGY 

 

4.1. Problem Statement 

The first thing for any robot is to see and understand the scene, and then plan its actions. 

Surgical procedures in which robotic systems are indulge, demand high level abstraction 

n in data and robust representations to overcome the limitations. And for that high level 

scene understanding is necessary. Our work focuses on the general broad category of 

scene understanding. In particular, on pixel level scene understanding. 

                                                    

                                                                                            

  

4.2. Proposed Network 

The network architecture is consisted of an encoder and decoder followed by pixel wise 

classification layer. The encoder is based on the typical architecture of a convolutional 

network. It is consisted of the repetitive application of a 4x4 kernel size convolutional 

layer with stride 1 and no padding, then normalize the output of convolutional layer,  we 

use Batch normalization layer. After that a rectified linear unit layer (ReLU) has been 

used. To reduce the size of representation or down sample we use stride 2 in each layer 

of encoder except the first one. We double the no. of feature channels at each 

convolutional layer step. In decoder every step is consisted of a convolutional transpose 

Proposed Network  

Goal:  Segmentation + 

Classification at Pixel  

level 
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layer which up sample the input, batch normalization layer and dropout layer used for 

regularization and to enable generalization of the training followed by ReLu layer. Drop 

out layer used in first 3 decoder layers. To produce class probabilities for each pixel 

independently, one of the output produced by final decoder layer sent to a multi-class 

soft-max classifier. 2nd output fed to the classifier consists of convolution layer and 

sigmoid for the tool classification. Architecture is designed for the less data, performs 

less number of iteration. It uses pre-trained values.  

 

Figure 9-Proposed Architecture 

 

4.2.1. Input Preprocessing 

Before feeding the input image to the network, few operations have been applied on the 

image. The size for all input images should be 256 x 256. Online TenCrop data 

augmentation is used during training including 224 x 224 side and center crops and their 

horizontal flips. Input image has been normalized by using the per-channel mean [0.295, 

0.204, 0.197] with standard deviation [0.221, 0.188, 0.182] of complete M2CAI 2016 

surgical tool detection frames. The values were calculated over the 581935 images. 

4.2.2. Convolutional layers 

Convolutional layers consists of filters with parameters and wrights that need to be 

learned. These filters height and weights are smaller than the input’s height and weight 
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the dot product of these learnable filters is computed with the input images. These filters 

slide across the input image and calculate dot product of input and filter. Parameters 

used in proposed networks are: 

 Kernel size : 4 x 4 

 Stride : 2 

 Padding:1 x1 

For the last layer of the encoder stride is 1 with 0 padding.  

4.2.3. Batch Normalization Layers  

During training pre-processing on input helps normalization of input data to prevent the 

saturation of non-linear classifier. Problem of internal covariate shift arises in 

intermediate layers when change in activation distribution happens constantly during 

training. To avoid or tackle the covariate problem, we have used batch normalization 

method. It calculates the variance and mean of inputs of layers.[19] After reviewing the 

previous calculated batch statistic it normalize the next layer inputs and to obtain the 

layer output it applies scaling and shifting. It also give the slight regularization effect, 

since we are using mini-batches and adds slight noise to the activations. We don’t use 

batch normalization in the first encoder layer. 

4.2.4. Rectified Linear Unit (ReLU) Layers 

We have used ReLU, a non-linear activation function which enable the learning of non-

linear functions. This fast converging activation function is most commonly uses in 

covnets. It is very easy to use and practically works well. Computation of ReLU is quite 

simple. For all the positive values it gives linear identity and for negative values it give 

zero.   

4.2.5. Convolutional Transpose Layer 

Transposed convolutional layers are known for the decompression of compressed 

representation into different domains. In our proposed network we are using encoder 

and decoder, encoder is doing the compression job. This layer is the mirror to the conv 

layer just to make sure that the size of output is same as input side. It also enable the 
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network to be used by images of any size. To up-sample the input  we fractionally pad 

the input and then perform the convolution on it. 

Parameters used in this section are: 

 Kernel size : 4 x 4 

 Stride : 2 

 Padding:1 x1 

For the first decoder layer, we use: 

 Stride:1 

 Padding :0 

4.2.6. Dropout Layers 

To counter the over-fitting problem we have used dropout layer which randomly 

dropout the nodes and improve the generalization and regularization of convolutional 

neural network. We have use 3 dropout layers in our first three decoder layers. Network 

uses 2D variant of dropout, where filter maps made zero with a probability of 0.5 during 

training. Over an ensemble of models, it acts like averaging predictions at test time. 

4.2.7. SoftMax and Classifier  

Softmax layer is used at the very end along with the classifier to convert the network 

predictions in probabilities. Probability is calculated for each pixel for it belonging to 

each class. Classifier consist of convolutional layer with sigmoid function to classify 

the tools in the images. 

4.3. Training Details 

Dataset: 

 Split into Training and Test set 

 Training Set: 245 images 

 Test Set: 62 images 

Optimizer: 
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 Adam with the default parameters: 

o beta1 = 0.9 

o beta2 = 0.999 

o epsilon = 10e-8 

o Weight Decay = 0.0005 

o Step Learning Rate Decay: 

o Initial Learning Rate: 0.0001 

o Step Decay: Decrease by half after every 10 epochs 

 

 Loss Function: BCEWithLogitsloss 

 Epoch: 1500 

 Batch Size: 2 

 

Unsupervised pre-training over the whole M2CAI training set (581935 images) for 

image reconstruction for 1 epoch.  

 Learning Rate: 0.01 

 Batch Size: 64 

 Mean Squared Error Loss 

4.4. BCEWithLogitsLoss 

This loss combines a Sigmoid and the BCELoss in one single class. The difference 

between the network output and ground truth of images has been computed. It is 

computed depth-wise, for every pixel, and then averaged across all pixels. Adam 

Optimizer is then used to minimize the loss. 
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Chapter 5 

 RESULTS  

5.1. Evaluation Criteria 

For evaluation criteria we used the Jaccard Index / Intersection over Union (IoU) 

                                    IoU = TP / (TP + FP + FN) 

It is evaluated for each class, and the overall mean on the dataset is reported. Pixel-wise 

criteria is used while evaluating the True Positives (TP), False Positives (FP), and False 

Negatives (FN). 

We presented the class-wise Precision, mean, Recall, and the F1 scores: 

   Precision = TP / (TP + FP) 

   Recall = TP / (TP + FN) 

   F1 Score = (2 * Precision * Recall) / (Precision + Recall) 

 

Following are the results of instance segmentation for laparoscopic tools and organs of 

torso region 

Original Image Generated Image Ground Truth 
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Original Image Generated Image Ground Truth 

 

 

 

Figure 10-Image representation of Instance Segmentation for laparoscopic tools and torso region 

organs 

The architecture is created to achieve the results on small size dataset. The mean 

precision, recall and F1 score of the organs and tools are 0.548, 0.4841 and 0.4951 

respectively. 
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Class / Measure Precision Recall F1 Score 

Grasper 0.6241 0.6434 0.6333 

Hook 0.6220 0.5907 0.6059 

Scissor 0.0170 0.1439 0.0048 

Clipper 0.5052 0.5218 0.5134 

Irrigator 0.4281 0.1904 0.2635 

Specimen bag 0.5021 0.3271 0.3960 

Liver 0.6841 0.6934 0.6887 

Gallbladder 0.5942 0.5151 0.5518 

Fat 0.5425 0.6564 0.5940 

Upper Wall 0.6233 0.4959 0.5483 

Artery 0.4521 0.1615 0.2379 

Intestine 0.4912 0.3933 0.4368 

Black 0.9625 0.9610 0.9617 

Mean 0.5408 0.4841 0.4951 

Table 2-Results of Instance segmentation on small dataset 

Comparison of our proposed architecture with MaskR-CNN. 

Organs and 

Laparoscopic Tools 

F1 Measurement 

(Proposed Network) 

F1 Measurement 

(MaskR-CNN) 

Grasper 0.6333 0.2934 

Hook 0.6059 0.2019 

Clipper 0.5134 0.1921 

Irrigator 0.2635 0.1069 

Specimen bag 0.3960 0.1489 

Liver 0.6887 0.3745 

Gallbladder 0.5518 0.2785 
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Fat 0.5940 0.2812 

Upper Wall 0.5483 0.2616 

Artery 0.2379 0.0512 

Intestine 0.4368 0.1569 

Black 0.9617 0.6303 

Over all Mean 0.4951 0.2331 

Table 3- Approximate F1measurement between our proposed networks with MaskR-CNN 

Qualitative analysis of both architecture is represented in form of bar graphs. 

 

Figure 11-Qualitative analysis for Grasper, Hook, Clipper and Irrigator of proposed network and 

Mask R-CNN 

  

Figure 12-Qualitative analysis for Artery, Intestine, Black and Upper Wall of proposed network and 

Mask R-CNN 
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Figure 13-Qualitative analysis for Specimen bag, Liver, Gallbladder and Fat and overall of proposed 

network and Mask R-CNN 

 

5.2. Failure Cases 

There are some failure cases as well on which our proposed architecture was fail to 

produce results. 

 

Figure 14- Failure Case 1 

 

Figure 15-Failure Case 2 
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Figure 16-Failure Case 3 
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CONCLUSION AND FUTURE ASPECTS  

 

Segmentation and classification of medical images have been the active research area 

in bio medical for past few years. Despite the lot of work has done in this field still there 

are more challenges to cover. One of the problems is having a dataset with ground truth. 

From actual endoscopic video feed of surgical procedures we have created an annotated 

dataset. Most of the work done on medical images are either on semantic segmentation 

or classification of the object present in the image. Our proposed technique tackle the 

both problems simultaneously which is called instance segmentation.  

There is still lot of capacity in which many improvements can be done. We have only 

focus on cholecystectomy in which we incorporate only major tools. Instance 

segmentation for other kind of laparoscopic surgeries is also under discussion. 

Furthermore in these major tools, there are varieties in term of shapes, size and 

properties which need to be catered. Right now the dataset is created from video feed 

but there is an opportunity of creating dataset from live video feed in future.          
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