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Abstract 

Online Social-Networking Websites (OSNWs) are web-based communities used by 

individuals to make an online profile, provides a platform through which people share 

information in very cost effective way and easily expresses their opinions like Facebook, 

Twitter and MySpace. OSNWs have tremendously altered the way of communication. Face-

to-face communications got replaced by posting the status updates, leaving comments and like. 

These have millions of users, having huge amount of user-generated content (UGC) that can 

be used in health-related human behaviors study in a cost-effective manner. In worldwide the 

mental illness is a primary cause of disability. Actually, for the diagnosing of psychological 

illness, there are no pathological tests; the treatment methodology is highly dependent upon 

the behavioral actions reported by patient himself and his closed ones. The preciseness and 

accuracy of information received from patient are subject to his/her non-artificial behaviors.   

In order to handle the challenge, we found that OSNWs can be used as a screening tool for 

discovering an affective disorder in individuals. This study investigates how Facebook user’s 

profile can help in Life care Decision Support System (LCDSS) and how to use Facebook as 

screening tool to expose the user‘s mental illness from his/her profile. We propose a way to 

automatically classify Facebook user personally written text: status updates and comments 

using a Support Vector Machines and other classification algorithms of supervised machine-

learning techniques, build a model to set up, train the classifier and identify depressive 

symptom–related features from user’s profile. The assay of results depicts that statistics of 

deprived user’s meet DSM-IV criterion for a depression symptoms or Major Depressive 

Disorder (MDD). 

  



Chapter 1  

Introduction  

This chapter gives the basic idea of the concepts involved in this research. It also presents 

the background and motivation for this study. Moreover, it provides the hypothesis, gives an 

idea of expected results, and methodology to get and evaluate the results. Finally, it presents 

the structure of this thesis document. 

1.1. Facebook 

Facebook is well-known OSNWs is, was created in February 4, 2004 by Mark Zuckerberg 

(Harvard University student) [20]. Firstly its usage was limited to Harvard University 

students, but later on extended it Stanford University colleges, the Ivy League and Boston 

area. It increasingly added support for students at a variety of other universities. Now 

anyone can be registered to it except 13 years old. It can only use by register user, after that 

they can create a profile, add users as friends, post status updates, send messages, and much 

more.  Once logged on, user’s may engage in various activities, including wall posting, 

viewing user’s profile, posting links, browsing  and uploading photos, videos, and playing 

games etc. While posting status updates FB asking one question: What's on your mind? 

 

The statistics estimation of Facebook that there are more than 1.223 billion monthly active 

users, 946 million users of them were using Facebook on their mobile devices; daily active 

users are 664 million, monthly mobile active user are 751 million, 20 billion minutes are 

spent per day by users worldwide; 4.75 billion content are shared per day; average 40 pages 

are liked per user reported at end of December 2013. 

 

Facebook provides many APIs:  Graph API, FQL, open Graph, Chat, ADS, Dialogs etc. we 

were used Graph API and FQL for data collection. The Graph API is HTTP-based API 

that provides access to social graph of the Facebook that representing connections among 
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objects the graph. Many other Facebook APIs are based on it. FQL syntax is much closer to 

SQL to query Facebook user table data. It gives advanced features that are limited in Graph 

API such as result generated by one query is used in another multi-query. 

1.2. Motivation 

On world level the disability is generally caused by mental illness. According to WHO 

(2001) report almost three thundered million people are the victims of mental depression. 

The statistical results based on various reports reveals that during a year North America is 

having MDD for male 3 to 5 % and for female are  8 to 10% [17] 

Still, there is insufficient global support and service for exposing the mental illness (Detels, 

2009). Although 87% of countries offer budget to deal with mental illness, and 28% have 

no budget specially to deal with mental health (Detels, 2009). 

Actually, for mental illness medical science is still incompetent and no trustworthy 

techniques have been formulated which should be relied upon in this regard; usually, it’s 

questioners based, patient’s self-reported, behaviors mentioned by its closed one. 

Questionnaires frequently depend on a person's memory, which are subject to high degree 

of inaccuracy. 

In order to overcome these challenges, we found social media as a tool in finding and 

predicting behaviors in individuals. The social-media activities overcome some of the 

problems regarding patients' self-reporting. By mining the online social media user’s 

activities, we may get closer to the natural behavior of the user and his way of thinking. 

We are mainly concerned to the Major Depressive Disorder (MDD), which is the most 

common mental illness. Most common symptoms of MDD are sadness, tried, sleep problem, 

losing interest in activities etc. Recently the cheaper availability of internet has made an 

incredible increase in the use of social media websites. On these websites the users 

communicate in very natural way through posts relating to their present past and future. The 

content the user post truly depict his current behavior, thinking style and mood.  From social 

media user profile we can retrieve behavioral attributes which related to person’s mood, 
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thinking style, interaction and activities. User’s posting on Facebook might show guilt 

feeling, feeling of tried, sleep related problem, helplessness and worthlessness that are the 

symptoms of MDD. Also, depressed person have low social activities. Such kind of changes 

in user activity may be significant with changes in its social media activities.   

1.3. Objective of this thesis 

This study investigates how Facebook user’s profile can help in Life Care Decision Support 

System (LCDSS), how to use Facebook as screening tool to expose the user‘s mental illness 

from its profile. We propose a way to automatically classify Facebook user personally 

written text: status updates and comments using Support Vector Machines and other 

classification algorithms, build a model to set up and train the classifier and identify 

depressive symptom–related features from user’s Facebook profile. 

Actually, to build classifier for Facebook status updates, backend is need where training and 

test dataset might be set up. The main goal is to make a quality training dataset, in order to 

achieve with high accuracy. 

After building the classifier, it necessary to be estimate the accuracy of model. The objective 

is getting accurate results more than 80% accuracy). After that frontend will be build. It 

must offer a suitable way to register user’s with SMMP portal , fetch profile data based on 

user permission using Facebook login  and  classify users as Depression Displayer and non-

Displayer according CESD-R Scale 

The purpose of this study is to assess user’s from its Facebook profile to expose that that 

meet DSM-IV criterion for a depression symptoms or Major Depressive Disorder (MDD). 

1.4. Challenges 

There are different challenges in information filtering on Facebook status updates. 

Challenges are follows: 

 Short texts Facebook status is short having sparse data; so it is hard to classify them. 
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 Informal language another problem is informal language used on Facebook posting. 

It is less structured, it might contains abbreviations, shorten words, modified words 

and emotions. So the vocabulary is very huge and any external source such as 

WordNet or Wikipedia or will not be enough to get additional information about the 

text. In addition it is required to recognize most common words and keywords that 

will be useful for text classification. Because of informal language simple stop word 

removal is not sufficient common words on Facebook should be identified. 

 Constantly vocabulary changing the vocabulary on Facebook status is changing 

constantly with new phrases and words. So that the classification system should be 

dynamic that reflects to changing in the language. 

 Different Languages Facebook is used worldwide; thus numerous languages are 

used in posting status update and comments. 

 

1.5. Our Approach 

A web portal was developed that fetch user profile data using Facebook API and expose 

mental related problem from its profile data using data mining techniques. For this purpose, 

many Facebook attributes such as status update, number of friends, number of user likes etc. 

was considered. Depression symptom reference from Status updates were considered if they 

meet one of the depression criteria by synonym or keyword. Such as, one symptom of MDD 

is “Sadness,” thus a posting like “I am feeling sad” probable considered as depression 

reference. The term “insomnia” is a synonym of “sleep” so, a Facebook posting such as “I 

have insomnia problem” would be considered a depression reference. Status updates that 

show reference as another person (i.e. “Alice looks sad Today”) not considered as 

depression references. 

At First step user’s profile were classified as two groups: user’s Profile lacking any 

depression references were considered as “non-displayers” Profiles having depression 

references were considered as “depression Displayers” 
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Also we were further classifying the Depression Displayers status messages into 9 

categories according CESD-R Scale, in order to find the Depression scale. According to 

CESD-R depression scale MDD is characterized as nine symptoms categories. First of all, 

we focus on extracting the main two categories as Depression Displayer and Non-Displayer 

from status updates then system further classifies the Depression Displayer status updated 

into nine symptom categories according CESD-R depression scale. However, some 

symptom categories such as sleep and tried that are more similar to each other, to overcome 

this problem; we suggest scoring feature to compares frequencies in the created word vector. 

With the help of scoring feature, we are capable to differentiate keywords associated to each 

category, and we can measure how it related to the key listed categories.  

1.6. Contribution 

The outcomes of this thesis are following:  

1. Dataset. We created a dataset having a list of Facebook users (100 users) and their 

status updates (approx. 40 statuses per User). The status update set was manually 

categorized for train the classifier. 

2. Platform. The most important assignment of thesis was to build the web portal 

which classifies status messages according CESD-R scale. We provide a web 

interface that generate Facebook personal analytics’ and also classify the status 

update of a given user, and a backend to setup and test the classifier. The frontend 

will be made available publicly afterwards. 

3. Comparison.  We compare depressed and non-depressed user behaviors using these 

measures. Our findings show that individuals with depression displayer references 

having lower social activity and negative emotion.  

4. Scientific contribution. We show that supervised machine learning systems such 

as Support Vector Machines and K-NN can be used to classify status update 

messages. While those statuses update messages totally differ from documents in 

regard to used words and length. We examined numerous approaches of feature 

selection, and find out the optimal cost-parameter setting for K-NN and SVMs 

Classifier. 
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1.7. Structure of this thesis 

In Chapter 2 we will discuss related work done so for. In chapter 3 we will discuss the state 

of art of the text classification and explain why SVM and K-NN classifier of choice for our 

problem. In chapter 4, we will discuss system architecture and brief introduction of its sub-

modules. Chapter 5 gives detail discussion regarding the experiments and results of 

experiments. Lastly, chapter 6 gives final conclusions and future works can be done. 
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Chapter 2 

Literature Survey 

University of Missouri Researcher discovers a connection among social anhedonia and 

Facebook activities. They propose that patient’s Facebook profiles can help therapists to 

understand their mental illnesses. They used 211 college students Facebook profiles and 

their activities for research purpose. Their findings show that therapists would be capable 

to gather information regarding patient’s by analyzing their Facebook activity as an 

alternative that are based on patient self-reporting. [1] 

The activities of social-media can be helpful in psychological diagnosis that eliminates 

several problems related with patients' self-reporting. Elizabeth Martin said that 

“Questionnaires frequently depend on a person's memory, which is subject to high degree 

of inaccuracy. By sharing patient’s a Facebook activity on request gives us a capability to 

perceive how they naturally expressed themselves.” It’s the saying and common belief of 

the teenagers medicine and mental health experts that dark posting is challenge for the 

symptoms of depression and early signal of the timely involvement. It’s the still debatable 

to interact through Social Media with patients.[23] 

 In 2013, 200 student Facebook profile were tested for the purpose of determining symptoms 

and depression level by the researchers at the University of the Washintan and the 

University of the Wisconsin Madison. The finding of that research reported that 30   

student’s posted updates show the indication hopelessness, insomnia, or excessive sleeping. 

Their results concluded that the college students are facing more depression as compared to 

the other people. Similarly other research finding also reported that college students are 

more exposed to weakening depressive each year. 

Dr. Megan A Moreno an assistant professor of pediatrics at the university of Wisconsin-

Madison and Principle in the Social Media studies said that’s everyone can spot adolescent 

and teenage on Facebook the people who are being exposed to the heavy heartedness and 

gloominess. 
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Gamon, M [2] used Twitter like a screening tool for quantifying the MDD in individuals 

using (CESD-R). First they collected standard labels on depression using crowd sourcing 

and proposed a diversity of an attributed like emotion, style, and user engagement in order 

to find depression Related symptoms. The results indicate that depressed persons have small 

social network, more negative feeling, greater concerns with drugs and intense expression 

of religious ideas. They build a modal using SVM classifier that predicts depression of an 

individual. The accuracy of classifier was 70%. 

Moreno [3] evaluated Facebook displayed depression references and their association with 

depression and peer opinion. They used first-year college students’ Facebook profiles for 

analysis purpose and categorized as Depression Displayers and Non-Displayers. 

Participants completed a depression screen and were interviewed about Facebook displayed 

depression references. Their finding shows that depression displayers were twice as to meet 

clinical criteria for depression.  

Moreno, M. a [4] examined the association of the absence or presence of depression 

disclosures on Facebook by using the user’s activities. In addition, they checked a 

connection of many depression references with Facebook user’s demographics by applied 

the binomial regression models.  

Park, M., Cha, C., & Cha, M [5] show that it is possible to use online social network data 

for clinical studies. They performed sentiment analysis on the twitter tweets by using the 

LIWC [19]. They developed a multiple regression model by using all the sentiment 

categories and examined how these variables are associated to the CES-D score.  

Hamouda, S. Ben, & Akaichi, J[6] In this paper, they investigated the utility of sentiment 

classification on collection of dataset which is Tunisian Facebook users. Their finding show 

that Facebook statuses have unique characteristics compared to other corpuses (Reviews, 

News, etc.), and gives similar performance using machine learning algorithms to classify 

FB statuses. They used the most well-known machine learning algorithms, and performed 

a comparative experimental in between the Naïve Bayes and the SVM algorithms.  

Kosinski, M., Stillwell [7] they investigated that a large range of user’s personal attributes 

that accurately and automatically exposed from Facebook likes. They found a linked 
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between the Facebook like and other digital records. Additionally, the large range of 

attributes was predicted. And also suggest that if training dataset will improve then it might 

be possibly to disclose other attributes too. The logistic/ linear regression was used for 

predicting private traits in an individual’s from its Facebook likes.  

Farnadi, G.[8] In this study they applied a machine learning (ML) techniques on  Facebook 

status updates in order to find  users’ personality traits. This study show that Facebook status 

updates can be use expose hidden information. They use Big-Five Model to inter the user’s 

personality.  

Rahman, M. M. (n.d.)[9] In this research, they used Facebook as key data source and 

collected many attributes from Facebook as raw data like comments,  wall post , about me 

and date of birth. This study show that analyzed the mined knowledge is used for pattern 

recognition, decision making, human behavior prediction and product marketing. They used 

data mining approaches to excavate intellectual knowledge. 
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Chapter 3 

Methodology 

This chapter gives an outline of material and an overview of text classification. The first 

section explains the dataset that was utilized to train and evaluate the developed models. 

The final section described the algorithms related to machine learning applied in the 

experiments. We used many data mining techniques in our research reveal useful 

information from UGC. Firstly a collection of attributes has been chosen from Facebook 

user’s profile that is related to user behavior and activities. The attributes lists are given in 

Table 3.1-3. Collected data has been stored in our personalize database.  

3.1. Dataset  

For Research purpose data collection is not easy and simple job from Facebook. There are 

assumptions and decisions to be made.  We used Facebook search feature in order to collect 

the domain related corpus from Facebook user walls. 

3.1.1. Training Dataset 

For training the classifier: Depression Displayer and non-Displayer, two datasets are used. 

Depression Displayers data contains depression related symptoms, while non-Displayer 

doesn’t show depression related symptoms. Depression Displayer data is data that have 

depression related emotions and symptoms. 

A total of 4000 Facebook status updates were collected from Facebook public profiles using 

Facebook API. After data collection, data was separated into two categories (Depression 

Displayer and Non-Displayer) according to DSM-IV Criteria. Status update that contains 

depression related symptoms are coded as Depression Displayer and other were coded as 

non-displayer.  
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3.1.2. Non-English status updated removing 

We have only train the classifier for only English Language. We used PHP Language 

detector Pear Package to detect the English phrases, it compared the string to find their 

language; In that case the string are Facebook status. PHP Language detector Pear Package 

give confidence level range from 0–1. The table 3.1 shows data distribution of English and 

non-English of two categories. Non-English status update ware removed in order to avoid 

classifier confusions that were used later in experiment. 

 English Non-English % English 

Displayer 1400 700 66.66 

Non-displayer 1300 1600 44.83 

Total 2700 2300 54 

 
Table 3.1-1 Training Dataset Distribution 

Below table show some example of status updates related to Depression displayer 

I felt depressed. 

My heart keeps breaking.  

I am unhappy all day. 

I am so tired and I could cry. 

Too many emotions I don't know what to do!!!  

I hate this life. 

 
Table 3.1-2 Status updates examples related to Depression displayer category 

Attribute Data Type 

ID String 

Name String 

about_me String 

activities String 

birthday Timestamp 

first_name String 

friend Object 

friend_count int32 
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friend_request_count int32 

note Object 

notes_count int32 

status Object 

wall_count int32 

like Object 

photo Object 

video Object 

 

Table 3.1-3 Attribute List 

3.2. Introduction to Text Classification 

This section gives an outline the current state-of-the-art in text classification.  

3.2.1. Classification  

Classification is supervised data mining (machine learning) technique that assign a label to 

unlabeled input data items. There are two types of classification base on the number of 

classes  

 Binary classification – classify dataset into 1 of the 2 classes.  

 Multi-class classification – classify dataset into several classes. 

3.2.2. Text Classification Text 

In text classification, classification algorithms are applied on text documents; assign a text 

document into one (or more) classes. For a classifier to train how to classify the text 

documents, it required manual labeling, the input dataset are divided into training and test 

dataset. Training dataset consist those documents that are already labeled. Test data sets are 

those that are unlabeled. The aim is to learn the information from the existing labeled 

training dataset and used that knowledge for a test data to predict the class label. The 

https://developers.facebook.com/docs/reference/fql/note/
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Classifier is accountable for learning a classification function (f) that maps the documents 

(d) to the classes (C) [18] 

𝑓: 𝑑 → 𝑐  

The classifier then uses this classification function to classify the unlabeled set of documents. 

This is called supervised learning as a supervisor (person who defines labels or classes in 

training dataset) serves like a teacher guiding the learning process. 

The size of the training and testing dataset is extremely important. If small dataset are supply 

to classifier to train from, it may not get considerable knowledge to classify the test data 

properly. Alternatively, if the training dataset is too big as compare to test dataset, it will 

create a problem which is called “over fitting”. In order to handle it, the document is too 

fairly adjusted according to the training dataset, so much so that their performances degrade 

on the test data. 

3.2.3. Preprocessing 

It will perform on text before converting into the vector space. In particular, we used 

tokenizers, lower case conversion, word stemming and stop-words-removal preprocessing 

operators. 

 Tokenizer is the process of converting a sequence of characters to a sequence of 

tokens. We tokenize a Facebook status update messages to generate tokens which 

are smaller pieces of text (words), we also applied the stop-words-removal to  

generated tokens in order to remove the unwanted words 

 Stemming reduces the English words to its root form. Such as the words ‘Jumping 

and ‘Jumped is stem to ‘Jump’. This technique is mostly valuable for information 

extraction and indexing. In 1968 Stemming algorithm was firstly developed by Julie 

B. Lovins. In 1980 M.F Porter made another algorithm that created based line for 

word stemming. M.F Porter has made 62 rules which might or might not apply on 

the given word. I have applied Porter stemmer for my project. 
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3.2.4. Features 

Feature selection is most important task in text classification: terms selection from train 

dataset. It has two advantages: it accelerate the training process. As well, decreases the noise 

by eliminating unrelated features, hence classification accuracy is increased. First we made 

the vector space of the documents that will generate a word dictionary. For that purpose we 

selected the entire terms from existing documents then converted them into the vector space 

by removing the unwanted terms using filter stop-words operator then keywords are 

generated  

Below are the some documents from our scenario to define the document space: 

Train Dataset: 

 

Test Dataset:  

 

Now, we have created words dictionary from documents d1, d2, d3, and d4 of train dataset, 

index dictionary represented as G (t): t is the term: 

d1: I am sad all day. 

d2: I am tired of crying. 

d3: I am feeling tired. 

d4: I think Insomnia is stalking me. 

d5: Happy New Year  

d6: Feeling Sad today.  

d7: feeling Happy, Happy Birthday  
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𝐺(𝑡) =

{
 
 
 
 
 
 

 
 
 
 
 
 

1, if t is "Sad"

2, if t is "Day"

3, if t is tire

4, if t is "cry"

5, if t is "feel"

6, if t is "think"

7, if t is "Insomnia"

8, if t is “stalking”

   9, if t is “happy”

10, if t is “new”

11, if t is “year”

12,  if t is “”

 

From dictionary stop words were removed and normalize it then test dataset are converted 

into the vector space in order that every term of vector is indexed as training dictionary 

index, thus from vector the 1st term are illustrated as “sad”, 2nd is “day” and so on. After that 

I have used the term-frequency (tf) that measure terms occurrence in our Dictionary G(t) 

in the documents d6 or d7, tf is define as: 

tf(𝑡, 𝑑) =∑frq(x, t)

𝑥∈𝑑

 

Where function frq(x,t) defined as: 

𝑓𝑟𝑞(𝑥, 𝑡) = { 
1, 𝑖𝑓 𝑥 = 𝑡

     0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

So, tf(t,d) gives total term t occurrence in the document d. in given example tf(“sad” , d7)=1 

so that the term “sad” is present one time. After we were created the word vector, which is 

represented by: 

𝑣𝑑𝑛⃗⃗ ⃗⃗ ⃗⃗  = (𝑡𝑓(𝑡1, 𝑑𝑛), 𝑡𝑓(𝑡2, 𝑑𝑛), 𝑡𝑓(𝑡3, 𝑑𝑛), 𝑡𝑓(𝑡4, 𝑑𝑛),… , 𝑡𝑓(𝑡𝑛, 𝑑𝑛)) 

 

Vector representations of test dataset are:  

𝑣𝑑6⃗⃗ ⃗⃗ ⃗⃗ = (1 0 0 0 1 0 0 0 0 0 0 0 ) 
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𝑣𝑑7⃗⃗ ⃗⃗ ⃗⃗ = (0 0 0 0 1 0 0 0 2 0 0 1 ) 

In the resulting vector vd7 illustrate that, 0 occurrences of term “sad”, 1 occurrence of term 

“feel “and so on. We have collection of text status updates; then we converted it into 

Document-Term matrix. The rows and columns represented the documents and words 

respectively within these text documents. 

M|D| ×f = [
1  0 0 0 1 0 0 0 0 0 0  0
0 0 0 0 1 0 0 0 2 0 0 1

]  

Where |D| respesent Document Space Cardinality 

3.2.5. Term Frequency-Inverse Document Frequency  

Our document space is defined since 𝐷 = {𝑑1, 𝑑2,… , 𝑑𝑛} where n is the total number of 

documents in dataset, and in our scenario 𝐷𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔   = {𝑑1, 𝑑2, 𝑑3,… , 𝑑5} 

and 𝐷𝑇𝑒𝑠𝑡𝑖𝑛𝑔  = {𝑑6, 𝑑7}. Our document space cardinality of is defined |DTraining| = 5 and 

|DTesting| = 2, because we have 5 documents for training and 2 documents for testing. 

Formula for idf (inverse document frequency) is defined as: 

𝑖𝑑𝑓(𝑡) = log
|𝐷|

1 + |{𝑑: 𝑡 ∈ 𝑑}|
 

Where |{𝑑: 𝑡 ∈ 𝑑}| represent term  appearance in number of documents, 1 are added in 

order to avoid division by zero. 

Formula for the tf-idf is defined as: 

𝑡𝑑 − 𝑖𝑑𝑓(𝑡) = 𝑡𝑓 × 𝑖𝑑𝑓(𝑡) 

In an agreed text document set, every term has a special importance in a certain document. 

The TF-IDF compute the weight for each term in a document according to all text document 

set. If the term more occurs in a document as compare to the other documents in set then it 

assign higher weight to it. 
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3.2.6. Terms N-grams  

It is n consecutive characters of a string. It is very helpful for language detection and speech 

recognition. I have used a term n-Gram that is a series of adjacent tokens of length n, in 

order to detect the negation of sentence. The negation "not" could change entire sentence 

polarity. Such as "I am happy" is apparently non-displayer, and "I am not happy” is 

depression displayer sentence. By using unigrams, the 1st sentence features would be {“I”, 

“am”, “happy”} and 2nd one {I, am, not, happy}. Both sentences contain the word "happy”, 

then the classifier put it into non-displayer class but actually it is related to depression 

displayer Class. 

This problem is overcome by applying the terms n-gram by appending the negation word, 

which will reflect the change in sentence polarity. Therefore for negative sentence the 

features would be {“I”, “am−not”, “not−happy”}. 

3.3. Classification methods 

In general, a text classification is divided into supervised and unsupervised. In supervised 

classification the pre-existing knowledge are used to perform the classification process, but 

in unsupervised classification has no pre-existing knowledge. In my thesis work supervised 

classifier were used. Let first discuss the most famous supervised classifier. 

3.3.1. Naive Bayes Classifier 

It was one of the primary models that are based on probability for information retrieval that 

was made by C.T. Yu and G. Salton in the 1970.Generally, each document is expressed by 

a vector as: 

𝑑(𝑡) = {𝑑1 , 𝑑2, … , 𝑑𝑛 } 

Where 

𝑑(𝑡) = {
1, 𝑖𝑓 𝑡𝑒𝑟𝑚 𝑡 𝑖𝑠 𝑒𝑥𝑖𝑠𝑡
0,         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
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The relevance probability of a document can be calculated by the Bayes rule. In practice it 

gives good results due to the simple assumptions used by it. 

Basic algorithm of Naïve Bayes classifier (multinomial mode) [9] is follow: 

 

Naïve Bayes classifier (multinomial mode) 

 

Algorithm 3.3-1  Naïve Bayes classifier 

3.3.2. K-NN Classifier 

The ‘k Nearest Neighbor’ approach allocates a class to every training document. Then new 

document is classified according to the k nearest neighbors. Such as, if the value k is set to 

1, then new document in the same class as 1 neighbor will assign. If the value of k is set to 

5, then the algorithm will choose the class that occurs most frequently in the close to 5 

neighbors. K-NN   does relatively well if k value greater than 1.  
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Basic algorithm of K-NN [17] is following: 

Algorithm 2: K-NN 

 

Algorithm 3.3-2 K-NN 

 

We have used the cosine similarity distance in which score is calculated as:  

𝑠𝑐𝑜𝑟𝑒(𝑐, 𝑑) = ∑ 𝐼𝑐(𝑑
′)𝑐𝑜𝑠

𝑑′∈ 𝑠𝑘(𝑑)

(�⃑� (𝑑′),�⃑� (𝑑)) 

Where 𝑠𝑘(𝑑)  represent a set of 𝑑′s k-nearest neighbors and if 𝑑′s is in class 𝑐 then "𝐼𝑐(𝑑
′) =

1" and “0” otherwise. Documents are assigning to the class having higher score. The 

weighting accuracy by similarities is frequently greater than simple voting. 

3.3.3. Support Vector Machines 

In Support Vector Machines (SVMs) are then train dataset are divided into two categories, 

trained SVM model assigns new item into one of two categories. SVMs model makes a 

hyperplan which divides an items by a higher gap.  

Below figure-3.3-1 have 2 categories: blue and red, hyperplane are divided into 2 categories 

by the greater margin as below figure. The margin determined by items is so called the 

Support Vectors (1 red and 2 blue items in the given example). 
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Figure 3.3-1 SVM hyperplane 

Following are some agreed training dataset “D” as  

𝐷 = {(𝑥𝑖, 𝑦𝑖) | 𝑥𝑖 ∈  ℝ
𝑝, 𝑦𝑖  ∈  {+1,−1}}𝑖=1

𝑛    

Where 𝑦𝑖 = {
+1,   𝑖𝑓 (𝑥, 𝑦) 𝑖𝑠 𝑝𝑎𝑟𝑡 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠
−1,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                       

 

Which can be separated by the hyperplane?  

(�⃑⃗⃗�. 𝑥) − 𝑏 = 0 

The  𝑤⃗⃗⃗⃗⃑ represents normal vector of hyperplane separation. Our goal is to maximize the �⃑⃗⃗�  

length. In order to achieve this, need to introduce two other hyperplanes such as: 

(�⃑⃗⃗�. 𝑥) − 𝑏 ≥ 1 𝑖𝑓  𝑦𝑖 = +1  --------------------------- (i) 

And  

(�⃑⃗⃗�. 𝑥) − 𝑏 ≤  0 𝑖𝑓  𝑦𝑖 = −1  --------------------------(ii) 

From eq(i) and eq(ii) we get. 

𝑦𝑖[(𝑤⃗⃗⃗⃗⃗⃑ . 𝑥) − 𝑏 ]  ≥ 1,𝑤ℎ𝑒𝑟𝑒 𝑖 = 1, 2, 3, … . , 𝑛  

Those points that satisfy the inequality are so called Support Vectors.  
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3.4. Classifier selection for text categorization 

The most important decision is the selection of the optimal classifier for our thesis work. 

Dumais et al [11] and Yang et al. [12] equally stated that K-NN and SVM classifiers give 

best results for text classification. Rios and Zha [13] found that SVM working well while 

classifying spam e-mails, and Joachims [14] stated that SVM are extremely fitted for text 

classification.  

We are tested  all classifier, we found that SVM are best classifier for binomial 

classification(Displayer and Non-Displayer) and for polynomial classification K-NN gives 

best results with k value equal to 4 using Rapidminer Tool 
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Chapter 4 

Architecture 

This chapter explains the architecture SMPP and the implementation. Section 4.1 explains 

the architecture for the SMMP and also explains how the applications are implemented and 

how the final product works. 

4.1. SMPP Architecture 

Figure 4.1-1 show that how internally SMPP portal works. The client send request via HTTP 

protocol to the Web Server. The web server send request to the Module called PHP interpreter that 

are responsible for the request processing such fetching data from Facebook and data storing in 

MySQL database as well the classification process. After request processing, sent results back to 

client. 

Figure 4.1-1  SMPP Application diagram 
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The system architecture has many sub Modules that are Data Collection Module (DCM), Data 

Processing Module (DPM), Data Classification Module (DCM) and Data Visualization 

Module (DVM). Fig. 4.1-2 represents complete system architecture.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1-2 System Architecture 

 

Different Modules of our system are described in brief: 

4.1.1. Data Collection Module (DCM) 

It gathers data from Facebook. It has data fetching engine and store data temporary using 

session variable. In order to collect data, we created and registered a Facebook application, 

called SMPP. Allowing the APP to require specific Facebook privileges and hosted the 

SMPP at my smpp.chinarportfolio.com, making it available to anyone. SMPP is a PHP-

based web portal that uses the Facebook Graph API and FQL, which simply use URL-based 

queries to return result, sets such as status updates, gender, comments, likes, photo, video 

etc. 
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DCM used the following algorithm 

Data Collection 

FBD: Fetch user profile Data from Facebook, 

FBDF :  Format the facebook data,  

FBq:  Facebook queries 

Data_fetching (FBD, FBD, FBDF ) 

1. user ← facebook_appid and facebook_app_secret 

2. user ← FB.getUser(); 

3. If (user) then 

4.        Logouturl ← FB.getLogoutUrl() 

5.        Result_Set ← “null”;   

6.       For each (FBq ∈ FBD) 

7.               do Result_Set ←SDB; store FBD in Session Variables 

8.       end for 

9. end if 

 

Algorithm 4.1-1 Data Collection 

4.1.2. Data Processing Module (DPM) 

Data transformations are done by DMP that is used by Classification Module. It has 

preprocessor, transformed data storage. Preprocessor used temporary data stored in session 

variables and transformed it into normalized form. The transformed data are generated from 

normalized data that have no noisy, missing information and errors. 

4.1.3. Data Classification Module (DCM) 

Data classification key module in our system. It contains preprocessor such as 

Transformation (tokenization, stop words, Stemmer, Normalizer), classifier (SVM and K-

NN) and training dataset (pre-classified labels). Training dataset were made based on  

existing Status updates collection from public Facebook status then labeled it by filtering 

for known emotion equivalence classes [24] and The 20 items in CESD-R Questioner 

measure symptoms of depression into nine different groups [21] such as  sadness 

(Dysphoria), sleep, tired(fatigue), loss of interest (Anhedonia), appetite,  thinking / 

concentration, guilt(worthlessness), movement(Agitation), suicidal ideation. Classification 

Module collects data from Data Preprocessor Module. Firstly it processes status update text 

data of user’s in order to generate tokens from text then Stop words, stemmer, lower case 

conversation and n-gram terms operators are applied. It created keyword, tf-idf using 
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equation (1). Lastly features are selected based on tf-idf that is used for the experiment. 

Then SVM and K-NN classifier are used for text classification. Firstly we have train the 

classifier using train dataset, and then we applied the train classifier on unseen data (test 

dataset).Other attributes are also used by classifier such as friend count, wall count, photo 

count, messages count etc. 

Text  Preprocessing 

Input: Dt : Document set  (Facebook Status Updates), WM: weight matrix   

 

Preprocessing (Dt) 

1. for each Dt  do 

2.     Tokens ←  Tokenization  

3. end of for  

4. for each  Tokens do 

5.      Stop-words Removal 

6. end of  for  

7. for each  Tokens do 

8.      Stemming ←  Porter Stemmer 

9. end of  for  

10. for each Tokens in the word vector do 

11.       weight matrix  ← Calculate TF/IDF  

12. end  of for 

13. for each in WM do 

14.      Set the threshold  ← 'c' 

15.      Calculate (DF t) for each term 

16.          If   DF less then  c  then 

17.                 Delete  term from WM 

18.            End if 

19.  End for 

Algorithm 4.1-2 Text Preprocessing 

 

4.1.4. Data Visualization Module (DVM) 

It is used to extract intellectual knowledge from classified data. It uses many Javascript 

data visualization libraries such as Google Graph, D3.js, Jquery etc for classified data 

visualization. It visualizes classified data as map, chart, graph and tables. It reveals many 

hidden patterns. DVM used the following algorithm getting the final Result of individual’s 

according to CESD-R Scale. 
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Insomnia Frame (Late Night Setting based on user's  activities )  

At : User Facebook activities  based on fast two week data, T1 : Insomnia Frame which 

are set  in between  9PM and 6AM; Countlt : Total late night setting 

InsonniaFrame (At , T1) 

1. activities_time_set ← “null”; 

2. for each(At) do  

       activities_time ←  At  User activities time 

3. end  for 

4. for each(activities_time) 

5.   if the activities_time in between 9PM and 6AM  do  

6.          Countlt ← late night setting  from At 

7. return  Countlt 

Algorithm 4.1-3  Late Night Setting 

 

CESD-R Determining categories based on two week Data user profile 

CATStat : User facebook status updates after categorization using classifier(SVM, K-

NN), T1: Status Update creation time, T2: Two weeks ago time stamp 

 

CESD_R_Scale(CAT Stat) 

1. SADCount ← “null”; SLCount ← “null”; TIRCount ← “null”; THCount ← 

“null”; SATTCount ← “null”; MOVCount ← “null”;  GUICount ← “null”; 

LOSCount ← “null”;       

2. foreach (CAT Stat ) 

3.     If(T1  greater then T2)       

4.      Switch CAT Stat 

5.                                case "Sadness": SADCount ++; 

6.          case "Loss of Interset": LOSCount++; 

7.          case "Sleep":SLCount++; 

8.          case "Tired":TIRCount++; 

9.                                case "Thinking":THCount++; 

10.                                case "Suicidal Ideation": SATTCount++; 

11.                     case "Movement": MOVCount++; 

12.                                case "Guilt": GUICount++; 

13.                    end switch 

14.       end if 

15.  end foreach 

16. CESD_Result_set ← “null”; 

17. If  ((SADCount >=1 || LOSCount >=1 ) && (countother >=4)  ) 

18.               CESD_Result_set ← "Meets criteria for Major depressive episode"; 

19. else if(($sadnessCount >=1 || $LOSCount >=1 ) && ($countother ==3)  ) 

20.               CESD_Result_set ←  "Probable major depressive episode"; 

     

21. else if((SADCount >=1 || LOSCount >=1 ) && (countother ==2)  ) 
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22.            CESD_Result_set ← "Possible major depressive episode";  

    

23. else   

24. CESD_Result_set ← "No clinical significance"; 

25. return  CESD_Result_set 

          

   

 

Algorithm 4.1-4 CESD-R determining categories based on two week data user profile 
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Chapter 5 

Experimental Results and Evaluation 

In this chapter, we present and analyze the experimented results. Different machine learning 

classifiers used for our experiments named, Naïve Bayes (NB), K-NN and Support Vector 

Machine (SVM) which are provided by RapidMiner environment [17][18].These selected 

classification methods achieve the best accuracy among other classification methods in our 

data sets to classify the instances. We explained the machine environment, and the tools 

used in our research.  

 

We have made experiment using Rapidminer and PHP NLP tools. First we setup an 

experiments using Rapidminer, test different classifiers, after that we developed online 

portal using PHP with php-nlp tools used same classifiers that was setup using Rapidminer 

[22]. 

5.1. Experiments Setup 

In this section, a description about the experimental environment, tools used in experiments, 

measures of performance evaluation of classifiers. 

5.1.1. Experimental Environment and Tools  

We applied experiments on a machine with properties that is Intel (R) Core(TM) i3 @ 2.50 

GHz, 2.00 GB RAM, 500 GB hard disk drive and Windows 7 operating system. To carry 

out our thesis (including the experimentation), special tools and programs were used: 

 RapidMiner application program: used to build our approach, and conduct 

experiments practical and extracting the required results. 

 Microsoft Excel: used to organize and store datasets in tables, do some simple 

preprocessing and analyze the results. 

 Adobe Dreamweaver  

 Adobe Photoshop  



29 
 

 Apache Server  

 PHP Language 

 HTML and CSS 

 Javescript / Jquery / d3.js  

 

Our experiment has two phases:  

 Training phase 

 Testing  phase 

 

In Training phase classifier are train based on train dataset. On the bases on training model, 

unlabeled status updates are classified in testing phase.  

Preprocessing steps are applied in Training and Testing Phase such as stop-words, stemming, 

N-gram terms etc. In order to validate, we used cross validation having 10-fold cross 

validation. 

 

Model categorized Facebook status as depression symptom displayers or non-displayers. 

These are the texts that were un-scored in the test dataset are score between 0 and 100, 

where higher score indicates a more Displayer. Displayed depression references were 

associated with depression; Displayed references are further Classify into sub categories 

according to CESD-R scale 

5.1.2. Explanation of each step 

Explanation of each step shown in above in figure 5.1 of work flow is following  

 
Figure 5.1-1 workflow for SMPP that classify the Facebook status updates 

1. Get the train dataset 
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2. Convert the data type from Nominal to Text for text mining. 

3. Select the Attribute, in training dataset there are three attribute, such as Facebook 

Status , Sentiment(displayers and Non- displayers)and Categories (Sadness, Sleep, 

Tired , Loss of Interest, Appetite, Guilt, Suicidal ideation and Thinking / 

concentration). For sentiment I have removed the categories attribute. First we want 

to train the Model by using SVM for two categories (Displayer and Non-displayer) 

4. Filters attribute which filter the no-missing-label class for filter, which filter the 

no-missing-labels rows in training dataset so that model will train on labels data.  

5. Then we created the word vector from train Facebook status dataset. 

 

Figure 5.1-2 workflow for word vector creation using TF-IDF matrix 

6. Then we applied the Multiply, This operator copies its input object to all connected 

output ports. It does not modify the input object.  

7. Then train the Model using training dataset, for that we applied sub-process operator, 

this operator introduces a process within a process. Whenever a Sub-process 

operator is reached during a process execution, first the entire sub-process is 

executed. Once the sub-process execution is complete, the flow is returned to the 

process (the parent process). A sub-process can be considered as a small unit of a 

process, like in process, all operators and combination of operators can be applied 

in a sub-process. That is why a sub-process can also be defined as a chain of 

operators that is subsequently applied.  

 

 
 

Figure 5.1-3 workflow for Model and Evaluate 
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Then we applied cross-validation operator. It guesses the statistical performance by 

a cross-validation. It is generally used to estimate model accuracy.  It has two 

sections (1) Training (2) Testing  

 

                 

Figure 5.1-4 workflow for the cross-validation to Model and Evaluate 

we applied the SVM classifier. This operator is an SVM (Support vector machine) 

Learner. It is based on the Java libSVM. Those parameters are supplied to SVM 

classifier such as SVM Type: C-SVC, Kernl Type:Linear, C:100, Cache Size: 80, 

Epsilon: 0.001 

8. Then we applied the sub-process operator in order to get the weights of displayers 

and Non- displayers key words that are can indentify topics or terms relevant to 

depression and non depression domain. The weight sub-process work flow is follows. 

 

 

Figure 5.1-5 workflow for Weights assignment to keywords in between 0 to 100  
 

9. In that step it loaded the test dataset in order to classify as Displayer or Non-

Displayer 

10. Convert the data type from Nominal to Text  

11. Filter row no-missing-label  class for filter 

12. Generate ID operator, this operator adds a new attribute with id role in the input test 

Dataset. 
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13. Set Role Operator to make the Id as ID role. This operator is used to change the role 

of one or more attributes. 

14. Then applied the multiply operator, it copies the input item to all output connected 

ports. It does not change the input item.  

15. Process Document in order to create Word Vector for test DataSet. 

 

  

Figure 5.1-6 workflow for test dataset vector creation using TF-IDF 

 

16. Then applied Apply Operator , this operator applies an already learnt or trained 

model on an test Dataset 

17. Then join the facebook test dataset with trained test FB Status using Join Operator, 

This operator joins two ExampleSets using specified key attribute(s) of the two 

ExampleSets.  

18. Then applied the sub process in order to get Best and Worst case  and score the 

Test Dataset  

 

Figure 5.6: workflow for Best and Worst case and score the Test Dataset 

 

19. Then applied the guess Operator, this operator (re-)guesses the value types of all 

attributes of the input ExampleSet and changes them accordingly. 

20. Then applied the Multiply  operator 
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21. Then applied Filter Example Operator, I have filter the Displayer row for further 

classification. 

22. Then applied sub-process in order to classify the Displayer Dataset into Categories 

(Sadness, Sleep, Tired, Loss of Interest, Appetite, Guilt, Suicidal ideation and 

Thinking / concentration). 

 

 

Figure 5.1-7 workflow for Best and Worst case and score the Test Dataset 

That sub process also has 18 Main operators, for that we used K-NN classifier, K-

NN support multi-class classification, this operator generates a k-Nearest Neighbor 

model from the input ExampleSet. This model can be a classification or regression 

model depending on the input ExampleSet. We have tested other classifier for 

multi-label classification, but K-NN give me best results, on the k value set to 4. 

 

 

Figure 5.1-8 K-NN work flow 

 

 

After executed the Model we achieved the following accuracy based on test dataset. 
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Figure 5.1-9 Estimated performance with 10-fold cross-validation (accuracy, precision and recall 

respectively) 

 

 

5.2. Experimental Results 

5.2.1. Depression Reference Words 

These words are the one which are most important for texts with Displayed Depression 

References in test Dataset. For this you can identify topics or terms relevant to depression 

domain. 
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Figure 5.2-1 Important words related to depression displayers in corpus. 

5.2.2. Non-Depression Reference Words 

These words are the one which are most important for texts with Non-Displayed 

depression references in test Dataset. For this you can identify topics or terms relevant to 

non-Displayer depression domain. 

 

Figure 5.2-2 Important words of Non-Displayers sentiment in the corpus. 
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5.2.3. Test Data Set Classification Result using SVM 

 

Figure 5.2-3 Test dataset classification using SVM 
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5.2.4. Sentiment Distribution 

 

Figure 5.2-4 Number of Displayer versus Non-Displayers texts in Test Dataset. 

5.2.5. Displayers Test Dataset Categorization 

according CESD-R Using K-NN Classifier 

 

Figure 5.2-5 K-NN classifier for Displayer text Categorization 
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5.3. Online implemented SMPP Portal 

SMPP was developed in the SSRG lab under the supervision of Dr. Hafaz Farooq. In order 

to get the user’s report according CESD-R scale, user must be subscribed to Facebook 

SMPP APP to fetch user profile data based on login permissions. The home page of portal 

gives the Facebook personal analytics based on user’s Facebook profile data such as friend 

list, friend’s gender, post count etc. SMPP assess user’s from its Facebook profile to expose 

that meet DSM-IV criterion for a depression symptoms or Major Depressive Disorder 

(MDD). 

Below from figure 1 to 6 are the screenshots of SMPP web portal. 

 

Figure 5.3-1 Login Screen 
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Figure 5.3-2 Dashboard Screen 

 

 

Figure 5.3-3 Friend's Gender 
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Figure 5.3-4 Sentiment Distribution 

 

Figure 5.3-5   Status updates by CESD-R Categories and CESD-R result 
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Chapter 6 

Conclusion and Future Work 

6.1. Discussion 

The key idea of our study was to find out the association among Facebook activities and 

Major Depression Disorder. We assume that Facebook activity can reveals the mental 

illness at initial stages. Our results fairly confirm our assumptions.  

We envision a web portal that can provide the untimely alerts to an individual’s based social 

data regarding life styles and mental illness. These tools possibly can be used for depression 

and mental illness diagnosis, additional to questioner techniques such as BDI CESD-R etc. 

Doctor can’t get the complete information from depressed one using patients self-reporting; 

in one place at once, they can’t be able to get correct info from the subject. The social-media 

activities overcome some of the problems regarding patient self-reporting. From user’s 

social activities; we may get closer to the natural behavior of the user and his way of thinking. 

If we apply SMPP in the domain of psychology we can achieve enormous benefits which 

otherwise be either difficult to gain mistakably e.g. questioners, etc. The APP will help to 

automatically retrieve the natural position of subject over the time and also gives alerts if 

any changes in individual’s behaviors.  

6.2. Conclusion and Future Work 

We have verified the likely the use of Facebook as a tool for assessing and predicting major 

depression in individuals. First we collected depression related status update and made the 

Training Dataset manually according the CESD-R Scale. After that we select a diversity of 

behavioral attributes which related to person’s mood, thinking style, interaction and 

activities. User’s posting on Facebook revealed the feeling of guilt, feeling of tried, sleeping 

related problem, helplessness and worthlessness that are the symptoms of MDD. 
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Finally, we used these selected attributes and build a classifier using SVM and K-NN 

Classifiers that can expose mental related problem in individuals from social media 

activities. The SVM classifier gives hopeful results having 77% classification accuracy. 

 

Currently we were selected minimal attributes from Facebook user’s profile, In future we 

will also include other attributes such as user likes etc.; in addition we haven’t applied filter 

for self-referencing phrase in Model, and in our next version we will overcome that problem 

too. 

 

Our current model is based on hand-labeling training dataset which is very expansive and 

required domain experts, for best performance we need large amount of hand-labeling 

training dataset. In future we will apply the bootstrapping techniques that are used to learn 

from huge sets of labeled data. 
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