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ABSTRACT

Application layer Firewalls are required to prevent attacks on the top three layers of OSI
model i.e. session, presentation and application because traditional network firewalls do not
understand attacks directed at disrupting HTTP(S) traffic. Web Application Firewall (WAF)
architecture based on a single process does not provides fault tolerance and scalability
because it doesn’t utilizes the system resources completely. This thesis proposes a virtual
cluster of WAFs in a reverse proxy configuration that aims to solve the problem of resource
utilization and scalability by deploying it on multiple machines. The virtual cluster is
incremental; it creates on-demand WAF nodes in presence of heavy load. Load balancing
among virtual node is stateful to maintain session integrity and transparent fault tolerance
mechanism to the users. Solutions for load balancing and fault tolerance exists at the network
layer e.g. Heartbeat/Linux package, Ultra Monkey and LVS/Linux but these solutions are
limited to application layer. We have implemented an application layer heart beat mechanism
for transparent fail over that is adaptive and provides a sophisticated load balancing algorithm
without an overhead of probe packets. The central component of our proposed architecture is
the Dispatcher that receives HTTP traffic and distributes it among WAF nodes in a round
robin fashion. The functionality of the Load balancer component is to provide intelligent
routing decisions, handle cache, heart beat mechanisms and fail over. For evaluating the
implemented solution the selected WAF product used is SWAF (A Semantic Based Web
Application Firewall highly available). SWAF is a java based WAF consisting only of a
single JVM process. Evaluation is performed by comparing performance results of SWAF
addition or removal of our virtual cluster architecture with multiple SWAF nodes. Benchmark
results show that load balancer with 8 and 12 SWAF nodes increased the performance(in
terms of response time, data transferred in KB and error ratio) of the system significantly
when the number of users are increased to tens of thousands in presence of session-based

attack traffic and SWAF still performed detection correctly.

Vi
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CHAPTER # 01

Motivation &Introduction




1.1  Web Application Firewalls

A firewall restricts unauthorized access into a network. Firewall can be implemented through
hardware, software or by combining both. Firewall doesn’t permit unauthorized usage of private
networks connected to internet, especially intranets. Some firewall techniques are packet

filtering, circuit level gateway implementation and proxy server [1].

Web applications have grown the business nowadays. Ecommerce applications are usually web
applications and contain major financial transactions. Security is high priority in these
applications. Security is required not only at network layer but also at application layer a lot of
work is done for the security at network layer and these security mechanisms are mature enough
to prevent attacks through this layer. However, attackers have a fair chance of attack using
application layer [2] [3] [4] [5]. According to an estimate from major cyber security
organizations like MITRE, OWASP [3], WHITE HAT, ACUNETIX almost 75% of the attacks
are launched at application layer now a days.

Web application firewalls are used to protect attacks at the application layer on http traffic or on
web applications. They do not require modifications of application layer source code in most of
the cases. These firewalls are deployed as reverse proxy as shown in figure 1. Due to inspection
of heavy traffic, these firewalls cause a delay in response time depending on the complexity of
the filter [6]. These firewalls are known as “Deep packet inspection firewall”. Due to complex
filtering mechanisms these firewalls introduce higher processing loads than routing [7] [8] [9].
For instance 300,000 packets per second have to be processed by a firewall that interconnects
two 100MBPS networks [10]. Such a thorough filtering of traffic causes significant performance
degradation [7] [11].

Application firewalls work by determining whether a process should accept the given
connection. They accomplish their functionality by the connections between lower layers of the
OSI model and the application layer by hooking into socket calls. These application layer

firewalls are also called socket filters.

Application firewalls work in two modes i.e.: active or passive. Active application firewalls

inspect all incoming requests actively against known vulnerabilities such as parameter and



cookies tampering, cross-site scripting and SQL injection. Only “clean” requests are passed to
the application. Passive application firewalls acts like IDS (Intrusion Detection System). They
also inspect the incoming requests for known vulnerabilities, but they do not deny or reject those

requests if a potential attack is discovered [12].

Application layer firewalls improve the overall security of the application infrastructure by
preventing attacks that are likely to cause a service outage or structural damage to data sources.
Application layer firewalls are generally remotely updateable, which allows them to prevent
newly discovered vulnerabilities. These firewalls are more advance as compared to adding
specific security-focused code in applications, as it requires longer development and testing

cycles.

Application firewalls improve overall security of infrastructure of an application by defending
against attacks that can cause structural damage to data sources or service outage. These
firewalls are generally remotely updateable and thus they prevent recently discovered

vulnerabilities as well.

The motivation of this research is to design WAF architecture to prevent all the attack

vulnerabilities mentioned above.
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Figure 1: Deployment of Web Application Firewall as Reverse Proxy

1.2 Scalability

It’s the application or system property to cope with increased amount of work in an expanded
way in situations like increased demand for processing, network, file system resources or
database access. Scalability is a major need of web-bases systems to be able to accommodate for
more user requests in terms of complexity and number. Increasing the number of servers to cope
with increased user requests is not an actual solution of scalability problem as it creates bottle
neck at front end by moving it from back end. This risk even higher when put into consideration
that web-based applications require that the front-end component can catch more information

that exists at application level instead of TCP level.
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There are two types of scalability horizontal and vertical. Horizontal scalability means adding
new nodes with identical functionality in a system to redistribute the load. Web servers and SOA
scale out by adding more servers to network which is load balanced so that incoming user
requests many be distributed among them. Common term for this approach is cluster. Vertical
scalability means expanding system by adding more main memory, network interfaces to a node
or processing to satisfy more requests. Hosting services companies usually follow this approach
by increasing the main memory and number of processors to host more virtual servers in the
same hardware.

Single process based WAF is not suitable for large scale organizations due to heavy load. In this
research we have proposed a more scalable WAF architecture suitable for heavy traffic.

1.3 High Availability

Availability is defined as the provision of useful resources by the system over a defined period of
time. High availability is represented by high functional continuity with in a time window

represented by the relationship between downtime and uptime.
A =100 (100*D/U)

In above equation U stands for uptime and D for downtime. U and D are represented in minutes.
Availability and uptime is not the same thing. System may be up but unreachable and thus
unavailable due to network issues. However unavailability and downtime are synonymous.
Availability can be measured as the number of seconds or minutes of estimated downtime with
respect to number of seconds or minutes in 525,600 minutes or 365 day year, with U as constant

term.

WAF is deployed as reverse proxy. If it fails, all web servers become unavailable. The WAF
architecture proposed in this thesis is highly available as if any WAF node fails or overloads,

another WAF node takes its charge.

1.4 Cluster

Cluster is a group of computers which are connected in a manner that they work together in such
way that for the users they appear to be a single system. They are used to improve availability,

services, computational power or data manipulation performance. Clusters are more cost



effective than a single computer with the same computational power. Systems which are part of
cluster are connected to each other over very high speed LAN like gigabit Ethernet, Myrinet,
Infiniband or other technologies. WAF architecture proposed in this research is cluster based so

provides scalability and high availability.

1.5 Load Balancing

Load balancing is used for maximizing throughput and minimizing response time by distributing
requests among maximum available resources. There are two types of load balancing stateless
and state-full. Scheduling algorithms are used to determine which user request is to be forwarded
to which server. Web services and applications are mostly balanced by using round robin
scheduling algorithms. Expiration algorithms and frequency rules are used to balance caching
pools. Pseudo-random schedulers may use in applications where stateless requests arrive with
uniform probability for any number of servers. Applications where some content is statically
more popular, like music stores, may use asymmetric load balancers to forward popular requests

to higher performance servers and rest of the requests to less powerful clusters or systems.

In state-full applications customer is guaranteed to maintain a session with a specific server in a
pool. These applications require sticky or persistent load balancing. Figure 5 shows persistent

balancer that maintains sessions from multiple clients.

R=Request
ED

Consumer n=Sequence Number

Load Balancer

(ir:) ) D)
Mode

Node

Node Node

Figure 4: Stateless load balancing- scheduling algorithms are used to determine which user request is to be forwarded to

which server.
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Figure 5: State full load balancing- customer is guaranteed to maintain a session with a specific server in a pool.

WAF slows down as the number of users increase from three thousand and is almost unavailable
after seven to eight thousand users load. The WAF architecture proposed in this research

automatically shifts the load to other WAF nodes if one node is overburdened.

1.6 Fault Tolerance

Redundancy in system design is based on assumption that failure of any system component is
independent of failure of other components. Fault tolerant system remains available in case of
failure of one or more components. Although overall efficiency and throughput decreases but
still these systems remain available. Component redundancy is use to handle software or
hardware faults. Fault tolerance requirements are taken from SLAs and their implementation
depends on software or hardware components, and on their interaction rules.

As the WAF architecture proposed in this research uses multiple WAF nodes, system is fault

tolerant along with highly available as failure of one node does not fail the overall system.

1.7 Motivation

Web application security is a vast area which is expanding day by day. WhiteHat Security’s own
research from weekly assessments of hundreds of the largest and most popular public-facing and
pre-production websites confirms this fact: 9 out 10 websites have vulnerabilities [13].82% of
websites have had at least one security issue, with 63% still having issues of high, critical or
urgent severity [14]. Due to the increasing number of attacks on the web applications, prevention

and detection of these attacks are very difficult at the application layer. There is a need for
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common way of representing knowledge of web attacks which can help security community in
detection and prevention of these attacks. Current architecture is suitable for SME (small and
medium size enterprise), but has performance issues in large scale enterprises. Current
architecture of WAF has the following limitations: It does not provide fault tolerance and
scalability and it does not utilize the resources of the system completely being a single JVM
process. Motivation is to create a scalable and fault tolerant system that would be suitable for

large scale organizations.

1.8 Objective

Application layer Firewall is required because traditional network firewalls do not understand
attacks directed at the code of the application using the normal channels through which the
application is reached legitimately such as HTTP and HTTPS (SSL) for web applications. If the
traditional firewall monitors TCP port 80, the traffic is allowed through; no matter what
malicious code it may contain. So there is a need of application layer firewall which prevents
attacks on the top 3 layers of OSI model i.e. session, presentation and application layer.
Scalability and fault tolerance are desirable attributes for every system specially WAFs. The
objective of this research is to introduce a scalable and transparent fault tolerance mechanism
that is a need to design a distributed architecture for WAFs. The objective is how to introduce the
scalability and transparent fault tolerance without causing any performance degradation in the

system.

1.9 Thesis Organization

This thesis is ordered into seven different chapters. Chapter 2 provides an extensive literature
survey of the existing ontology in the web application security. Chapter 3 presents the current
system architecture. Chapter 4 presents the proposed system architecture. Chapter 5 presents
the system design and Implementation. Chapter 6 presents evaluation and testing. Chapter 7

presents conclusion and future work.



CHAPTER # 02

Existing Work & Literature Survey
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This chapter provides the background knowledge for this research. It gives a detailed overview
of ontology that currently exists in the Web Application Security domain.

2.1 Resource Utilization in Java based Process

Each java program runs as a single process. It does not share memory with other processes. Each
process is allocated with a memory called as heap memory with other processes. In normal
circumstances JVM handles the heap by creating java heap for each JVM process. -Xms and -
Xmx settings are used to configure the heap size. A JVM process can only get 2GB of memory if
underlying OS is 32-bit at maximum [15], but actually this level has never been attained.
According to various blogs only 1.5 GB can be achieved by a single JVM process, including
Heap Size and others (others includes permanent space, code generation, socket buffers, thread
stacks, directed memory space, JNI code, garbage collection, and JNI allocated memory) as
shown in figure 6. Since the process of object creation leads to memory locking, hence on a
multi-CPU machine (threads run concurrently) there can be contention of memory locking
resulting in performance degradation [15]. If JVM have not enough memory for such operation,
it is liable to crash. Although current architecture is suitable for SME (small and medium size
enterprise), but has associated performance issues on large scale enterprises. Being a single JVM
process, it does not utilize the resources of the system completely.

, OS Memory (RAM) |
r
.
Process Heaplqava']ava exe)

Figure 6: Memory allocation to a java process
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2.2 URL Formalization

The purpose of URL formalization is to implement the URL table so that it can facilitate a fast
lookup. Each node in the URL table is a variable length alphabet string. Therefore, tree-like [16]
data structure is considered to be the most common solution to implement a data structure that is
generally used for storing strings. Trio is based on the idea of tree structure in which each string
is represented by a leaf and the value of the string corresponds to the path from the root of the
tree to the leaf. But basic tree-like data structures demand large storage requirement. Moreover
they need multiple (depend on the string length) costly memory access. If such string searching
function is implemented in the layer-7 router that will be severe performance degradation. The
primary task is to convert each variable-length string into fixed-length binary string by using a
hash function. The binary string is stored in a LC-tree [17] [18], which is a level-compressed
version of trio having the ability of efficient lookup [17]. When a packet conveying HTTP
header arrives, the content aware routing mechanism retrieves the URL in the HTTP header.
Then it uses the same hash function to convert the URL into the fixed length binary string. For
example, a URL /entertainment/music/JAZZ/ has been converted to a string composed of 6e70,
4aTf and aTb3 (here, hex is used for convenient expression). In the URL table, a search for an
entry is being made by the muting mechanism to get the longest match when compared to the
binary string. This mechanism experiences the overhead of retrieving variable length string and
name conversion. Since the HTTP header is composed of variable length strings, hence parsing
the header to retrieve the necessary information for content-aware routing turns out to be a
significant burden. For further accelerating the lookup in the URL table, a novel mechanism
termed as URL Formalization is used. The problem can be solved by making every directory and
file of the Web content as formalized expression. Hash function then is used to convert the
original name of every directory and file into a fixed length and formatted name. Afterward, the
html files and script files that generate dynamic content is parsed by another program. Then it
modifies the embedded hyper-links to conform the new name. For example, if an embedded link
points to the URL for example “http://pds.cse.nsysu.edu.tw/people/myluo”, should be converted
to “http”//pds.cse.nsysu.edu.t /[ [/4593/6827/”, where the name “people” and “myluo” are
converted to a formalized name 4593 and 6827 respectively, and the “[!” is a preamble. The
preamble is a “magic number”, which is designed to specify that the following path name is a

formalized URL. This also implies that the name of the first level directory is the name of
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preamble, and all the hosted content should be placed under this directory. The preamble design
is of significant importance. It enables the routing mechanism to know whether the URL of a
request is in normal form or formalized form. Since the operations of parsing and reconstructing
the HTML files and scripts are pre-computed off-line hence they do not inflict any performance
penalty on regular operations of the server system and the request routing mechanism. The
reason of using a variable-length alphabet string to name a file or directory is because it is
mnemonic, therefore becomes easier for humans to memorize. However, in most cases URLS are
invisible to the users and they do not care about the name of URL. Ann HTTP request is issued
when the browser follows a link: either explicitly, when the user clicks on an anchor, or
implicitly, via an embedded image or object.

2.3 Content-Aware Routing

Numerous distributing mechanisms have been proposed over the past few years. These schemes
can be classified into the following categories: client side approach [2] [3], DNS-based approach
[4] [5], TCP connection routing [6] [7], HTTP redirection [8], and content-based routing [9] [10]
[19]. Among these, Content based routing mechanism is the best choice to the Web hosting
environment. The reason is that other schemes only can perform request routing based on some
simple criterion, thus these simple routing schemes are no longer adequate. On the contrary, the
content-aware routing mechanism can offer many potential benefits [19], such as sophisticated
load balancing, QoS support, session integrity and flexibility in content deployment. The method
of content-aware routing can be summarized as follows: a dispatcher node that executes the
routing mechanism is responsible for pre-forking a number of persistent connections to the back-
end nodes. The system resources are then allocated by dispatching client requests on these
trunks. The client side browser first need to create TCP connection, as a client tries to retrieve
specific content. The incoming TCP connection requests are acknowledged and handled at the
dispatcher until the client sends packets conveying the HTTP request, which contains the URL
and other HTTP client header information. A decision, regarding how to route the request is
made by the dispatcher by looking into the HTTP header. The dispatcher then opts for a server
that is best suitable to this request. It then chooses and idle pre-forked connection from the
available connection list of the target server. The related information about the selected

connection in an internal data structure termed as “mapping table” i.e. binding the user
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connection to the pre-forked connection is then stored by the dispatcher. Once the connection
binding is established, the dispatcher handles the consequent packets by changing each packet’s
IP and TCP headers. The packet between the user connection and the pre-forked connection are
seamlessly relayed so that the client and the server can transparently receive and recognize the
packets. In case of server overload or server failure, the request can be migrated to another node.
To ensure high reliability the server cluster should comprise on two important capabilities:
checking and failover. That is, some intermediate state of user requests should be logged
periodically by failover mechanism. It should enable the ongoing requests on the failed node to
be continued processing with a valid intermediate state in another working node. Both these
techniques have been scrutinized and are well-known in the research area of fault tolerance, but
implementing these techniques in the distributed web server still causes many novel challenges.
It is quite expensive to log every incoming request for check pointing. In a Web hosting system,
all contents are not equally important to the client and the service provider because of their
importance or cost, some of the hosting contents cannot tolerate service disruptions. The
distributing mechanism can differentiate the important requests (e.g. requests for mission critical
services or requests for content owned by important customer(s) from regular web surfing
requests with the content-aware routing capability. Moreover to recover a web request of failed
server to continue execution in another working node is a challenge. Such recovery mechanism

should be user-transparent and smooth.

2.4 Content Aware Distribution vs. NAT Base Routing

For routing request to individual servers within cluster, the existing NAT base approaches have
usually emphasized only on user transparency, load distribution and scalability. While content
aware distribution take into account other issues as well and are integrated in content aware
distribution.

2.4.1 Session Integrity

Since the HTTP protocol is stateless i.e. Web server executes each request independently without
relating that request to pervious or subsequent requests. However in many cases maintaining
state information is of vital importance for example, such state might contain the contents of an
electronic “shopping cart” (a purchase list in a shopping mall site) or list of results from a search

request. When the user visits a shop, or asks for the next 25 items from a search, the state
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information from the previous request is required. Cookies or hidden variables within html forms
are among the schemes that have been employed to maintain state information. In a cluster-based
server, these methods might not be processed appropriately. In selecting a server, if the routing
mechanism doesn’t examine the content of each request then it can be possible that a request
belonging to session is dispatched to the wrong server because the state concept is an
increasingly critical part of web behavior for commerce, web-oriented database, and other
dynamic transaction applications; this might limit the usefulness of cluster architecture.

2.4.2 Sophisticated Load Balancing

To utilize the cluster resources evenly and efficiently, a server cluster requires some sort of load-
balancing mechanism for directing requests. In existing web sites, the service type of incoming
requests can be of various types as static web pages, dynamic content generated by CGI scripts,
or multimedia data such as streaming audio or video. Each request consuming the service time
and the amount of resources vary widely and depends on several other factors for example a
request for executing a CGI script normally requires a great deal of computing resources to static
file retrieval requests. This heterogeneity in request often results in skewed utilization of server
cluster consequently, a more sophisticated load-balancing mechanism based on the service type
of each request is essential. In many existing systems the load balancing capability is still limited

because they don’t consider service type of each request.

2.4.3 Differentiated Services

The web persists to develop from its preliminary role as a provider of read only access to static
documentation-based information, and is becoming a platform for supporting complex services.
However, most current web servers, both cluster-based and monolithic provide service in a best-
effort manner that does not distinguish between the requirements of different requests. This
approach does not work well. Different services may have different requirements for quality of
service. It is difficult to enforce priority policies and provide desired quality of service if the
routing schemes don’t match the server type of each request. Otherwise, not all content are
equally important to the client and server provider. However, requests for popular pages have the
tendency to overcome the requests for other critical pages such as product list or shopping-
related pages. Consequently, 