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Abstract

The field of multi-agents presents highly efficient solutions to problems
that may be too complex for single artificial agents to address effectively.
By simply breaking down a complicated agent function into simpler sub-
functions that can be coordinated either centrally or in a distributive en-
vironment, multi-agent systems can be applied to a wide array of problem
domains. One such domain is robotics where autonomous decision-making
is imperative and simultaneous learning functions are significantly gaining
importance. Therefore, the combination of the aforementioned disciplines
of agents and robotics provides unique opportunities in terms of achieving
advanced functionalities for wide variety of applications.

Conversely, this arrangement results in a significant number of challenges
as well. For instance, robotics generally involves hardware limitations that
can prohibit the design of the multi-agent system. A similar case is explored
here where a multi-agent system is developed for highly maneuverable quad-
copters intended for the possible surveillance of a particular area for emer-
gency evacuation purposes in case of disaster. However, the limited flight
times and load bearing capacity of the quad copter present major hurdles
towards the architectural design.

The basic idea remains bridging the cyber world to physical world in
the most efficient way. Therefore the designed multi-agent system manages
group of robots in an unstructured environment resulting from catastrophic
happenings such as earthquakes. Hence, the robots are responsible for sur-
veying a disaster affected area and locating the maximum number of trapped
and/or injured people as part of the immediate response. The major feature
of proposed architecture is that it effectively manages group of quad copters
within a cloud framework for increased reliability and ease of accessibility.

The proposed multi-agent system for cloud base management of collab-
orative robots has been tested using simulation, Several experiments with
varying earthquake magnitude and corresponding scale of devastation have
been carried out; whereby the results show that proposed architecture effec-
tively manages group of robots given an unstructured environment.
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Chapter 1

Introduction

This chapter gives the basic introduction of the concepts involved in this
research. It also presents the background and motivation for this study.
Finally, it gives a brief overview of the working methodology for proposed
system, and also includes the structure of the remaining thesis document.

1.1 Introduction

Over last few decades, technology has evolved incredibly leading to the
development of smarter systems. Still today, there exist several situations
where human beings are unable to effectively accomplish complicated tasks
even with the aid of technology. For instance, building evacuation in case
of an emergency, aerial monitoring of farms to reduce crop damage, locating
habitats of dengue mosquito for their elimination and much more. The de-
velopment of smarter systems to address these problems is not possible with
the use of one type of technology alone, rather it is achievable with the com-
bination of several technologies like internet, bluetooth, robotics and cloud
computing.

In the above mentioned circumstances, multi-robot systems are consid-
ered an advantageous approach in contrast to single robot systems because
collaboration between multiple robots helps in the efficient accomplishment of
pre-defined goals. Thus far, a huge amount of research towards providing in-
telligence to robots deals with domains which are purely synthetic such as the
chess board game or with toy worlds. Therefore, they tend to avoid real world
problems which require multi robot systems to perceive the world around
them along with associated intelligent actions. For this purpose multi-agent
systems may prove to be increasingly beneficial, as they have the capability
to manifest self-organization and self-steering and other control paradigms.
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These are achieved through sharing of knowledge via common language plat-
form within the constraints of specified system [1]. Moreover, multi-agent
systems can find solutions to problems without any significant human inter-
vention, and their innate flexibility makes them more suitable as they can be
modified and reconstructed without need for detailed re-writing [2]. Hence,
these systems are self-recovering and failure proof, as the components are
quite redundant and possess self-managing features.

The combination of the paradigms of agents and robotics provides unique
opportunities to achieve advanced functionalities for applications mentioned
above. However, such systems require huge amount of processing power and
storage costs. Therefore, the incorporation of cloud computing technology
into the existing scenario holds the key, and the integration of multi-agent
systems and cloud computing can result in high performance of systems as
well as development of complex intelligent applications [3]. These applica-
tions can sense things from real world and also alter them remotely. In
this research endeavor, a multi-agent system has been designed and devel-
oped which bridges cyber world to physical world – specifically in terms of
remotely controlling a small group of robots (quad-copters) in physical en-
vironment by utilizing cloud computing services owing to greater flexibility
provided by the distributed infrastructure.

1.2 Motivation

Despite continuous efforts being made in field of robotics to make such
systems more sophisticated in order to match human capabilities, they often
face shortcomings when it comes to intelligent control and collaboration.
This is because their performance is bound to detailed set of instructions. In
order to embed intelligence in multi robot system and make them capable
enough to carry out assigned tasks they must:

• Perform goal oriented instructions.

• Understand environment they operate in.

• Develop a plan of actions they intend to perform.

Moreover multi-robot systems with limited resources require considerably
proficient computing resources which increase the cost of underlying infras-
tructure. This restricts the installation of multi-agent system on top of a
robot control mechanism as it would only result in additional power require-
ments for a resource limited robot (quad-copter). Therefore, such systems
mostly end up with their software residing in a centralized machine or server
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which makes them prone to a lack of robustness. In order to work address
these concerns, cloud services can be utilized to bear intensive computing
workloads and the designed multi-agent system can be effectively deployed
over them.

1.3 Problem definition

The aim is to design and develop a multi-agent architecture which bridges
cyber world to physical world specifically in terms of controlling a small group
of robots (quad-copters) in physical environment. Moreover, implementing
this multi-agent system over a cloud framework which offers greater flexi-
bility; with both soft real-time and physical constraints effectively managed
within the distributed infrastructure.

1.4 Challenges

Currently, the greatest challenge is to integrate multi-agents, robotics,
and cloud computing together, and making them work for a single system. .
This makes the design and implementation of such systems a difficult task.
The next major obstacle is addressing the limitations of physical robots in
terms of storage, processing power and battery life. Also, coordinating a
group of robots with limited resources and dealing with complex dynamic
environments in soft real time further adds to the complexity of the overall
system; as every robot with conflicting goals may interfere with the actions
of others [4].

1.5 Research hypothesis and questions

Research hypothesis and questions were developed on the basis of problem
definition and challenges mentioned earlier. In this section research hypoth-
esis and questions are presented.

1.5.1 Research hypothesis

A multi-agent system deployed over the cloud is able to effectively manage
collaborative robots in a physical environment.



CHAPTER 1. INTRODUCTION 4

1.5.2 Research questions

• How are multi-robot systems being controlled currently?

• How to build multi-agent system which can integrate robotics and cloud
technology together?

• How successfully the proposed system can manage a multi-robot sys-
tem?

1.6 Methodology

The purpose of this research exercise is to develop a multi-agent architec-
ture for collaborative flight drones to be used as immediate response damage
assessment tools in the event of an earthquake based on the following pre-
sumptions:

• Non-functioning of mobile networks – mostly due to traffic channel
blocking when the number of subscriber requests exceeds network ca-
pacity.

• Lack of internet connectivity due to absence of internet infrastruc-
ture/mobile internet.

• Need for alternate means of communication using existing mobile de-
vices which consume less energy.

• Using a basic mobile application, an SOS beacon can be continually
transmitted via bluetooth low energy from most smart phone devices
available today.

Therefore, collaborative flight drones can be programmed to detect such
beacons through sensors, and rescue operations can be planned based on
incoming patterns of information. The developed multi-agent architecture
will be deployed over cloud framework because limited processing power of
drones restricts the deployment of multi-agent system on top of primary flight
control mechanism; as this would not only trim the battery life of drone but
also effect the overall flight time.

1.7 Objectives

The objectives for a multi-agent architecture deployed over cloud frame-
work designed to coordinate multi-robots system operating in physical envi-
ronment in soft real time can be summarized as:
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• Dealing with complex situation that may arise in the aftermath of
catastrophic events such as earthquakes which require coordinated prob-
lem solving.

• Control and management of multi-robot systems.

• Addressing constraints of the above mentioned multi-robot systems
such as limited battery life, inability to handle intensive computing
workloads, and insufficient processing power to name a few.

1.8 Thesis outline

The remaining content of this thesis dissertation is outlined as follows:

• Chapter 2: Background and Related work. This chapter discusses ex-
isting multi-agent architectures for robots in terms of their salient fea-
tures. All systems studied for this research exercise have been analyzed
and compared on basis of identified features.

• Chapter 3:Proposed Multi-Agent Architecture.This chapter describes
multi-agent architecture developed for cloud framework to manage col-
laborative robots.

• Chapter 4: Experimental Setup. This chapter highlights implementa-
tion details of proposed multi-agent architecture.

• Chapter 5: Experimental Results. This chapter presents results based
on the comparison drawn with existing multi-agent architecture using
simulation. Furthermore, the management of collaborative robots is
tested in disaster scenarios of varying intensity.

• Chapter 6: Conclusion and Future Work. This chapter concludes the
thesis by summarizing the research and proposes directions for future
work.



Chapter 2

Background and Related Work

This chapter gives brief overview of major types of multi-agent architec-
tures to control robots and in the context of disaster management systems.
Moreover, it also discusses various simulation platforms used by different dis-
aster management applications.Finally, a comparative analysis of the systems
studied for this research exercise has been carried out based on the salient
features of such systems.

2.1 Types of multi-agent architectures

Essentially, there are five main approaches to designing multi-agent ar-
chitectures for control software [4]. These can be briefly stated as follows:

i Reactive vs. deliberative
Architectures which fall in reactive category have modules connected to
several sensors and actuators, and implement a behavior to provide im-
mediate response to a stimulus. As opposed to this, deliberative behav-
iors are not instant by design; whereby the response to each stimulus is
rationalized keeping in view a set of pre-defined conditions. Therefore,
a choice among the two designs is heavily dependent on the intended
application.

ii Hierarchal vs. non-hierarchal
Hierarchal designs present a layered architecture where upper layers are
dedicated for decision making, intermediate layers deal with supervision
and control, and repetitive methods like actuator control are handled
by lower layers. Like each layered architecture, hierarchal designs suffer
from similar drawbacks; whereby each upper layer is dependent on the
accurate functioning of the lower layer in case of one directional flow of

6
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information. For bi-directional flows, both upper and lower layers are
equally dependent on one another. Alternately, non-hierarchal architec-
tures face shortcomings in terms of a lack of modularity and decentralized
control.

iii Hybrid Architectures
Hybrid architectures are a combination of above mentioned architectures
that are basically composed of:

• Deliberative layer for task planning

• Control layer

• Functional layer for immediate response to stimulus.

iv Centralized System
Such systems include a supervisor agent that takes over the leadership
role and is responsible for organizing and planning the work for whole
team. Moreover, it is also in charge of making decisions for whole team,
whereas all other members will only act as per instructions relayed to
them. This approach however, suffers from a singular point of failure.

v Distributed System
In contrast to a centralized approach, a distributed system is a collection
of autonomous agents which collectively take part in the decision making
process.

2.2 Multi-agent systems to control robots

There are several different multi-agent systems to control multiple robots,
and follow different multi-agent architectures based on their application needs.
As some applications need to work in hard real time in non-deterministic and
dynamic environments, they take benefit of multi-agent architecture like AR-
TIS [5] which allows modelling of agents within hard real-time constraints
and lets them control environment through set of sensors and effectors in
order to generate a response within hard temporal restrictions. Essentially,
ARTIS is an extension of the blackboard model [6] modified to meet hard
real-time constraints, and it is comprised of two levels of agent architectures,
i.e. ARTIS agent (reactive) and in-agent (deliberative) thereby making it a
hybrid architecture. It is however centralized, due to which it is unable to
support distributed robot applications.

Similarly, the IDEA architecture [7] is designed to support multi-robot
applications; where each agent can change its role as a planner, a functional



CHAPTER 2. BACKGROUND AND RELATED WORK 8

module or a diagnostic system. In this architecture each agent can monitor
and communicate with other agents, but it does not rely on organizational
rules to build agents. Another architecture proposed by WuXing et al[8] is
based on Prometheus methodology which supports design of goal oriented
agents, covering a range of activities from requirement specification to de-
tailed design. Their proposed architecture is a three phase agent based design
built using Prometheus methodology and is used to analyze system function-
ality, build operation scenarios and design the MAS coordination architecture
after defining the types of agents through role-agent mapping.

Some of the existing architectures used in different applications are mod-
ification of previously proposed designs such as architecture for controlling
robotic wheel chair proposed by GalindoC. et al [9], which is both a modifi-
cation and extension of previous existing ACHRIN [10] (hybrid) architecture
The components in ACHRIN are designed in client-server fashion, which
makes modification and expansion a difficult task. However, this was accom-
plished through incorporation of Multi-agent system and implementing each
component of ACHRIN as separate autonomous agent. The designed agents
have their own beliefs and intentions, as well as the ability to learn different
methods and appropriate skills autonomously to perform their actions.

Several systems require multi-robot coordination and cooperation to achieve
a particular goal in games like soccer[11]. For this purpose, layered archi-
tectures have been proposed to facilitate coordination and cooperation of a
team of robots where each layer provides services to the upper layer. In this
scenario, the controlling multi-agent system resides on a local server which
gets information about field through visual sensors, makes decisions accord-
ing to the information received and then communicates its decision to the
robots via effectors.

When a group of robots need to move in an unstructured environment
while avoiding obstacles, coordination and cooperation issues are assigned
the highest priority. In this case, a hybrid architecture which takes into ac-
count the advantages of hierarchal and reactive architectures to minimize
the response time and carry out planning tasks in order to achieve coordina-
tion through distributed and centralized aspects is highly preferred [4]. Such
architecture essentially deals with coordination of multiple robots in an un-
certain/unstructured environment and is comprised of physical, control and
coordination layers. It uses multi-agent system models to handle coopera-
tion/coordination issues within a team of robots to enhance the total utility
of system, and the approach used for coordination of robots is centralized.

Another framework which deals with multi-robot coordination proposes
a paradigm for managing cooperative behavior of finite state robots [12]. It
focuses on methodologies regarding ease of control for application specific



CHAPTER 2. BACKGROUND AND RELATED WORK 9

robotic systems. Unfortunately, the proposed paradigm works indoor under
structured environment and fails to address the tasks involving communica-
tion and shared information. Coordination strategies presented in [13] show
experiments to explore various collaboration strategies used by group of mo-
bile robots to map and explore uncertain/unstructured environment. The
approach is based on shared resources which are distributed among team of
robots rather than one single expensive machine. However, the robots have
limited storage and processing capacity which can fall short when used for
complex applications.

Complex applications often require distributed problem solving. There-
fore, architecture for a mobile robot is presented in [14] to facilitate an au-
tonomous robot with its complex behavior. However, this architecture is for
a single robot and does not address the coordination issues which arise when
working with multi-robot applications.

2.3 Disaster management systems

As goal of this research exercise is to manage multiple robots (quadcopter)
in the wake of catastrophic events such as earth quakes, the developed sys-
tem is required to be reactive and highly responsive. Also, it should have
support for efficient decision making, action coordination and enhanced data
collection. In this context, we have divided existing disaster management
systems in following two broadly categories:

• Agent based Disaster Management Systems.

• Conventional Disaster Management Systems.

2.3.1 Agent based systems

• Humanitarian relief through crowdsourcing
The system explored first presents a prototype to illustrate a post dis-
aster scenario for better planning and coordination of humanitarian
relief efforts [15]. It relies on agent based modeling and geographic in-
formation obtained from crowd movements, along with other publically
available data sources. The developed prototype simulates a scenario
where victims of an earthquake search for food. The study has been
primarily based on a magnitude 7.0 earthquake that hit Haiti back in
2010, with the purpose to determine how humanitarian relief efforts can
timely reach victims especially at times of great uncertainty. The key
challenge under such unprecedented circumstances lies in predicting a
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crowd’s movements beforehand given sudden changes in infrastructural
landscape – for instance the destruction of existing land routes.

Major novelty of the system is that it integrates raster collected from
several sources and vector data structures in the same simulation.
Moreover this model assumes that agents in most affected areas have
greatest needs. Based on this, the goal of agents is to maximize their en-
ergy and agents near relief distribution points have detailed knowledge
of their location which is then shared with other agents via diffusion
method. The relevant research work successfully utilizes agent based
modelling and geographical information to facilitate rescue efforts, how-
ever the crowdsourced component of information used by this system
lacks structure and proper format since reliability on people in times
of panic may lead to inaccurate or partially accurate information. In-
stead of comprehensiveness and accuracy, the system tends to focus on
characteristics like timeliness and accessibility of information; because
during chaotic situations when food is set as primary goal, being the
basic human instinct analyzing the rapid spread of information helps
to ascertain the most effective plans for distribution of relief goods.
Furthermore, modelling people’s behavior as an agent based system re-
sults in more realistic conclusions because adaptability is an inherent
quality of intelligent agents.

• Dynamic adaptive disaster simulation
Predicting movements of a large population in times of disaster is a
complex task especially when making real-time decisions to carry out
rescue efforts could prevent excessive human and economic loss. One
such system is also proposed by Francis Chen et al [16] to predict
movement of people using cellular and GIS data, which continuously
updates simulation with real-time data by tracing movements of cell
phone users. Inferences have been integrated into agent based simu-
lation to determine future movements of people based on principles of
fluid dynamics. Due to unavailability of real cell phone data owing to
privacy concerns, synthesized data having similar properties has been
used.

Once the data set has been generated, system infers those areas which
people prefer or avoid, for predicting movements. The entire affected
region is modelled as a synthetic elevation field with differences in gradi-
ent representing areas that are comparatively more or less affected, Dis-
aster sites or high-risk locations are termed as “high elevation” whereas
safer localities are represented as defined as “low elevations”. There-
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fore, in case of a disaster, the movement of people would invariably
be towards areas of lower elevation. The work presented in this paper
tries to address two main challenges i) Developing components of sim-
ulation system ii) generating data for simulations. Next, the validation
of the results has been done using Manhattan distance technique to
show generated predictions are valid, both internally and predictively.
Moreover, the predictive model has been shown to conform to synthetic
model in terms of evaluating areas of high and low elevations, which
makes a strong case for the system’s accuracy. However, there exists
the possibility of a significant compromise on the timeliness of the sys-
tem, which relies heavily on the availability of adequate computational
capacity under times of duress when large volumes of data are being
received continually.

• Agent based modelling for assessing resilience of a community in seis-
mic events
Similar to the previous system, agent based modeling techniques can
also be used to assess resilience of community in the event of a ma-
jor disaster [17]. The system explored here is based on a virtual city
which includes major elements such as different types of buildings, road
networks, population and other infrastructure. The scenario of a seis-
mic event is used as input to show damage sustained and interactions
between people predisposed by shock and panic.

In addition to this, disaster alleviation plans and policies can be in-
tegrated in this virtual environment to evaluate their effectiveness in
terms of preventing human and economic loss. The virtual city uses
data presented in ATC 58 and requires user preferences (no. of children,
residents, employed and unemployed) for simulation. Upon initializa-
tion, a selected percentage of people are distributed throughout the city
to various locations depending on their occupation type, time of day
and day of the week. Next, to simulate movements of people and ve-
hicular traffic, several navigation algorithms had to be developed. The
resulting system then has two modes; “default mode” where people
follow routine behaviors – and “emergency mode” for when a disaster
occurs. Once the system switches to emergency mode and people are
unable to carry on with their routine activities, the emulated change
in behavior can be monitored for valuable insights. Furthermore, while
the usefulness of emergency drills for training people in terms of how
to react in case of a disaster cannot be argued; the work presented
by Boston et al. can be used to run multiple simulations. Thereby,
a significant amount of time and human effort is saved while useful
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observations are made.

• Agent Evacuation Simulation Using Hybrid and Free Space Models
While modeling human behavior during a typical situations remains
a difficult task, efficiently responding to disasters under limited time
and resource constraints is crucial to prevent the loss of lives, prop-
erty and livelihoods. In this respect, agent based systems provide a
paradigm to simulate human behavior in environments created by real
world or synthetic data because it is important to study human and
traffic movements within affected area [18]. For this purpose, Masaru
Okaya et al [19] have proposed a hybrid model to simulate population’s
movement through large number of agents in affected areas without uti-
lizing intensive computational resources. The model is capable of sim-
ulating behavior of agents in wide areas through network, free- space
and integrated models. For simulation purposes, they have considered
a scenario where a disaster occurs when students are attending their
lectures within inside a college campus. Based on this, the movements
of rescue teams and students present inside, outside, and around the
building entry and egress points have been emulated.

According to simulation results, the Hybrid model is significantly cost
effective in terms of computational resources because it interleaves be-
tween the computationally intensive free-space model and the less com-
plex network model to illustrate maps. Furthermore, the evaluation of
results carried out by comparing simulation times and wall clock time
taken by agents to reach destinations, average times required by stu-
dent and rescue team agents to move respectively and arrival times of
300 and 900 student agents in all three models (free space, network and
combined one) supplement the viability of overall design. The data be-
ing used for simulation purposes can be considered both comprehensive
and accurate as it combines structured data from two computational
models and corroborate with actual simulation. Moreover, the effi-
ciency of the hybrid simulator makes the information readily accessible
as less time is required to determine agent behavior and results can be
shared easily.

• Rescue Management System
Another proposal for rescue management by Kei Sato et al [20] presents
a system composed of grass root components for various levels of dis-
aster management which were developed individually for different pur-
poses. First, an ERM system identifies certain areas to simulate the
effects of disaster. Next, disaster situations are constructed in selected
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areas using agent based simulation techniques, and the results of simu-
lation are visualized on web using 2D or 3D models. Finally, emergency
responders identify victims in worst affected buildings by switching to
‘House size’ simulations and plan out rescue efforts. The simulations
used in this exercise are based on GIS data from governmental institu-
tions and 3D data created using Sketch Up. This information is then
superimposed over Google Earth and integrated using different syn-
chronization techniques. Finally data from real world is linked with
locations on a map. Thus the developed system is able to provide lat-
est update on the status of a disaster, and also allows people to upload
pictures and reports in real-time.

The system can also prove to be advantageous in terms of disaster
management as data used by ERM is comprehensive. However, since
there is allowance for data to be uploaded from diverse sources, there-
fore chances are that the data present in various formats might contain
irrelevant and inaccurate information which also gets dumped into the
database. This can significantly inflate the cost of storage required.
Alternatively, the proposed system does not compromise on the timeli-
ness of response because of the inherent capability of switching to the
detailed ‘house size’ simulation which allows emergency responders to
exactly locate the victims trapped inside damaged buildings. Further-
more, it is also ensured that all information and simulations remain
accessible to the relevant authorities over the web interface.

• RESCUE
Ideally, emergency response requires pre-planning and maximum possi-
ble information about an unexpected event prior to its occurrence, but
an ever-present threat of potential events rarely follows such ideal pat-
terns. Also, in times of great uncertainty, it is difficult to retain a formal
command structure for emergency responders as roles and responsibil-
ities keep evolving according to the situation. In fact, it is often a
challenge to accurately track their positions and movements. For this
purpose, an integrated framework [21] has been developed with deci-
sion support and agent based simulation to help practitioners related
to disaster management, plan effectively for emergency response.

The proposed system helps construct real-time plans based on the char-
acteristics of disaster, and also ensures timeliness and appropriateness
of such plans through flexible search algorithms based on opportunistic
methods. This reduces the complexity by analyzing effective units and
corresponding emergency response. In addition to decision support, the
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agent based simulation under development has been designed with the
objective to show how a dynamically constructed rescue team coordi-
nates emergency response activities. The approach illustrated here has
been proven to be quite successful in terms of formulating a timely re-
sponse because of significant computational efficiency; therefore result-
ing operational models for rescue efforts can be shared readily. More-
over, accuracy of the system can be verified through evidence-based
corroboration of actual scenarios, thus making the system adaptable to
any major events that might unfold.

2.3.2 Conventional systems

• SAHANA
SAHANA [22] is an example of more conventional open source soft-
ware developed for disaster management and relief efforts. As major
disasters like tsunamis and earthquakes require accurate and timely in-
formation for effective decision making and carrying out rescue efforts
to curb the scale of destruction, the faster the humanitarian community
is able to gather, analyze and distribute reliable information, the more
effectual the response would be. Essentially, the developed system is
composed of different components designed to address specific coor-
dination problems through communication via shared databases that
provide access to web based information.

Major features of this system are that it improves consequential gaps
in information required for efficient response and can be scaled up or
down depending upon the requirements. Furthermore, it facilitates in-
formation portability to locations where there is no internet connectiv-
ity and has support for user roles and authentication to ensure privacy
of data and protect from malicious users. Moreover, the developed
system allows trusted organizations – public, private, or military – to
build their own networks while ensuring data consistency and avoiding
repetition. The system also successfully embraces characteristics like
ease of adaptability, economics in deployment, comprehensiveness and
efficient information gathering.

The data being used is recorded in a structured format by designated
officials who are accountable for its accuracy. Another highly useful
feature of the system is that the information remains accessible even in
those areas where there is no connectivity because of distributed repos-
itories at authorized locations. However, since data is being recorded
manually before translation into an electronic format, the possible de-
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lays incurred signal towards a compromise in the timeliness of response
for the system overall.

• Simulation and System Dynamic Models for Transportation of,Patients
Following a Disaster
Based on the discussion thus far, effective decision making aided by
agent based systems has significant merits, however relatively evolved
conventional systems can be equally effective at smarter planning of
rescue efforts. In this regard, Ying Su et al [23] have presented a simu-
lation model for planning the transport of patients to nearest medical
centers following the occurrence of a disaster. Their major focus has
been on discrete event model simulation to aid the process of plan-
ning the rescue strategies – specifically transportation of injured people
for medical assistance under unpredictable circumstances. Moreover,
determining the time taken by given number of ambulances to reach
patients, the longest waiting time for an injured person, the number
of ambulances required to transport patients, and finally standard op-
erating procedures to be followed for transferring patients to nearby
hospitals define scope of their research.

For this purpose,a simulation model has been designed which uses
Chengdu city in Sichuan province as disaster site and its data was
collected from EMS (Emergency Medical Services), which includes in-
formation about number of hospitals, time required to transport a pa-
tient from different locations to hospitals, and time to load and unload
patients. Based on this information, the sample results at each hour
were analyzed separately and duly validated by individuals from emer-
gency medical services and management. These domain experts were
consulted to inspect whether the response of the developed system con-
forms to actual ambulance services. Their work is beneficial for victims
of disaster as it considers a post disaster scenario, where data is signif-
icantly comprehensive and accurate since all relevant information has
been relayed by authentic sources. However, the completeness of the
work may be argued as methods to determine location of victims still
seem abstract. Moreover, efforts have been made to improve the time-
liness of system results such that the waiting time for patients can be
reduced and they can be shifted to nearby hospitals; however it is the
authors’ opinion that a more detailed consideration is required for time
taken by ambulances – especially in case of the absence of infrastructure
in the aftermath of disasters such as earthquakes.

• Template-based Methodology for Disaster Management Information
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Systems
Thus far, we have seen that timely decisions and effective plans based
on accurate and comprehensive information are necessary elements to
carry out rescue efforts in order to save lives and prevent economic
loss. Moreover, lessons learnt from past events can significantly reduce
the scale of damage sustained from natural calamities. In this regard,
different methodologies have been also been designed to promote the
role of efficient communication in disaster management, as it is vital for
early warnings as well as developing and relaying emergency response
plans. One such methodology has been proposed by Jintae Lee and
Tung Bui [24] for disaster management which is derived from features
such as severity of condition of people affected by a disaster. Hence,
this approach stresses on gathering, filtering, organizing and processing
the information in a case based manner prior to a disaster.

Moreover, in order to avoid panic in case of an unforeseen event, it is
advisable to automate the planning and response mechanism as much
as possible while leaving only implementation decisions to concerned
authorities. The research presented therein provides methods to design
templates for each activity in a possible disaster scenario to collect an-
alyze and organize the relevant information required for automation.
According to developed procedures, each activity in a given crisis should
be represented by a template which is composed of different sections
such as activity decomposition, resource utilization, reasons for suc-
cess or failure, and generalizability. Once all events are emulated, then
normative templates can be derived from descriptive ones. After val-
idation, they would be used as actions in a checklist of components
required to implement a system while associating their use with vari-
ous levels of disaster.

While the overall approach is quite advantageous in terms of collect-
ing desired information to build a comprehensive disaster management
system, it still seems quite ambitious in terms of applicability to real-
world situations – especially since it is a significant task in itself to
define the scope of different types of relief activities under emergency
circumstances.

2.4 Simulation platforms

Decision support and coordination have been recognized as elementary
features for smarter disaster management systems which provide immediate
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response for emergency situations. In order to assess these key character-
istics, several systems have embedded agent based modelling technique as
it allows designing of pragmatic pre and post disaster situations. Further-
more, intelligent agents have the ability to support all necessary information
phases, act in dynamic environments, make human like decisions by making
use of optimized algorithms and human-computer interaction, and finally in-
tegrate collaboration mechanisms. For this purpose the following simulation
tool kits were used by systems discussed in previous sections.

Systems proposed by Francis Chen et al and M. Boston et al as mentioned
earlier in this chapter have used Netlogo [25][37] to model environment for
computations and simulations. Netlogo embraces attributes like exporting
and importing data to and from other applications, BehaviorSpace for pa-
rameter sweeping and ‘agent sets’ which makes it suitable for simulations.
Moreover, Netlogo is written in Java which is a cross platform language and
along with JVM (java virtual machines), this enhances performance. Apart
from support for world topologies, language extensions and 3D graphics, the
simulator lacks integration of data mining and analysis which makes it un-
suitable for the systems which tend to find useful patterns of information
and perform data analysis.

Alternately, the framework proposed by Kei Sato et al combines RCRS-
Robocup Rescue Simulation [26][36] and USARSim [27] through different
protocols to map integrated results from disaster simulation and agent ac-
tions in different cities. As RCRS is composed of simulator league, essentially
its focus revolves around team coordination, planning and collaboration of
robots to achieve specific goals. Being the key determinants of disaster man-
agement systems, comprehensiveness and timeliness are also inculcated in
RCRS design which makes application to real and large scale catastrophic
events possible, although lacking in accuracy. USARSim follows a practical
approach for modelling robots, using actuators and sensors to accomplish
complex tasks in unstructured and dynamic environments. This leads to an
exchange of code between real and simulated robots, thus enhancing the ac-
curacy of system. However, simultaneous exchange can result in long delays
as errors might result when code is migrated between two platforms.

Another model presented by A. T. Crooks and S. Wise to demonstrate
exploitation of data in system, was built in java using MASON [28][38] and
its GIS extension [29]. MASON is java based, multi-agent simulation toolkit
which successfully utilizes machine learning concepts for visualization of con-
voluted social environments, and is also beneficial for computationally chal-
lenged systems as it delineates between visualization and model of the par-
ticular system. Unfortunately, at present MASON is deficient in 3D visu-
alizations and does not provide charting features which makes analysis of
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simulation results onerous.
Moreover,DEFACTO [39] has also been used by few disaster management

applications , that currently emphasize on immediate disaster response. De-
signed system also support human-agent collaboration and subsumes prop-
erties like artificial intelligence, 3D visualizations and also enhance humana-
gent interaction in complex environment but proposed system only evaluates
strategies involving human-agent interaction, agent and human teams.

2.5 Comparative analysis

Based on existing multi-agent architectures and disaster management sys-
tems, following characteristics have been identified that a multi-agent system
should have in order to control and manage robots – especially in case of
post-disaster scenarios.

2.5.1 Multi-agent system characteristics

• Fault Tolerance
Indicates how well a system can handle failures and indicates the in-
corporation of mechanisms such as failure detection and recovery.

• Scalability
Scalability is an important characteristic which ensures efficiency and
productivity of system at large scale, while considering the dynamics
of chaotic situation after disaster. It also refers to how well system
can perform when new software or hardware modules are added to the
exiting design.

• Adaptability
Any practical system should have the capability to adapt according to
the situation in order to provide better results. In the case of natural
disasters, the outcomes are mostly unknown. Hence, an effective system
must be able to adapt and react according to the actual situation.

• Coordination
It refers to the type of coordination mechanism a system utilizes. It
can be either centralized or distributed.

Table 2.1 summarizes the comparative analysis of existing multi-agent sys-
tems to control robots based on above mentioned characteristics.
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2.5.2 Disaster management system characteristics

Similarly, the common features against which the effectiveness of disaster
management systems may be evaluated are listed as:

• Reliability
Socio economic loss incurred due to natural disaster can be reduced if
emergency response system is reliable. Therefore, presence of this fea-
ture holds vital importance, as it refers to how well a system is able to
respond at or above its capabilities to respond to unfortunate events.
According to Evaluating the Reliability of Emergency Response Sys-
tems for Large-Scale Incident Operations [30] reliability of such systems
depends on several factors, in particular scale, scope and complexity
of incident should be taken into account when measuring reliability
of system. Similarly techniques like fault tree analysis, effects, failure
mode and critical analysis can be used to scrutinize system’s response
reliability. Additionally they have mentioned four steps as shown in
diagram below to inspect emergency response systems for large scale
disasters.

• Flexibility
Disaster management systems should be designed in a way that em-
braces flexibility. When it comes to responding to large scale disaster,
flexibility plays an essential role to achieve resilience at various lev-
els including individual, societal and organizational. Thus, flexibility
encourages ad hoc use of the system which is often required for emer-
gency management systems, as described in “Improving Disaster Man-
agement: The Role of IT in Mitigation, Preparedness, Response, and
Recovery” [31]. Moreover, flexibility is one of the common attribute
of agent based models, distinguishes them from conventional systems,
as design of ABM system can easily accommodate more agents and it
provides natural framework to adjust complexity of agents’ w.r.t be-
havior, ability to learn, degree of rationality and interaction [32]. There
are still many challenges identified by Gary R. Webb [33] which need
to be addressed in order to incorporate flexibility in disaster response
systems.

• Scalability
Scalability is another important characteristic which ensures efficiency
and productivity of disaster management system at large scale, while
considering the dynamics of chaotic situation after disaster. Agent
based models are tend to be more scalable then conventional systems
as they have ability to handle the growing amount of work.
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• Performance
Effective and productive disaster management system requires quick
and reliable decision making especially in situations of panic. Besides
other characteristics, the response time of system should be high be-
cause a reliable, flexible or scalable system will be impractical if its
performance is compromised. Apart from application, performance of
disaster management system depends upon effective data management
by making efficient use of communication channels because according to
Andreas Meissner et al [34] transmission of large amount of information
like convoluted maps with in short time is a complex task. Therefore
overall system’s capacity at local level also effects performance of the
system, so it is preferred to enhance the capacity of local components
in order to improve overall performance of the system [35].

• Conformance to real world scenarios
Successful and practical disaster management system should conform
to reality because natural description of the system is necessary to
formulate plans in order to carry out effective decision making. Sys-
tems which tend to be more close to reality are more likely to generate
accurate results. Moreover, ABM systems have potential to provide
natural description of the system which conforms to the reality with
greater degree.

Based on above mentioned features Table 2.2 shows comparisons of existing
disaster management systems.
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Chapter 3

Proposed Multi-agent
Architecture

This chapter gives a comprehensive overview about proposed multi-agent
system architecture for cloud framework to manage collaborative robots in
physical environment. Different components of the system have been illus-
trated, along with detailed design of agents that make up the architecture.
Furthermore, the interaction between different components of a system has
also been described.

3.1 Proposed framework

The proposed multi-agent architecture deployed over a cloud framework
to control multiple robots (quadcopters) in physical environment can best
be described in terms of main components taken from blackboard architec-
ture. Here, a common or shared knowledge base blackboard is updated by
a diverse set of knowledge sources, where each knowledge source contributes
to the solution using its partial knowledge. Simply put, blackboard model
is designed to handle convoluted problems where solution is typically sum of
its parts.Our proposed framework is somewhat similar to distributed multi-
agent system presented by Bianca Mariela [14].

Since the proposed framework has to control a set of multiple robots in
an unstructured environment during catastrophic events such as earthquakes,
each quadcopter acts as a knowledge source which periodically updates the
shared repository (or blackboard) with its partial knowledge about the vic-
tims of a disaster.Victim’s information is conveyed to quadcopters through
an android based disaster application which uses Bluetooth low energy bea-
con to communicate to another beacon mounted at the top of quadcopter as

23



CHAPTER 3. PROPOSED MULTI-AGENT ARCHITECTURE 24

shown in Fig 3.1.Using collective sensory knowledge of different quadcopters
deployed for surveying disaster affected areas; multi-agent system fabricates
a mental picture of physical world and manages the group of robots in a way
to maximize their utility based on optimal resource allocation principles. Es-
sentially, the number of quadcopters assigned to a particular earthquake-hit
area is directly dependent on the extent of damage so that accurate informa-
tion about maximum possible victims can be collected and those in urgent
need of humanitarian relief can be identified.

Figure 3.1: Allocation of new Quadcopter

The proposed multi-agent framework embodies following components:

1. Environment Monitoring

2. Quadcopter Management

3. Immediate Response Planning

4. Blackboard Consolidation
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3.2 Environment monitoring

During catastrophic events,timely response can save many lives and min-
imize post disaster damage. Therefore, monitoring component of proposed
system repeatedly monitors the environment for disaster situations and makes
decisions accordingly. Fig 3.2 describes monitoring component in detail and
outlines its behavior while observing environment.

3.3 Quadcopter management

This component makes best possible use of available resources for cap-
turing maximum data about victims of an earthquake. It achieves this by
remotely surveying an affected area through sensory robots (quadcopters)
while addressing constraints such as limited battery life. Therefore, this
module involves decisions regarding quadcopter initialization and creation
of associated quadcopter agents to virtually represent each individual robot
(quadcopter) from the physical environment. It assigns survey zone to its as-
sociated quadcopter and controls movement of quadcopter between adjacent
plots in a specific zone.

3.3.1 Quadcopter initialization

Whenever a disaster occurs, the environment monitoring agent initiates
quadcopter management agent which needs to initialize quadcopters in a
given area.

The quadcopter management agent determines number of quadcopter to
be sent in an affected area based on the following factors:

1. Using past data
Following a disaster, quadcopter management agent consults earth-
quake history of similar magnitude and determines number of quad-
copters to be sent. If past data includes multiple entries of earthquakes
of same magnitude then decision about number of quadcopter will be
taken using following formula:

P(qc + 1) = 1
no.ofenteriesfound

{[Pqc1 + (r × Qn1
∆t1×Pqc1

)] + [Pqc2 + (r ×
Qn2

∆t2×Pqc2
)]...[Pqcn + (r × Qnn

∆tn×Pqcn
)]}

Where
P(qc + 1) = proportion of required quadcopter to be sent.



Figure 3.2: Environment Monitoring Component
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Pqc = proportion of sent quadcopters.
r = rate of population growth.
Qn = no. of Quadcopters sent.
∆t = difference between the previous and current years.
Alternately, in case of single entry in past data, number of quadcopters
to be sent will be decided by following formula:

P(qc + 1) = Pqc + (r × Qn

∆t
× Pqc)

Above mentioned formulas are based on logistic model [48]

2. Using assumptions of Earthquake Magnitude Given the uncertainty
regarding the magnitude of earthquakes, there is often very little in-
formation about past earthquakes occurred in certain area, so in that
case our system will utilize 50% of available resources(quadcopter).

Once a decision about quadcopter initialization has been made, quadcopter
management agent will create and add associated quadcopter agents in multi-
agent architecture to represent and control individual quadcopters.

3.3.2 Quadcopter survey

After creation of associated quadcopter agents, individual quadcopters
are assigned to their respective survey zone which consists of multiple adja-
cent plots. During survey, local agent of quadcopter periodically updates its
associated agent with current location as described by Fig 3.3. Moreover, it
checks for messages and also sends acknowledgement to the sender.

Based on location updates from local agent of particular quadcopter,
associated quadcopter also manages the movements between different plots
in assigned zone and marks particular zone as ‘OK’ if all plots have been
surveyed. Fig 3.4 below further explains the quadcopter movement scenario.

3.3.3 Allocating more quadcopters in area with greater
extent of damage

Apart from quadcopters assignment and management of quadcopter’s
movement, this component also allocates more robots to area with greater
extent of damage based on the count of distress beacons broadcasted by the
victims from a particular zone.

The maximum number of message violations in a particular zone has been
set to 3; and as soon as the threshold is crossed the quadcopter management



Figure 3.3: Quadcopter Survey
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agent will allocate new quadcopter in that particular zone and assign a new
set of plots to it which have not been surveyed yet.

3.4 Immediate response planning

Another important aspect of this system is pertaining to the support it
offers in the planning of immediate response efforts in case of disaster. This
component constructs clusters based on sensory information received from
victims’ using Euclidean distance and hierarchical clustering technique. After
clustering the data, this component assigns priority value to each cluster
based on the count of trapped, injured or both trapped and injured victims
(depending on the type of distress signal received by a surveying quadcopter).
Therefore, clusters with higher priority more likely require immediate help.
Furthermore, this component uses Dijkstra algorithm to calculate shortest
distances to the centroid of high priority clusters, which helps rescue teams
to plan their movements accordingly.

3.5 Blackboard consolidation

This component plays significant role in this system whereby a central
database is continually updated by a group of quadcopters based on the
respective data received by them. This information is accessible to all other
agents in proposed system for management and control purposes. Finally,
control information, clustering results and shortest paths are stored in the
database to facilitate the movement of first responders in a disaster scenario.

3.6 System architecture

System architecture is composed of individual interrelated components
that make up whole system architecture. Block diagram in Fig 3.5 explains
how different components interact together to provide whole system func-
tionality.



Figure 3.4: Quadcopter Movement
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Figure 3.5: System architecture

3.7 Summary

Overall designed system will process information receive by quadcopters
at particular area followed by disaster specifically earthquake. For data col-
lection purpose multi-agent system must detect disaster and for this purpose
environment monitoring module is included in the system. Once, disaster at
particular area has been detected quadcopter management module will take
the responsibility of quadcopter initiation using past data (if available) or
assumptions, creates quadcopter agents which are associated with particu-
lar quadcopter and sends control information to them, manages quadcopters
during survey and allocates more quadcopters in an area with greater extent
of damage. Next, based on data received by quadcopters immediate response
planning is accomplished with help of hierarchical clustering. Also, shortest
paths to the centroid of high priority cluster are planned using Dijkstra al-
gorithm. Finally, interaction between above mentioned modules to achieve
overall system functionality has been explained.



Chapter 4

Experimental Setup

This chapter discusses implementation details of multi-agent framework
proposed in previous chapter. It provides a brief overview of multi-agent
development methodology and platform used for experimental setup. Next,
simulation system that has been developed for data collection is presented.
At the end, description of cloud framework where multi-agent system resides
is outlined.

4.1 Introduction

Implementation and testing of robotic frameworks that require confor-
mance to the real world scenarios is a convoluted task; as it involves exten-
sive series of steps from real time planning to movement of robots in physical
world. In our case, diverse technologies such as robotics, multi-agents and
cloud computing are used to achieve a particular goal. Therefore, develop-
ment process needs vigilant groundwork to assure usefulness of developed
framework and repeatability of results.

Development of agents demands suitable programming language, which
is associated with intended application of multi-agent framework. Since our
framework is intended to manage quadcopters, which are used for data col-
lection at disaster site following an earthquake. Therefore, programming lan-
guage should have support for real time coding and is platform independent,
so Java programming language was selected for implementation purpose.

Finally, in order to test adaptability of proposed multi-agent framework
for cloud, it is useful to have simulation software to simulate quadcopters
at disaster site following earthquakes with varying magnitude, which further
communicates with multi-agent system over a cloud framework for planning
purposes.

32



CHAPTER 4. EXPERIMENTAL SETUP 33

4.2 Proposed framework methodology

Initially several multi-agent architectures and development methodolo-
gies were surveyed and analyzed and the methodology we followed includes
different phases presented in figure 4.1 below

Figure 4.1: Framework development methodology

First, goals of proposed framework were identified and according to them
various use cases were developed which were translated to different roles
that needs to be performed in order to achieve set of goals identified. Sec-
ond phase mainly includes two sub phases: i) construction of use cases to
describe system behavior. ii) second one is sequence diagram which shows
sequence of events to achieve desired system behavior.Next, design phase in-
cludes creation of agents that are capable of performing roles identified in
second phase, development of conversations for different agents that needs
to communicate with one another succeeded by steps of assembling agents
and construction of system design. Finally, development of system defines
the implementation configuration of a current system.

4.3 Multi-agent platform

Originally, several existing platforms for development of multi-agent frame-
works were scrutinized and JADE [40][44] was selected among them as it fa-
cilitates the implementation of multi-agent applications in acquiescence with
FIPA specification.

4.3.1 JADE

JADE platform keeps the high performance of developed agent system
with Java – programming language selected for this thesis. In addition to this
JADE offer flexible and efficient communication channel among agents and
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encourages peer to peer communication, this makes it even more suitable for
rapid decision making in case of disaster. Moreover, it incorporates features
like interoperability, uniformity and portability, easy to use and pay as you
go philosophy.

Apart from above mentioned features, JADE’s modular architecture en-
hance its adaptability to resource constrained environments and from func-
tional perspective it provides the basic services for distributed multi-agent
applications by allowing each agent to discover other agents dynamically[41].
Whereas from application perspective agents are identified with help of unique
name or id and provides a group of services which can also be modified later.

Following features of this platform made it suitable for our work:

• It is able to execute long and intricate task which are triggered at any
time.

• It can handle applications which integrate several interactions between
internal components.

• Moreover, those applications that require appearance and disappear-
ance of components in a dynamic way or finding each other at runtime;
can be effectively executed using JADE platform.

4.4 Simulation system

Another major part of this thesis is simulation of disaster site and move-
ment of quadcopters within area. For this purpose various multi-agent simu-
lation platforms were surveyed and GAMA [42][46] was chosen among them.
As it is capable of using geographical information system (GIS) for environ-
ments of agents, handling large number of heterogeneous agents, providing
platform for automated and controlled experiments and also allow designing
of a model in such a way that allows non computer experts to interact with
them.

In GAMA everything from roads to buildings is an agent and these agents
can interact with each other to provide system functionality[47]. Major ob-
jective of our work is to collect data of victims following an earthquake dis-
aster in such a way that captures maximum number of victims and GAMA
is an appropriate platform to achieve this objective. Therefore, disaster site
shown in fig 4.2 has been modeled and following key assumptions were made
for purpose of simulation.

• Total area simulated city = 240000m2.
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• No. of quadcopters required for total survey = 4.

• Total flight time of quadcopter = 20 mins.

• Speed of quadcopter = 10 m/s

• In 20 mins total distance travelled by a single quadcopter = 12000 m.

• Scanning width 5m

• Total area surveyed by quadcopter = 12000x5 = 60000m2.

• In 1 min battery life of quadcopter is decreased by 5%.

Figure 4.2: Disaster site modelled in GAMA

Along with this simulation also shows degree of damage at different earth-
quake magnitudes which is presented in Fig 4.3.



Figure 4.3: Degree of damage at different earthquake magnitudes
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Furthermore when earthquake hits a particular site agents divide area
into equal number of zones as shown in Fig 4.4 which composed of equal
number of plots, allocates quadcopters in different zones for data collection
and control movement of those quadcopters within plots. Basic idea for

Figure 4.4: Quadcopters in different zones of disaster site

data collection is that quadcopters receive data -using Bluetooth low energy
beacons placed on them-sent by victims using disaster app Fig 4.5 installed
on their android phones and this application also uses Bluetooth low energy
beacons for communication purposes.Data received by quadcopters include
information about location of victim (longitude,latitude, altitude), status of
a particular victim, date and time and magnitude of earthquake. During
survey, quadcopters are managed by multi-agent system and data collected
by them is finally used by planning agent to produce and prioritize clusters
Fig 4.6 in order to identify people who require immediate help.

Identification of victims with immediate help can improve rescue efforts,
planning and reduces the damage done by catastrophic events particularly
earthquake, as timely response to those in need will increase chances of sur-
vival.



CHAPTER 4. EXPERIMENTAL SETUP 38

Figure 4.5: Disaster application to help users

4.5 Cloud framework

Cloud services have been utilized to enhance the battery life of quadcopter
during survey, as their limited processing power restrict the installation of
multi-agent system on top of primary flight control mechanism as this would
require considerably proficient processors which makes it an unsuitable choice
to consider because this will not only trim the battery life of drone but also
effect the overall flight time. Therefore, cloud services have been used to bear
intensive computing workloads [45] because designed multi-agent system will
be deployed in cloud environment to effectively manage the information sent
by drone.

For this purpose amazon EC2 cloud services [42] were selected because
it is simple to use, provides complete control of computing resources, allows
scaling of capacity up and down as computing requirements change and it
is economical because it only charge for the computing capacity which is
actually utilized.

4.6 Summary

In this chapter all major components of multi-agent system and simula-
tion has been discussed. First multi-agent framework’s development method-
ology and its phases like identification of goals, development of use cases,
design and development of multi-agent architecture have been described.
Next multi-agent platform i.e. JADE’s features and its architecture has
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Figure 4.6: Clusters produced by planning agent

been discussed briefly. Moreover, details of simulation system which includes
disaster site, effect of varying earthquake magnitudes on simulation, quad-
copters movement at disaster site, user application and clustering of data. Fi-
nally cloud framework describes features of selected cloud computing service
provider. In next chapter proposed framework has been tested in different
scenarios and results have been provided.



Chapter 5

Experimental Results

This chapter explains results obtained with proposed multi-agent archi-
tecture using simulation and provides a brief description of data set and
environment used for testing purposes. Next, evaluation basis for formula-
tion of results have been explained. At the end, the results obtained are
presented.

5.1 Dataset and test Environment

For the purpose of data collection a city affected by a disaster was simu-
lated as referred to in chapter 4. Next, the simulated area was divided into
equal number of zones to get information about population following a disas-
ter. Once disaster site was divided into equal number of zones, quadcopters
were sent to each zone to gather the information of a particular zone.

Based on collected information, the rate of distress messages sent by vic-
tims of a disaster was determined to manage quadcopters in such a way as to
collect maximum possible victims’ data. Since different zones have different
distress message rates owing to varying proportions of disaster affected peo-
ple; each zone was categorized as high, low or medium as explained further
in table 5.1. Therefore, a total of three major test cases were designed and
management of quad-copters by a multi-agent system was observed in all
three of them. In the first case, all zones at disaster site were kept “High”
priority which means that message rate of each zone was kept between 2500
and 6000. In second case, all zones were marked as “medium” priority be-
cause message rate of all zones was kept between 0 and 2500. Similarly, the
third case involves all zones with “low” priority which signifies that rate of all
zones observe message rate between 0 and 1000.During the testing exercise,
the message rate for each zone was recorded for period of twenty minutes,

40
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and management of quadcopters was done accordingly.
Moreover, once victims’ data has been collected, trends at different earth-

quake magnitudes were observed. In order to aid timely rescue operations,
clusters were formed within the affected population and priority of each clus-
ter was calculated based on severity of devastation. Essentially, clusters with
high priority include people who require immediate help as compared to those
with low priority value.

Figure 5.1: Cases used for testing and validation

5.2 Evaluation criteria

From the evaluation perspective, the following two approaches were adopted
to test management of collaborative robots. Since, our basic goal is to gather
maximum possible information about the affectees of an earthquake; we have
compared the results using fixed assignment of quadcopters and reactive or
intelligent assignment of quadcopters in all three cases mentioned in section
5.1. Furthermore, the performance of a designed multi-agent system was
evaluated using local machine and cloud servers.
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1. Fixed Assignment
In this approach, the number of quadcopters assigned to each zone was
kept constant to collect victim’s data following a disaster (earthquake).
Therefore, assuming a maximum of 8 quad-copters, 2 were assigned to
each of 4 zones.

2. Reactive assignment
Reactive assignment or intelligent assignment of quad-copters is based
on an initial decision about assigning quad-copters to a particular zone
using past data. Next, the number of quad-copters required for a dis-
aster survey in a particular zone shall be increased if incoming distress
message rate is greater than message handling capacity of the aerial
drone.

5.3 Results

Following graph in fig 5.2 shows message rates of a particular zone over
a twenty minute time period Based on message rate quadcopters were sent
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Figure 5.2: Message rates in one of the zones

using two approaches fixed assignment and reactive assignment as shown by
graphs in fig 5.3, 5.4 and 5.5. According to the assumptions made earlier, we
know that one quadcopter has capacity to handle 1200 messages per second.
So, it can be seen in graphs that in fixed assignment-red line- we have as-
signed two quadcopters in each zone which denotes that 2400 messages per
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second are being handled throughout twenty minute time frame at particu-
lar zone. Alternatively, reactive assignment as shown on graph–green line-
enhances the capacity of system to handle more messages by increasing num-
ber of quadcopters when message rate increases. From the graphs we can
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Figure 5.3: Quadcopter assignment in a zone with high message rate
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Figure 5.4: Quadcopter assignment in a zone with medium message rate

deduce that there is minimal message loss when using reactive or intelligent
assignment of quadcopters as compare to the fixed assignment. Based on
messages received we have also observed trends in victims at different mag-
nitudes as shown in fig 5.6. Moreover, highest priority of cluster reached at
different magnitudes was also observed as shown fig 5.7.
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Figure 5.5: Quadcopter assignment in a zone with low message rate
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Figure 5.7: Maximum priority value of a cluster reached at different earth-
quake magnitudes

5.4 Summary

This chapter presents results obtained with proposed multi-agent archi-
tecture and highlights advantages and limitations of system. First zones were
set to high, medium and low message rates to check how much better a sys-
tem performs with different message rates. Second, two different assignment
approaches-fixed and reactive assignment- were designed. These approaches
further shows better results with minimal message loss when quadcopters
were managed and assigned using multi-agent system rather than fixed as-
signment. Next, collected data enables us to observe victim’s trend and
maximum priority value of a cluster reached at different earthquake magni-
tudes. Finally, performance results of system using local machine and cloud
server were presented, which shows system when placed on cloud server gives
better performance.



Chapter 6

Conclusion and Future Work

This chapter summarizes the work presented in this thesis. Content pre-
sented in different chapters is reviewed and future work is discussed in detail.

6.1 Conclusion

This dissertation deals with multi-agent framework to control robots in
physical environment, in short it bridges cyber world with physical world.
Basically, multi-agent system for cloud is designed to control multiple robots
in the form of collaborative flight drones; which gather information from
their surroundings through several sensors following a disaster specifically
earthquake.

Chapter 2 presents different types of existing multi-agent architectures
like reactive, deliberative, hierarchical, non-hierarchical, hybrid, centralized
and distributed. Moreover, it also discusses current multi-agent systems to
control robots in physical environment and existing disaster management
systems with multi-agent technology and without multi-agent technology.
Apart from this multi-agent system characteristics and disaster management
characteristics were identified for comparative analysis.

Chapter 3 outlines details of proposed multi-agent architecture: multi-
agent architecture for cloud based management of collaborative robots. It
provides complete picture of proposed framework. For this purpose different
major modules of system were identified and explained. Moreover it also
explains complete system architecture to show interaction among different
modules.

Chapter 4 describes methodology used for development of proposed frame-
work. It also presents the multi-agent platform i.e. JADE used for imple-
mentation of multi-agent architecture. Moreover, platform i.e. GAMA used
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for disaster –earthquake- simulation is also discussed along with assump-
tions made for simulation purposes. It also discusses cloud framework used
by multi-agent system to control collaborative flight drones.

Chapter 5 overviews results extracted from series of experiments carried
out on setup described in chapter 4. We have compared the results gained
using fixed assignment of quadcopters in effected area and intelligent as-
signment using our proposed framework. Finally, performance of proposed
system has been analyzed using simple notebook and a cloud server.

6.2 Future work

As we know, integrating three different technologies i.e. robotics, agent
technology and cloud computing to work for one single system is an intri-
cate task but we have successfully integrated these technologies for disaster
management system. Based on the conclusions drawn from this thesis, agent
based systems for cloud to control robotics in physical world will inevitably
make way for smarter, more flexible and highly adaptable systems. So far, for
validation purposes, a series of detailed simulations has been carried out sub-
sequently. Therefore, this research exercise will be further applied on real set
of quadcopters and can be extended to various applications other than disas-
ter management system, such as structure inspection for dilapidated homes,
remote monitoring of farms to reduce crop damage and locating dengue habi-
tats. Furthermore, proposed architecture can be improved by adding more
useful agents like behavioral and deliberative, in order to meet the demands
of different applications with growing complexity.
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